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A convergeiJCe theorem for latticf' l'e,Y·muan integrals with massless propagators 

A Convergence Theorem for Lattice Feynman Integrals with Massless Propagators 

THOMAS REISZ 0 

Deutsches Elektronen-Synchrotron DESY, Hamburg 

ABSTRACT. It is shown that for non-vanishing lattice spacing, conventional infrared power counting conditions are 
sufficient for convergence of lattice Feynman integrals with zero-mass propagators. If these conditions are supplemented 
by tt\t.raviolet convergell<"!' conditions, the continuum limit of such a diagram exists and is universal. 

1. Introduction 

In a recent paper [1] we have proposed a convergence theorem, which states existence of the continuum limit 
for a wide class of Feymnan integrals with a lattice cutoff if certain ultraviolet (UV) power counting conditions 
are satisfied. What is counted are lattice divergence degrees in Zimmermann subspaces 1 i.e. in affine subspaces 
of the integration momenta. To avoid infrared {IR) singularities, we had assumed all propagators to be massive. 
In the present article we extend the considerations to integrals containing zero-mass propagators. While the 
lattice provides a UV-cutoff1 IR-singularities are expected to be quite the same as for continuum diagrams. As 
will be shown, IR-power counting conditions similar as for continuum diagrams [2-5} are sufficient to guarantee 
the convergence of lattiee Feynman integrals, at least for non-vanishing lattice spacing. If these conditions 
are supplemented by the UV -power counting conditions of [1 J, the continuum limit of the Feynman integral 
exists and coincides with the forniallimit, i.e. it is given by the integral resulting from the a.__... 0-limit in the 
integrand. 

This article is organized as follows. At first, in Section 2, the notion of an IR-degree is introduct>d in a form 
which is similar to the definition of a UV-degree in [1}. The power counting theorem for Feynman integrals 
with zero-mass propagators is formulated in Section 3. As in the massive case, the denominator of a Feynman 
integrand can easily be treated, whereas the numerator must be estimated in such a way that UV- as well as 
IR-power counting conditions are taken into account (Section 5), and such that the corresponding estimates 
have a well defined cutoff behavior. This behavior can be determined using the auxiliary theorem stated in 
Section 4. Applying the auxiliary theorem and using the estimate of the numerator, the proof of the power 
counting theorem is given in Sedion 6. Finally, the last two sections are devoted to the proof of the auxiliary 
theorem. 

2. IR-degrees on the lattice 

Throughout this paper we wiJl use- the notations,definitions and statements of [1], especially the function 
classes Cm, C and C~1 , C': and :F. "\\rt' shall use multi-indices to simplify the notation. Set N 0 = N U {0} = 
{0, 1, 2 .... }. Forb EN~, u E R" define 

" 

i::.:I 

\Ve now define an IR-degree for functions inC, depending on variables u ("internal" momenta),~', q ("external" 
momenta) and the lattice spacing a.. 

Definition 2.1. 1. Let rn E Z and 1/( u, v, q; a.) E Cm of the form 

V(u, v, q;a.) = 
1 

- F(1w, 1'CL qa). 
a."~"l"l (2-1) 

0 Address after September 1987: Max Planck lnstitut fiir Physik und Astrophysik, D-8000 Miinchen 40, Fed. Rep. Germany 
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Then tl1e IR-degref.> ofF w.r.t. u is defined by 

in 1• and a. > 0, 

degr-. F = s . --1ll1• u 

degr ..... , V = mill degr ~1 v;. 
-- u1v iEJ --·U 1l' 

for all c f:: Nb, lei< Su· 

An ~qui valent definition is the following. For FE C, Su :::.-- degr-;
1
rF if and only if 

F(.\v,1•,q;a) = B(v,r,q;a.) ,\'• + O(A'•+'), ,\ ~ 0, 

where B( u, t•, q; a.) 1- 0 in u, 1', a., for fixed q (B is a polynomial in u. and C' 00 in v ). 

(2-2) 

(2-3) 

(2-4) 

(2-5) 

It is important to note that this IR-degree may depend on the external momenta q. Following com­
mon use, we write all momentum variables which are not fixed as subscript in degr, e.g. u, v in (2-3). If 
8cF(u.a,va.,qa)j8ucl~::::::o:::::: 0 in 1• and a. for all c E NQ, we set degr-;lt•F = foo. Iflf(u,t',q;a) "1- 0 in u,v,a 
and independent of ·u, then degr -;;lv 1' = 0. 

From the definition of an IR-degree, we easily get 

Lemma 2.1. Let vl, ... I vp E C. Then 

p 

1. degr ; 11, ~ "L'i 2' i~~l~~~.P degr ;lv Vi 
t::::::l 

(2-6) 

p p 

2. degr ~1 Till; 2: "'degr ~1 v; --"" L--"" 
(2-7) 

i::: 1 i:::l 

3. 
&' 

degr~ -V > degr~ V- 111 
--~It• 8ul - --"'d" (2-8) 

4. 
a' 

degr~ -V>degr-. v· 
--Uit• 8ti - --Uit• (2-9) 

Next, we consider functions in the classes C~ and cc, i.e. functions in Cm and C whose continuum limits 
exist. Every F E C~n has an expansion for small lattice spacing a. of the form 

1 
F(u, t•, q; a.)= - F(ua, va, qa) = P(u, v, q) + R(u, v, q; a.), a.m 

where the continuum limit P of Vis a homogeneous polynomial in u, 11
1 q and R vanishes for a= 0. In general, 

(2-lOa) 

where the IR-degree of a polynomial is defined in Appendix A. In particular, with respect to all momentum 
variables u, 1• and q 

degr u'I.JqP = degr -- V 
-- --""• 

if P(u,t•,q) 10. (2-lOb) 

In Section 5 we will state a general estimate on the remainder R which respects theIR- and UV-properties of 
the function V and allows to determine the cutoff behavior of Feymnan integrals having R as the numerator 
of the integrand, by application of an auxiliary theorem stated in Section 4, which is a .generalization of the 
auxiliary power counting theorem in [1] to diagrams with massless propagators. 

The- integrand of a Feynman integral on the lattice belongs to the function class F [1]. For F E :Fan 
IR-degrE'e is defined as follows. 
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A convergence theorem for latt.ice Feynman integrals with massless propagators 

Definition 2.2. Let FE F, 

( ) 
V(u,v,q;fL,a) 

F u,v,q;/",a = C( )' 
u,v,q;p,,a 

(2-11) 

Then the IR-degree ofF with respect to u is defined by 

(2-12) 

Recall that the denominator in (2-11) is of the form 

C- IIn ('li(l;a) ') 
'- 2 + IL-i I 

i::::l a 
(2-13a) 

where the four-vectors lt ¥- 0 are given by 

d 7' tt' 

l;(u, V, q) = :~::.>ik Vk +I: Cik Uk +I: d;k q,. (2-13b) 
k~l k=l k=l 

The IR-degree of the denominator is already determined by the IR-degree of its continuum limit: 

1J;(l;a) ') ( 2 ') { 0 degr-1 (--2 - +I'; = degr-1 1, +I'; = 
2 

if l'l > 0 or (b;,, ... , b;d) of 0 or I:~=l d;, q, of 0. 
--•• a --•• if l'l = 0 and (b;,, ... , b;d) = 0 and I:~=l d,, q, = 0. 

(2-14) 

Note that 

II
n (1J;(l;a) ') ~ (1J;(l;a) ') 

degr~h>. ~ + J.Li = !- degr;111 ~ + J.Li , 
t=l t=l 

and for every F E :F 
degr•l• lim F(u,v,q;fL,a) 2: degr-1 F(u,v,q;fL,a). 
-- _a--+0 --•" 

(2-15) 

Finally, as a corollary of Lemma 2.1, we ~tate 

Lemma 2-.2. Let F, F 1 , .... , FP E :F. Then 

p 

1. degr :;;-111 ~ Fi 2 i;r,~~,p degr :;;-jv Fi 
t::::l 

(2-16) 

p p 

2. degr;1v IT Fi 2 L degr;111 Fi (2-17) 
i=l i=l 

a' 
3. degr;?1, au' F 2: degr;?1,F- Ill (2-18) 

a' 
4. degr-1 -a 1 F 2: degr-1 ,F 

--·· v --·· 
(.2-19) 

3. The power counting theorem for Feynman integrals with massless propagators. 

We consider 

- j" ' ' I(q, p., a) = _ '; d k, · · · d km F(k, q; 1', a), (3-1) 

where 
F(k,q;fL,a) = V(k,q;fL,a)/C(k,q;!',a) E F, 

) II
n [1J;(l;(k,q)a) 'J 

C(k,qjJ.L,a = · 2 +Jli, 
i=l a. 

{vanishing masses are allowed). Furthermore, let C be a natural set of four-momenta containing lt, ... ,ln [1] . 

. At first, we rePeat the definition of UV-divergence degrees [1] and then define IR-divergence degrees. 
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A convergence theorem for lattice Feynman integrals with massless propagators 

1. Let 
ui = li 1 , ••• , ud = li.~ 

VI :;::: l}J 1 ••• 1 Vm-d:;::: 1) ... -d 

(3-2) 

be an arbitrary basis of C w.r.t. k I, 1 ::; d ::; m. By fixing VI, ... , Vm-d, one defines a claSs H of affine 
subspaces of the space of integration momenta k. ( u) = ( u 1 , •.• , ud) is called the parametriZation of H, and 
( v) = ( v,, ... , vd) are the complementary parameters of H. As in [1], we define for F(k, q; p., a) E :F 

(3-3) 

The set of all such H, for all bases (3-2), is denoted by H.uv (this is the set H. of Zimmermann subspaces of 
[1]. Here we write H.uv to distinguish this set of subspaces from the set H.IR defined below). 

2. Let M = {l;I!Li = 0; i = 1, ... , n} <;; £. For every basis (3-2) such that 

l;, ... , l;, EM {3-4) 

and d 2: 1, we define a subspace Has above. The set of all these His denoted by H.IR. Obviously, H.IR <;; H.uv 
For HE H.IR we define theIR-divergence degree 

We now state the power counting theorem which applies to lattice Feynman integrals with massless propagators. 

Theorem 1. Power Counting Theorem. Consider the integral 

{3-1) 

and suppose the integrand is of the form 

F(k ) V(k,q;IL,a) 
, q; /L, a = C(k . ) E :F, ,q,Ji..,a 

where V E cc is (2trja)-periodic in every component of k, and 

C(k . ) - rrn [7/;(l;(k, q)a) + 'J 
~ ,q,Jl,a - 2 Jli, 

i=l a 

Suppose, furthermore, the line momenta li are contained in a natural set C of momenta and assume that for 
every H E 1(./ R 

(3-6) 

Then the integral (3-1) is absolutely co11vergent for every a> 0. If, in addition, for every HE 'H.uv we have 

(3-7) 

the continuum limit of f(q; Jl, a) exists absolutely and is given by 

I. -( ) Joo 4 4 P(k, q, IL) 
1m I q; /L, a = d k1 · · · d k= ( ) , 

a--+0 _ 00 E k, q, Jl 
(3-8) 

where 
P(k, q, IL) =lim V(k, q; Jl, a), ·-· 
E(k, q, IL) = lim C(k, q; /L, a). ·-· 

1cp.[l] or Section 4 below. u1 ,_ . , ud, v1, ... , v=--d E C., and the Jacobian satisfies det[8(u,v)/8k] =f:- 0. There is at least one basis 
of C. w.r.t. k. 
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A convergence theorem for lattice Feynman integrals with massless propagators 

Note that vanishing masses are allowed, and that convergence is stated for given (fixed) external momenta 

q. Furthermore, the integrand is always assumed to be periodic. As in the massive case [1], if P '#. 0, the set 

£'={I,, ... , ln} contains a basis of£ w.r.t. k (otherwise (3-8) would be UV-divergent). Hence, in this case it 

is sufficient to consider .C' instead of .C. Note that 

degr. lim F( u, v, q; /L, a) <: degr-F( u, v, q; /L, a) 
a-o u 

(3-9) 

and 
degrulv lim F(u,v,q;p,,a) 2:: degr~1 F(u,v,q;p,,a). 
--- a-o ---"' 

(3-10) 

Hence, by (3-6), (3-7) and the power counting theorem of Lowenstein and Zimmermann [2,3] 2 , (3-8) is abso­

lutely convergent. 

The idea of proof is quite similar to that of the power counting theorem for Feynman integrals with massive 

propagators [1]. Again, it will be sufficje_nt to c.onsider 

- j• 4 4 I(q;!L,a)= -~dk,···dkm 
V(k, q; a) 

(3-12) 

fr ("'~;·) +~"r)' 
~::::1 

where V E C~o for some mo E z. Without loss of generality we also assume C to be of the form {11 , ..• , IN} 

for some N :2: n, and that k1, ... , km belong to C. 

In the first step of the proof, the integration domain of (3-12) is partitioned in a way depending on the 

configuration of the line momenta li. It is distinguished between h in neighborhoods of the poles of propagators 

and outside of them. A propagator can be estimated by its continuum limit or some power of the lattice 

spacing a, respectively. Again, the.numerator causes some technical problems, and we need an estimation which 

respects UV- as well as JR.:.degrees. In the next section we state an auxiliary theorem which describes the cutoff 

dependence of generalized continuum Feynman integrals with zero-mass propagators. Then, in Section 5 it is 

shown that the numerator of (3-12) admits an estimate suc.h that this auxiliary theorem applies to the integrals 

resulting from the partition of (3-12) explained above. 

4. A power counting theorem for generalized continuum Feynman-integrals with zero·mass prop­

agators. 

To formulate the auxiliary theorem, we will use the notations of the auxiliary power counting theorem of 

[1]. For completeness, they will be repeated here. 

Let k = (k1, ... ,km) (loop momenta) and q = (q1, ... ,qM) (external momenta), k,,q; E R\ and let L 

denote the spac.e of linear mappings l: R 4
m x R 4M--+ R 4 of the form 

l(k, q) = K(k) + Q(q) (4-1) 
m 

K(k)=La.iki; aiER,i::::1, ... ,m (4-2) 
i::::l 

M 

Q(q) = :L)m; b;ER,j=1, ... ,M. (4-3) 
j::::l 

Elements l1 , ... , l$ are called linearly independent w .r.t. k if their homogeneous parts in k are linearly indepen­

dent. {l1 , ... , l$} ~ M C L is called a basiS of M w .r. t. k if every l E M has a unique representation 

l(k, q) = ~ c,l,(k, q) + Q(q), (4-4) 
i::::l 

where Ci E R; i:::::: 1, ... , sand Q is linear. We define ra.nkkM:::::: s . 

. 2 Or by the auxiliary theorem below. 
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A convergeJH'f theore-m for lattice- Feynman integrals with massless propagators 

Let L C L be a finito subset 

where 

m 

L = {li(k,q) = L C;;k; + Q;(q) i::::: 1, ... , N}, 
j=l 

rank( C;;) = m 

(Cil, ... ,C;m) # 0 
zz _.. zz 
' ;>= ) 

for alii= 1, ... ,N 

if it j 

so that rankkL = m. Let .A! c; L. We consider the behavior of the integral 

for large A. Here 

- j''c 4 4 Z(>., k, q) 
I,(q, 11·) = d k, .. · d km E(k ) 
. . - ) q,f..l 

E(k,q,/1) = fl(l[{k,q)+JLTt', I'T ~ 0, n; EN= {1,2, ... }, 
N 

( 4-5a) 

( 4-5b) 

(4-6) 

(4-7) 

and IT..v means the produkt over allli EN". Note that vanishing masses are allowed. The integration runs over 
all k E R 4= constrained by l[(k,q)::; .\2 , i::::: 1, ... ,N. The numerator is of the form 

Z(>., k, q) =min (min jM,;(k, q)l· min>. -p., ICi!(k, q)l), 
1El ;EJ; ZEK, . 

(4-8) 

where I, Ji, Ki are finite sets, pu E N 0 = {0, 1, 2, ... }, and Mij, Cil are polynomials. I subscripts the set of all 
S c; S0 (including S = 0), where 

So = {1, E .A! II''= 0}. (4-9) 

In the following, a function which is of the form ( 4-8) will be called a nomina: tor function. 

Next, we define the sets 1-luv and 1-l1-R as in Section 3, but instead of (3-4) we now let li
1

, ••• , lia. E So for 
defining 1f.1R, and Lis given by (4-5). Note that we do not assume C to be natural here. 

We now refine the notion of ordered sequences of Zimmermann subspaces as defined in [1], Section 5. 

Definition 4.1. Let 
u(ll'.,.' u(r) 

v(l)' ... ' t,(m.-r) 
(4-10) 

be an arbitrary basis of£ w.r.t. k. A sequence H 1 , ..• ,Ht ofsubspacesin 1-luv is called ordered in u w.r.t. 
the basis (4-10) if 

1. Hb···,Ht is ordered w.r.t. the basis (4-10), and 

2. Tl1e parameters of every Hi are contained in ( u(1 ), ... , u(r)). 
(4-11) 

This notion will be very useful below when we define an "admissible" numerator Z(A, k, q). To this end, 
we first introduce set& U1 and U2 defined as follows. 

1. U1 is the set of all pairs (H, S) such that 

a. HE 1iuv, S t; So. 

b. The complementary parameters of H contain a basis of S w.r.t. k. 
(4-12) 

2. Uz is the set of pairs (H, S) such that 

a. HE 1f.1 R, S C: S0 . 

b. The parameters of Hare contained in a basis of S w.r.t. k. 
(4-13) 
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A convergence theorem for lattice Fey11man int.egrals with massless propagators 

A set of two maps 

(H, S) ~ 6(H, S) 
(4~14a) 

and 

(H, S) ~ p(H, S) 
(4-14b) 

is called a degree set. In connection with the following defintion it generalizes the notion of a UV-set as defined 

in [1]. 

We want to state the cutoff dependence of the integral (4-6). We assume that the numerator Z()., k, q) is 

admissible w.r.t. a given degree set: 

Definition 4.2. Suppose 6(H, S), p(H, S) is a degree set. A nomi11ator function Z(,\, k, q) is then called 

admissible w.r.t. the degree set, if for every S ~50 there, is ani E I, so that for every basis (4-10) of C w.r.t. 

k, where u( 1 ), ... , uC~") is a basis of S w.r.t. k: the following conditions hold. 

1. M;;(k,q) =e M;;(u,q) for every j E J;, i.e. the polynomials M;; depend only on the basis of Sand on the 

external momenta q 3 . 

2. For every sequence H 1 , ... , Ht of subspaces of1iiR which is ordered in u w.r. t. the basis ( 4-1 0), there exists 

j E Ji, so that 4 

degrx,fw,M;;2:P(H9 ,S) forallg=1, ... ,t. (4-15) 

Here (~ 9 ) denotes the parameters ofHg and (~ 9 ,w9 ) = (u,v). 

3. For every sequence K 1 , •.. , K$ of subspaces of'}{UV which is ordered in p w.r. t. the basis ( 4-10), there is a 

l E Ki, so tltat 
degry

9
lz:

9
Cil-Pil::::; 6(H9,S) for allg::: l, ... ,s, 

where (yg) denotes the parameters of H g and (Yg, zg) = ( u, v). 

(4-16) 

The notion of an admissib-le numer~tor w.r.t. a given degree set generalizes the idea of an ultraviolet set 

of[1]. It enables us to control the ultraviolet as well as the infrared behavior of the integral (4-6). 

We now define IR- and UV -divergence degrees for integrals of the form ( 4-6) with a numerator Z (A, k, q) 

which is amissible w.r.t. a given degree set (4-14). For H E 'Huv, parametrized by (v) ::: (v1, ... , vd), a 

UV -divergence degree is defined by 

6(H) = maxb(H, S). 
s 

The maximum is over all S with (H,S) E U1. Furthermore, for a basis 

~l.l :::: [i 1 1 • • • 1 UT :::: li .. 

Wt :::::: lh, ... 1 Wm-'r :::: lj,__ .. 

we defi~e for every H E 1i1R, parametrized by ( u) = ( u1 , ... , Ur), an IR-divergence degree by 

r(H) =e degr ni, = 4r + p(H) - degr "I"' E(k( u, w, q), q, Jl ), 

The minimum is over all S with (H, S) E U2. 

p(H) = minp(H, S). 
s 

(4-17) 

(4-18) 

(4-19) 

(4-20) 

( 4-21) 

The following theorem states the c.utoff dependence of integrals ( 4-6) if a degree set is given w .r.t. which 

the numerator Z(A, k, q) is admissible. . 

. 3 !f tlUs holds for one basis of S, it holds for any other basis of S also. 

,.:F<.r the de:finitiou of degr..,_ see Appendix A. 
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A convergence t.l1eorem for la.ttjce FeJ·mna.JJ integrals with massless propagators 

Theorem 2. Auxiliary Theorem. Suppose tl1e nominator fuiJctioiJ Z().,k,q) of(4-6) is admissible w.r.t. a 
given degree set. Denote the correspondi11g divergence degrees by w(H), H E rtuv, and by r(H), H E rt1R 

Suppose that for every H E rt1 R 
r(H) > 0. (4-22) 

Then the integral 'f,(q, 11-) exists for every finite A. Furthermore, there exist constants K(!l, q) > 0 and c(!l, q) > 
0, so that for A > K(l', q) 

if max w(H) < 0 
HE?tuv 

if max w(H) < 0 and all Pil :0: I 
HE?fUV 

if max w(H) :0: 0 
HE1f.UV 

The proof of the auxiliary theorem is postponed to Sections 7 and 8. 

We now state a corollary to the auxiliary the-orem which will also be needed later on. Let 

IP(k,q)l 
E(k, q, 11-)' 

(4-23) 

(4-24) 

where P(k,q) is a polynomial and E(k,q,Jt) is given by (4-7). For such an integral divergence degrees are 
defined as follows. Let rtUV and rtiR as above. For H E rtUV, parametrized by (v) = (v1 , ... , vd) and with 
complementary parameters (z) :::: (.::1 , ... , =m.-d), so that k = k( v, .::, q), we define a lTV-divergence degree by 

(4-25) 

An IR-divergence degree for HE 11.1R, parametrized by (u):::::: (u1 , ... , u,.) and with complementary parameters 
(w) = (w1 , ... ,w=_,), so that k = k(u,w,q),isdefined by 

(4-26) 

Corollary. Let 

(4-24) 

Suppose that for every H E rt1 R 

r(H) > 0. (4-27) 

Then J, ( q, ll) converges for every finite A, and there exist constants K(!l, q) > 0 and c(ll, q) > 0, so that for 
A> K(11-,q) 

if max w(H) < 0 
HE1f.UV 

if max vo(H) > 0 
HE1'f.UV -

(4-28) 

This is a direct consequence of the auxiliary theorem and is proved in Appendix B. Both the auxiliary 
theorem and its corollary will be used below to determine the cutoff dependence of the integrals into which the 
lattice Feynman integrals (3-12) are partitioned, as described at the end of Section 3. 

5. Bounds on the numerator of a lattice Feynman integrand. 

We now state an estimate for the numerator of a Feynman integrand (3-12) which allows an application of 
the auxiliary theorem of Section 4. To this end, let £ again denote a natural set of line momenta and M ~ £. 

Define a degree set 1J as the set of the following two maps. 

1. For every HE }{uv and every S ~ M, set b(H, S) = degr;,-F, where (v) is the paramet~ization of H. 

2. For every HE rt1R and every S C: M, set p(H, S) = degr;;
1
, V, where (u) are the parameters and (t•) the 

complementary parameters of H. 
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A convergence theorem for lattice Feynman integrals with massless propagators 

Theoren1 3. Let V(k, q; a) E C~~o for some m 0 E Z and (ka, qa) be bounded. Then V can be estimated by 

IV(k, q; a)- P(k, q)l So a' I: z,(k, q) , (5-1) 
bEE 

where B is a finite set and p E N. For every b E B, aP Zb ( k, q) is a nominator function which is admissible w.r. t. 
the degree set 1J. Furthermore, P(k, q) = lim._0 V(k, q; a). For every H E 1t1R, the il>equality 

(5-2) 

holds, and for every H E ?tuv, we l1ave 

degrult~P ~ degr~11, (5-3) 
where (v.) denotes the parameters of Hand (v) the complementary parameters. 

Every function aPZb is of the form (4-8) with A replaced by a- 1 , where all powers of a are equal to 
p. If P(k, q) ;E 0, p can be chosen to be 1. If P(k, q) =o 0, p is the largest natural number such that 
lim.-o V(k,q;a)/aP ;E 0 exists. Note that all the 6 and p of the degree set 1) are independent of subsets 
S ~ M (cp. (3-4) and (4-12)f). The 6 are independent also of the external momenta q. However, theIR­
degrees are not so. The theorem looks like Theorem 3 in (lL the only difference being that we are now able to 
control also the IR-behavior. 

The proof of Theorem 3 is postponed to Appendix C. We now start to prove the power counting theorem 
using this estimation and the auxiliary theorem. 

6. Proof of the Power Counting Theorem. 

At first, the integration doma,in of (3-12) will be partitioned as indicated at the end of Section 3. 

l(q;!',a) = (6-1) 
J~{l, ... ,n} :; 

where for every.J the sum over. z is finite, and for every sector J, z = (zi E Z4 li E J) 

- 1~ 4 4 V(k,q;l',a) (II 11' 211' ) II Ih(q;l',a) = d k, ... d km ( ) · 0(-< -111,- -z;IIJ 0,(1,). (6-2) -' rrn 'IJ,(I,a) + 2 a a 
"- i::;;;l a:2 Jit ~EJ ~r;_J 

Here, 0 is theHeaviside step function, 0(z) =I for z 2: 0 and 0(z) = 0 for z < 0, and 

0,(1) = {
0 

. 1 
if Ill- '; zll < ; <for some z E Z4 

otherwise, 
(6-3) 

and cis a positive constant. If c > 0 is small enough, for every J, z one can find a translation kj --+ ki + (2;r /a)6j, 
j = 1, ... , m, so that 

for all i E J. (6-4) 

This is a direct consequence of the naturalness of line momenta ([1], Appendix D). Hence 

where 

4m ;r 27r 7r 271' 
O'J = {(k,, ... ,km) E R 1--- -(6;); S (k;); So-- -(6;);, j = 1, ... ,m; i= 1, ... ,4}. (6-6) 

a a a a 

Using Theorem 3, we write V(k, q; a) = P(k, q) + R(k, q; a) and fh = IJ, + IJ',, where 

(II 0( ~·-Ill, Ill) . II 0,(/i) 
iEJ if/._J 

(6-7) 

9 
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and 

fl}, = f d4k, · · · d4km R(k, q; a) }. nn ("·(!;a) + ') UJ i=l a2 1-Li 

R(k, q; a) admits an estimate of the form 

IR(k, q; a)l::; a' L Zb(k, q), 
bEE 

(6-8) 

(6-9) 

where p E N, B is a finite set, and for every b E B the function aP Zb(k, q) is a nominator function which is 
admissible w.r.t. the degree set V, defined at the beginning of Section 5. 

As an elementary property of the propagators; for small enough f there are constants a and 1, so that 

for all Ill; II< (1rja)<, and 

1 a 
~----<-­
'l•(l;a) + 2 - [,~ + .uJ 

a2 J.l..i • 
(6-10) 

(6-11) 

whenever Ill;- (27r/a)zll 2 (7r/a)< for all z E Z4 . Let h be the number of elements of J. Using the bounds 
(6-10),(6-11), we get the estimates 

11-o ( )I -1 o ( ) h( ')n-h 1 d4k d4k IP(k, q)l Jzq;J.L,a ~ Jzq,.u,a =a "'(a 1··· ·rnTI· (l~· ~)' 
KJ tEJ t + f.L1 

and 

where 

-(b)( ) h( 2)n-h 1 d4k d4k aP Z;(k, q) 1h q,11-,a =<> -ya , ... mJ1. (l<·..c ')' 
. I':.J 1EJ t I f.£1 

"J = {(k,, ... ,km) E R 4mllll;ll::; ~for alii; E CJ}, a . . 

£J={L;IjEJ}u{k,, ... ,km}c:;£, 

b = ;~'\',a~m (7rf' 47r(1 + 11;11)). 

(6-12) 

(6-13a) 

(6-13b) 

(6-14) 

(6-15) 

(6-16) 

To every integral in (6-12) or (6-13) we now apply the auxiliary theorem or its corollary, respectively. All the 
integrals are of the form needed, ,\ being replaeed by 6/a and C by CJ. The corresponding sets of subspaces 
H7v and HjR are defined by basis of CJ w.r.t. k. By (6-15), }{~v c:; }{uv and HjR c:; }{1R 

We first consider the integrals I~b}. Every integral in (6-13) satisfies the conditions to apply the auxiliary 
theorem with the degree set 

( 6-17) 

for H E HjR with parametrization (u) = (ul 1), ... , ul•)) w.r.t. a basis (u, w) of CJ and for H E 7iyv with 
parametrization (v), respectively. Remember that the 0 and pare independent of the subsets S ~ M. In the 
notation ( 4-20), for every H E Jt5R, parametrized by { u.) ::::: ( u(l), ... , ut'")) and with complementary parameters 
(w), 

iEJ 

10 

+ degr ulw IJ (IJ + 11-?) > 0, 
ir{J 

(6-18) 
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where we have used (3-6). Hence, using the auxiliary theorem, all integrals in (6-13) are convergent, for every 

finite lattice spacing a. Furthermore, for every H E Jt~", with parame-trization ( v) ::: ( v1 , ... , vd) 

- ~(b) - II ( , 'l degrHI;,(q,fL,a) = 4d+6(H) -degr" 1, +Jl·i 

wherE' we have used {3-7), i.e. 

iEJ 

= [4d + degr:;-V - degr:;-C] + degrv II (lJ + I'Jl 
iiJ 

< 2(n-h), 

~- ~(b) uv 
degrHih (q, fL, a) S 2(n- h)- 1 for all HE 1i1 . 

Using the auxiliary theorem, there_exist positive J{ and c, so that for all a< K- 1 

(6~19) 

(6~20) 

a. ifn- h > 0, I~'J(q,!L, a) S c(a2)"-h a-i'(n-h)-l] logm a= c a logm a. (6~21) 
~(b) 

b. ifn-h=O, I 1 ,(q,fL,a)Scalogma (becauseofp2:1). (6-22) 

This means that the remainder ffz does not contribute in the continuum limit. If P(k, q) = 0, all fJ.z vanish, 

and the proof of the power counting theorem is complete. 

Thus, let us assume that P(k,q) o;E 0. For every HE ?i~R with parametrization (u) = (u1 , ..• ,u,) (and 

complementary variables (w) = (w,, ... , Wm_,) w.r.t. a basis (u, w) of CJ) 

Hence, in the notation of (4-26), -using (3-6) 

2: [4r + degr;;
1
w V- degr;;

1
wc] + degrulw II (If+!':)> 0. 

iil 

(6~23) 

(6-24) 

Hence, by the corollary to the auxiliary theorem, ~z (q, J.L, a) is absolutely convergent for every finite a > 0. 

If in addition (3-7) holds, then for every H E Hyv with parametrization (v) = (v1 , ... , vd), (z) being the 

complementary parameters of H, 

hence 

+ degrv II (lJ + I'Jl < 2(n ~h), 
i~J 

(6-25) 

(6-26) 

for every H E }{~.._.. Again applying the corollary to the auxiliary theorem, there are constants K and c, so 

that for all a < 1/ J( 

a. if n- h > 0, 

b. if n ~ h = 0, 

-="1 ( ) < ( 2)n-h. ··[2(n-h)-1] 
J: q,11,a. _ c a a 

-=" 
Ih(q,fL,a) S c. 

(6-27) 

(6-28) 

We thus see that the continuum limit off( q; IJ 1 a) exists. As in the massive c.ase, by the naturalness of line 

momenta, there is only one sec.tor which contributes in this limit, given by J :::::: {1, ... , n} and z = 0. Using the 

dominated convergence theorem of Lebesgue, we get 

~ joo P(k, q) 
lim I(q; 1', a)= d'k, · · ·d'k= "'TI""'· --;-;( .c,=-~,") · 
a--+0 - oo i:::::l [i + J..li 

(6-29) 

11 
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This completely proves the power eounting theorem for Feynman integrals with massless propagators. 

7. A lemma about IR-behavior. 

To prove the auxiliary theorem we need a statement about the IR-behavior of generalized 
Feynrnan integrals. The integrals considered in this section are of the general form 

continuum 

(7-1) 

where u 11 •• . , u.'~" E R 4 , W = { lj ( u) lj = 1, ... , w }, and the lj's are linear combinations of u 1 , •.. , u,. in such a 
way that rankuW = T. Without loss of generality. we assume the l] to be mutually different. Vis a subset 
of W, and for lj E V we assume nj E N. I is a finite set, and all Mi are polynomials in the components of 
u1, ... , u'~". The integration domain consists of those u satisfying If ( u) :S 1 for allli E W. 

A set 1{1 R of equivalenc.e dasses of affine subs paces of ( u 1 , ... , u'~") is defined as in Section 3 (with W for 
£, V forM and u instead of k). To make a statement about the convergence of (7-1), we introduce the notion 
of an IR-set for the family of polynomials M/. 

Definition 7.1. The set {p(H)IH E 1i1R} is called an infra~ed-set (IR-set), if 

1. p(H) E Z for all HE 1{1R 

2. For any basis (z1 , ... ,~ .. ) ofW w.r.t. u and any sequence H 11 ... ,Ht ofsubspaces in Ji1R which is 
ordered w.r. t this basis, there is an i E I so that 

(7-2) 

where (zj) are the parameters ofHj and (zj,Wj):::: (z11 ... ,z .. ), j= 1, ... ,t. 

The integral (7-1) does not depend on external momenta. In (7-2), no momenta are fixed (in the sense of 
Appendix A). For this reason we will omit the complementary variables throughout this sedion (and only here) 
once a basis is given, i.e. we write 

degrz1 Mi = degr z1 iw1 Mi. 

Depending on an IR-set, we define divergence degrees of (7-1) for arbitrary HE 1i1 R as follows. Let 

z1 = li,, ... , z$ = li, 

w1 =lit, ... , -w.,._$ = lj .. _, 
(7-3) 

be a basisofW w.r.t. u, where li,, ... ,li, E V, then for H E1i1R, parametrized by (z) = (z 1 , ... ,z$), we define 
an IR-degree of (7-1) by 

T(H) = 4s+ p(H)- degr, IT (l](u(z, w)))"'. 
v 

(7-4) 

Lemma 7.1. IR-Lemma. Assume that a degree set is given. Let {T(H)IH E 1i1R} be the corresponding set 
of IR-divergence degrees. Suppose tl1at for every H E 1{1R 

T(H) > 0. 

Tl1en the integral 

~ 1 4 4 .J = d u 1 · · -d u'~" 
l~SlinW 

is convergent. 

min IM;(u)l 
iE! 

(7-5) 

(7-1) 

VIe now prove the lemma by induction on the number T of four-dimensional integrations. The idea of proof 
is similar to that of the auxiliary power counting theorem of [1]. The integration domain is decomposed into 

6q:.. the notion of a UV-set iu [1]. 

12 
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various parts and the resulting section integrals are split appropriately with the aim to do one integration in an 

elementary way and to apply the induction hypothesis to the other integrations. 

The case T = 0 is trivial. Hence let r 2: 1. For every ~ = 1, ... , w we define a sector X! C R 4
1' as the set 

of those u satisfying 
lf(u) S 1£(u) S 1 for all i = 1, ... , w. (7-6) 

Next, we make a linear non-singular transformation 

' 
t; = L)A,);; u;; (A<);; E R; i, j = 1, ... , r (7-7a) 

j=l 

so that 
t 1 = l<(u) and det(A<) = 1. (7-7b) 

Define w, = W \ {1,} and v, = V\ {1,}. For every~ ,.nd S <:;: v, we choose a basis 

(7-8a) 

of w( w.r.t. (tz, ... ) t?') such that zl, ... , z~ is a basis of s w.r.t. (tz, ... ) t?' ). Then l't, ... ) V?'-J-1 E w( \sand 

u = u(z, v, tt) = f<s(z, v, t,) 

is a linear function. Every liES has a(~, S-dependent) representation 

l;(z,t,) = L.;c;; z; +d; t,. 
j=l 

Let 1lv be the set of all Ii E 1{1R which are parametrized by a basis of V w.r.t. ( u 1 , ... , u, ). Set 

t. = min p(H). 
HE1iv 

For every e-, s ~ v{ 1 let Hl, .... , Ht be an arbitrary, ordered ~equence of spaces of1f.1 R l so that 

a. for j = 1, ... , t- 1, H; is parametrized by (k;) <;; S. 

b. H, is parametrized by a basis (kt) ofV (2 S) w.r.t. (u,, ... ,u,). 

By assumption, for every such sequence there is an i E J, so that 

degr ,, M; 2" p(H;) for all j = 1, ... , t. 

The set of all these i E I is denoted by I ( ~, S). 

(7-8b) 

(7-9) 

(7-10) 

(7-11) 

(7-12) 

We now give an appropriate estimation for the integral Y (Lemma 7.2) which allows us to apply the 

hypothesis of induction (Lemma 7.3). 

Lemma 7 .2. For a11y 0 < t < 1, the integral (7-1) admits an estimate 

(7-13) 

wltere Y(~, S) are finite sets, 1J > -4 and 

(7-14) 

13 
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, { , , 112:1f(u(z',v',t;))2:<
2 

ifi;EV1\S} 
fl(~,S)= (v,, ... ,v,_,_,) 12:lf(u(z',v',t;)) ifi;EW1\V1 ' (7-15) 

and for every ~.S, u(z',v',t;) = ks(z',v',t;), where f1s is defined in (7-Sb). For every i E J(~,S) and every 
y E Y(~,S), P;y and T;y are polynomials, and for any afflne subspace of the (z')-variables, parametrized by (Z) 
say, we have 

degr;T;,(z')2: degr;M;(u(z',v',ti)). (7-16) 

PROOF: Applying the transformations (7-7) and (7-8) to :1 for every~ and Sand noticing that 

U(=,XI = {(u1 , ... ,u,) E R 4'll}(u)::; I for alii; E W}, 

we get 
w 

:J :C:: ~ ~ :J1s, (7-17) 
{:;::1 s~v( 

where 

(7-18) 

and 

{ i

ti2:/l(u(z,v,t,))2:<2ti ifi;EV1\S} 
fl(~,S) = (v1 , ... ,v,_,_,) 

2 2 · 
t 1 2: I, (u(z, v, t,)) if I; E W1 \ V1 

Here we have used (7-9) for every li E S. We now decompose the polynomials in the numerator into linearly 
independent homogeneous polynomials Mia of the order a in u · 

M;(u) = ~ M;0 (u), (7-19a) 
o~O 

and furthermore, every Mio is decomposed into linearly independen.t hornogeiteous polynomials TfJ ( z) in z, 

M;a(u)=~Piofi(v,t,)Tfi(z) , P;ofi(v,t,)~O 
fi 

(7-!9b) 

in such a way that the polynomials Pio.f3 for fixed i, a are linearly independent. Lemma A.l in the Appendix 
states that this is always possible. Hence 

M;(u) = ~Piofi(v,t,) Tfi(z). 
ofi 

(7-19c) 

Using the linear independence of the Min for fixed i and Lemma A.l ~gain, for any affine subspace of the 
(z)-variables, parametrized by (z) say, we get 

degr-Tfi(z) 2: degr-M;(u(z, v, t,)), __ , __ , (7-20) 

for every Tp in (7-19c). Hence, for every{, S 

(7-21) 

14 
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where the minimum has been restricted to I(~,S). LetT;= degr.M;(u) for every i E I(~,S). By definition 

(7-10) of Ll, -

T;- f>. 2 0. (7-22) 

Substituting 
(z,, ... ,z,) = (z;, ... ,z;) ·llttll 

(v,, ... ,v,_,_t) = (v;, ... ,v;_,_ 1 ) ·ljt,jj 
(7-23) 

and writing t; = ttfjjt,jj, we get 

:l(,s S L L d't,jjt,jj" L ,. d•z; ···d'z; Os(l,'(~',t',))"' 
yEY((,S) t 1 .:$1 l;~f m S 

1 
min llttii''-A ·IP;y(v', t;) T;y(z')l 

. d4 VI ..• d4vl :.:' E:.:I_c( I:.:.,S::.,)i=.---,;,;-;--;----;--;;-=:-:---
Sl'(I,S) 1 ,_,_, nv\s(lJ(u(z', v', tU))"i 

(7-24) 

where we have collected indices, and 11 = 4(r- 1)- degr u Ov(l] ( u))"' + Ll. Choose any H E 'H.v, parametrized 

by (w) = (w,, ... , w•) say, such that p(H) = Ll. Then 

'I= 4(T- 1)- degr u IT(lJ(u))"' + Ll 2 4(b- 1)- degr wIT (l]t' + p(H) > -4. (7-25) 
v v 

Because of (7-22), Lemma 7.2 is completely proved. 

0 

All what remains to show is the following 

Lemma 7.3. There is an <o > 0 s.uch that the 'following statement holds: For all 0 < < < <o, for all~, S <; V1 

and ally E Y(~,S) there exists a constant c1,s,y, so that 

-int 
:J(',S,y S ci,S,y· 

Combining this statement with Lemma 7.2, theIR-lemma follows directly. 

PROOF OF LEMMA 7.3: At first, note that 

min IP;y(v', t;) T;y(z')l S min jT;y(z')l· max jP;,(v', t;)j. 
iEl({,S) iEl((,S) yEY(( ,S), iEl((,S) 

By lit; II = 1, llv:ll S 1 for all i = 1, ... , r- s- 1, the inner integrals in (7-14) can be estimated by 

const . ( ')I 
-L- · mm !7iy z , 

c iEI(e,s) 

where Lis a non-negative integer. Consequently, for an appropriate constant <.:e,s 

min jT;y(z')l 
-int 1 4 1 4 1 iE1(€,S) 
:J(,S,y(t1) S C(,S · d z1 · · ·d Z, ~n~(/'.2 7-( c-, -ct,c:-)c::)"-. · 

z;{.:::',t; ).:$~2 ins s j Z' 1 
3 

(7-26) 

(7-27) 

(7-28) 

It can easily be seen that for small enough c > 0, the integral (7-28) vanishes whenever one can find lt E S so 

that di f. 0 in the representation 
• 

li(z',t~) = Lcij zj +~it~. (7-29) 

j=l 

This follows from z~, ... , z~ E S. For, the set of z' satisfying zj 2 S c2 for all j = 1, ... , s and l'f ( z', t;) S c2 

for some liES is empty if di :j:. 0 and c > 0 is small enough. More precisely, let(~~~ ... , z:) be a point of the 

integration domain of (7-28). Then, for every l; E S 

jd;j =lid; t~ll S IIZ,(z', t~)ll + L jc;;l·ll~ill S < (1 + s lei), (7-30) 

J=l 
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where lei :::: maJCi,j lcij I, hence 

If there is I; E S with d; op 0, set 

ld;l 
1 + •lei 

for alii; E S. 

1 ld;l 
O<<<- --1-1" -21+sc 

(7-31) 

Then the integration domain is empty. Cosequently it is sufficient to discuss only those S such that di = 0 for 
alii; E S, i.e. I;= l;(z') for alii; E S. In particular, all integrals (7-28) are constant. 

Finally we show that all conditions to apply the hypothesis of induction are satisfied by (7-28). Let 

(7-32) 

be a basis of S w.r.t. (z 1
) = (zi, ... , z;) an~ let H 1 , ... , Ht be a sequence of class~s of affine subspaces of (z1) 

which is ordered w.r.t. this basis, i.e. 

a. H; is parametrized by (k;) <;: {z('l, ... ,z(•l} <;; Sforj = 1, ... ,t. 

b. The (k;) contain the (k,) for j > h. 
(7-33) 

Every basis (7-32) can be completed with w =I( and v1 , •.. , v._,_, of (7-Sa) to a basis 

of W w.r.t. (u) = (u1 , ... , u.), u = !(s(z', v, w) (cp. (7-8b)). To every H; in (7-33) we associate in this 

way an affine subspace of ( u) which is parametrized by (k; ), and we associate a corresponding p(H;) E Z. By 
construction of I((,S) and by 

degr;;
1
T;y(z') 2" degrk

1
M;(u(z', v, w)) ; for all j = 1, ... , t and all i E I 

(Lemma 7.2), there is i E J((, S), so that . 

degrk
1
T;y(z') 2" degrk

1
M;(u) ;>p(H;) for allj = 1·, ... ,t. (7-34) 

Hence the given IR-set, restricted to subspaces H of the above form, is also one w.r.t. the numerator of (7-28). 

Let 
;r.l:::: lil, ... ,;r;p =lip 

Y1 = hl, · · ·, Y•-p = l,_,_p 
(7-35) 

be an arbitrary basis ofS w.r.t. {z~, ... ,z:), so that z' = z1(z,y). Let H be the affine subspace of(z~, ... ,z~) 
which is parametrized by z 1 , ... , zp, and Yl, ... , Y•-p are hold fixed. Then 

4p + p(H) - degr, ITUJ(z'(:e, y)t1 

s 

::> 4p + p(H) - degr. IT (lj( u(z', v, w)) J"' 
v 

>0 

(7-36) 

by assumption. Hence the hypothesis of induction applies to the integrals (7-28), and consequently theY are 
convergent. This c.ompletes the proof of Lemma 7.3 and of the IR-lemma. 

D 

•· Proof of the auxiliary theorem. 

The idea of proof is rather simple. The integral ( 4-6) is divide? into a sum of integrations over appropriate 
sections. In every sector the numerator is estimated by one argument of the outer minimum of (4-8). The 
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resulting integrals are of a form which allows application of Lemma 7.1 and the auxiliary power counting 
theorem of [1], giving the desired cutoff dependence. 

At first, I>. is written as 

f, = L f,s, 
S~So 

where the sum goes over all subsets S <;:50 = {I; E Nll'i = 0}, and 

(8-1) 

(8-2) 

where we have written T ::::: S0 \ S, and E > 0 is a constant. The integration domain is restricted to those k 
satisfying ff( k, q) S <2 for all I, E S and tl ( k, q) 2: <2 for all I, E T. For every S choose a basis 

of S w.r.t. k and complete it by 

to a basis of C w.r.t. k. We write li::::: li(u,v,q). Every liES has a representation 

I,= u, + Q,(q), u, =I: c,; u;. 
j=l 

Without loss of generality let the Jacobian fork.- u, v be equal to one. Then 

- 1 4 4 1>,C\S 4 4 Z(A, k(u, v, q), q) 
T,5 (q,l')::; d u 1 ···d u, d v,···d Vm-• IT (I' ')"' · 

. z~s~:~inS. . z~:=::~:'inT N j +J.L; ' 

(8-3a) 

(8-3b) 

(8-4) 

(8-5) 

As in Section 7 it can easily be seen that 'there is <o = <o(Q, e, ") > 0, so that for 0 < E < <o, f,s(q, I')= 0 if 
Q; of 0 for some I; E S. In the following we assume that Q; = 0 whenever I; E S, so that l; = l;(u). 

By assumption, the numerator Z(A, k, q) is admissible w.r.t. the given degree set. For any S we take the 
i E I of (4-8) which corresponds to S by Definition 4.2. Then 

1 
min IM,;(u, q)l 

- ( ) 4 4 jEJ; r,s q, ~' ::; . d u, ... a u, '-'rr~""(Z"'(;-;-;)l-=-",.,-. 
l~Se' m S s J U 

>,C\S . min ),-P" ICi!(k(u, v, q), q)l (8- 6) 

1 4 4 lEK; 
· d V1·· ·d VTn-T -----'C-'---,----------,. 

l~?•' in T (I17 (!J( u, v, q) )"i) ( IJN\So (Zj( u, v, q) + ll])"i) 

To the inner integral we now apply the auxiliary power counting theorem of [1 ], while the outer integral will be 
estimated by the IR-lemma. 

Lemma 8.1. Set 

(8-7) 

There exist Ks (I', q) > 0 and c5 (I', q) > 0, so that for all ( u1 , ... , u,) E R 4', satisfying lf ( u) S <2 for alll; E S, 

we have 

-e 1 m 

{ 

I 
T,s(q, u, !') S cs(l', q) · >,- log ), 

_xmaxHE?tuv[~>.:(H)]logm A_ 
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if tnaxHE?iuv w(H) < 0 
if maxHE?iuv w(H) < 0 and if all Pil 2: I 
if maxn01uv w(H) 2: 0 

(8-8) 
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for all.\> Ks(p,,q), where the ultraviolet divergence degrees w(H) are given by (4-17). 

PROOF: Let R be the set of alii; EN\ S which depend only on u and q. Then 

and 

1 1 
=,.---,-,,...- < -- for l; E T n R 
[lj(u,q)Jni - ,2ni 

forl; E (.N \50 ) n R (I'J > 0!). 

Hence without loss of generality we assume 'R = 0. For lj E T we have 

Z' + 1)2 1)2 _, __ < 1+-

for any TJ 2 > 0. Consequently 

>.,I:.\S, 

12 - 2 
j ' 

I, 5 (q, u,p,) S C d V1· · ·d Vm-c 
_, 1 4 4 

min.\ -p,, ICi!(k( u, v, q), q)l 
lEK. 

l~21!"2 in T 

d4 d4 lEK;. J
>,L\S min .\-p,. ICi!(k(u, v,q), q)l 

:::; C Vt · • · Vm-1' =---c:-::---=-'-~-;;-;----:=-----c:-::------:cc;;-c TIT (lj(u, v, q) + 1)2 )ni · ll.N'\So (lj(u, v, q) + I'Jri' 
where c{f) is a constant. Now let 

(8-9) 

(8-10) 

(8-11) 

(8-12) 

(8-13) 

be an arbitrary basis of£ \ S w.r.t. (vt, ... , Vm_., ). Variable w and constant z define a class H of affine 
subspaces of(••1 , ... ,v=_,). The set of all such H, for all bases (8-13),is denoted by?i~v. Every basis (8-13) 
of L \Scan be completed to a basis of L w.r.t. k by adding .u1 , ... , u, of (8-3a). In this way, every H E ?i~v is 
considered as a subspace of(k), where (z) and (u) are hold fixed. This means ?i~v <;:; ?iuv_ To every HE ?i~v 
we associate the corresponding 6(H, S) of the given degree set. · 

Every sequence Ht, .. . , H 3 E 1tgv which is ordered w.r.t. the basis (8-13) Of C\S is a sequence ofsubspaces 
which is ordered in (w,z) w.r.t. the basis (1v,z,u) of£. Hence, by assumption, for every such sequence there 
exists I E J{i so that · 

degr(l:'giYg cil - Pil ::; degr~giYg'UJ···U~ Gil - Pil ::; 6(Hg, S) for all g ~ 1, ... l s, (8~ 14) 

where (~,)are the parameters and (y,) are the complementary parameters of H 9 w.r.t. (8-13), i.e. (z,, y9 ) = 
(w, z). This means that the set {b(H, S)!H E ?i~v} is a UV-set for the numerator of (8-12) in the sense of [1] 
which is independent of v.. Furthermore, for any HE ?t~v, parametrized by (:r) = (:r 1 , ... , :re), we have 

ws(H) = 4e + b(H, S)- degr, II (l] + p,}J"' - degr, II (IJ + p,})"' 
T .Af\So (8-15) 

S w(H) 

because of b(H,S) S b(H), where w(H) and b(H) are given by (4-17) and (4-18), respectively. Thus, all the 
conditions are met to apply the power counting theorem of [1] to (8-12). Hence, there exist Ks(p,, q) > 0 and 
cs (I', q) > 0 6

, so that for all .\ > Ks (p., q) 

if maxHE1iuv w(H) < 0 
s 

if maxHE1i~v w(.H) < 0 and ifallpil 2:1 (8-16) 

if maxHE1i~v w(H) 2: 0 

if maXHE1iuv w(H) < 0 
if maxHE1iuv w(H) < 0 and if all Pil 2: 1 (8-17) 
if maxHE1iuv w(H) 2: 0 

0 

Having determined the cutoff dependence of the inner integrals, we now turn to the remaining integrations. 

6 u is bounded a.nd { .S(H,S)} is independent of u, hence K s and cs can be chosen to be independent of 1.1. 
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Lemma 8.2. The integral 
min IM;;(u, q)l 
JEJi 

lls(lJ(u))ni 

is convergent for every S. 

Combined with Lemma 8.1 this means that there are K(l", q) > 0 and c(l", q) > 0, so that 

if maXHE?<uv w(H) < 0 

if maxHE?<UV w(H) < 0 and all Pil ~ 1 

if maxHE?<uv w(H) ~ 0 

for all A> K(11-,q), which completes the proof of the auxiliary theorem. 

(8-18) 

(8-19) 

PROOF OF LEMMA 8.2: We use the IR-lemma of Section 7. (8-18) is of the form {-7-1), where S stand for 

W = V and Is for :J. 

Let 

(8-20) 

be a basis ofS w.r.t. (ub···,ur)· We define }{~R as the set of all classes H ofa:ffinesubspaces of(ul, ... ,u,.) 
which are given by constant w1 , • .• 1 w,._~, for arbitrary bases (8-20). Every such basis of S can be completed 

with v 1 , ... , Vm_, E [. \ S of (8-3b) to a basis of[. w.r.t. k. In this way, every HE 'H.~R can be identified with 

a subspace of (k) and we can associate to H the corresponding p(H, S). 

Every sequence H11 ... , Ht E }{~R which is. ordered w.r.t. the basis (8-20) of Sis a sequence of subspaces 

which· is ordered in ( z, w) w .r. t. the basis ( z, w, v) of £. By assumption, there is a j E Ji, so that 

(8-21) 

where (z 9 ) are the parameters imd (y9 ) are the complementary parameters of H9 . Hence, {p(H, S)IH E 'H.1R} 
is an IR-se~ for the numerator of (8-18) in the sense of Definition 7.1. For every H E }{~R, parametrized by 

(z) = (z1 , ... ,z,), 

rs (H) =c 4s + p(H, S)- degr, ITIIJ( u(z, v ))]n' 
s 

~ 4s + p(H)- degr, IT (l}t' 
N 

>0 

by assumption of the auxiliary theorem, where p(H) is given by (4-21). Consequently, all conditions to apply 

the IR-lemma are satisfied, and Lemma 8.2 is proved. 

0 

Conclusions 

We have generalized the convergence theorem for Feynman integrals with a lattice cutoff of [1] to lattice field 

theories with massless fields. Infrared power ('Ounting conditions are sufficient for the convergence of diagrams 

with finite lattice cutoff. If these conditions are supplemented by the ultraviolet power coUnting conditions of 

[1}, the continuum limit of a lattice Feynman integral exists and is equal to the formal limit, i.e. the integral 

over the continuum limit of the integrand. Apart from the possibility of zero-mass propagators1 the general 

assumptions on the structure of the lattice integrand are the same as in the massive case [1]. It should be 

periodic with the Brillouin zone in every loop momentum, the propagators should have only one pole in the 

Brillouin zone 1 and the line momenta should be natural. While the last condition can always be satisfied by an 

appropriate choice of the loop momenta, the pole·condition is a genuine restriction. In particular, the power 

counting theorem does not apply to fermions with propagators having poles on the boundary of the Brillouin 

.zone. Such propagators would require stronger assumptions to be made on the structure of Feynman integrands 

on the lattice, in addition to the periodicity. 
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In a forthcoming paper, folJowing the ideas of Lowenstein and Zimmermann, the power counting theorem 
will be used to construct a renormalization scheme for a wide class oflattice field theories containing massless 
fields [6]. 
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Appendix A. UV- and IR-degrees for polynomials. 

Let P be a polynomial in variables u, w and q. P c.an be written as 

P(u, w, q) = L Qa(w,q) · Ma(u), (A-1) 

where Mo: are linearly independent homogeneous polynomials and 

Q 0 (w, q) '$ 0 in w (q fixed!). 

The UV-degree of P w.r.t. u is defined by 

(A-2a) 

and the IR-degree is defined by 
(A-2b) 

where degr .1\10 is the homogeneity degree of .1\10 • Note that the degrees defined in this way depend on the 
external momenta q. Sometimes for the UV-degree we will use the shorthand notation 

In general, 

and 
degrulwP(u,w,q) ~ degrulwqP(u,w,q). 

For "exceptional" momenta q, the latter is a strict inequality. If P is the denominator of a momentum space 
Feynman integrand, these momenta destroy the convergence of the Feynman integral, hence they must be 
excluded. 

We list the most important properties of degr and degf. Let F, F 1 , ... , F,. be polynomials in u, w, q. Then 

degrujwpn = n degruju·F 

degrujwFn =.n degrujwF 

degrujw II Fj = L degruj·uoFj 
j=l i=l 

degr ujw II Fj = L degr ujwFj 

i=l i=l 

degrujw L Fj 
j:o:::l 

At two stages of this paper we need the following 

:<.::; . max degrujw Fj 
J::::l, ... ,T 
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Lentma A.l. Let P be a polynomial in variables U 1 v. P C'all be written as 

(A-9) 

where Ro are linearly independent homogeneous polynomials, so that all polynomials Qex for a: with the same 

degr Rex are linearly independent. 

Let u. = f(u, ii) be linear and homogeneous. Then 

PROOF: P can always be decomposed into linearly independent homogeneous polynnomials Mex(u): 

P(u, t•) = L M0 (u) Q0 (u) 

For any f3 let 
f3 = degr Ma, = · · · = degr Mo, 

with n maximal and 

be linearly independent with t maximal, so that 

Then 

where 

t 

Qo; = L CijQexi for all i with t < i :S: n. 
j :::.1 

n t 

L Mo;(u) Q 0 ,(v) = L Ro,(u) Qa,(v), 
j :::1 

n 

Ra,(u) = Mo,(u) + L c;;Ma;· 
j::::t+l 

(A-10) 

The Ro., 1 
i = 11 •

•• 1 t are linearly independent and homogeneous of degree {3. Doing so for all /3 1 the first part 

of the lemma follows. 

Let u:::::: /('U1 U) be linear and homogeneous. '-'rrite every Ro. in a partition (A-9) as 

R0 (u) = L S~(u) Va~(ii), V0~(ii) 'f. 0, 
~ 

where S13 are linearly independent homogeneous polynomials in U. Every V0 ,13(U) is homogeneous in U of degree 

degr Ra - degr S~. Inserting this in (A-9) yields 

P(u, v) = L S~(u) L Q 0 (v) Va~(ii). 
~ 0 

The first sum is over all f3 for which a: exists with 11ex{3(U) 1. 0. For every f3 

because of the linear independence of the Q 0 foro: having the same degr Rex· Hence 

D 
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Appendix B. Proof of the corollary to the auxiliary theorem. 

To prove the corollary of Section 4, the integral :T ,, ( 4-24), will be estimated by a finite sum of integrals 
of the form ( 4-6) to which the auxiliary theorem applies, and such that the numerators of the integrands are 
admissible w.r.t. the degree set E, consisting of all 6(H,S) = degr,1,P, H E ?iuv, and .of all p(H,S) = 
degrulwP, HE 1i1R (cp. (4-24)f). Note that the p and 6 are independent of S <;;So. 

We first mention the following fact. Let P( u, ''• q) be a polynomial and 

P(u, v, q) = L Rg(u) Q.(v, q) Qg(v, q) 1. 0 in v, (B-1) 
g 

a decomposition of P into linearly independent homogeneous polynomials R9 in u. Let 

u' = Du + Eq 

v' =At' + Bu + Cq 
(B-2) 

be an arbitrary linear transformation, where A and D are invertible matrices. 
(vlll,,,('i), we get 

Then, for every partition ( v') = 

degr1,{lliv<2)u'QB .S: degrv{l)jv(~)u•p for all g. 

Using the linear independence of the R 9 , this follows directly from 

degr•"'l•''lu•Qg( v, q) = degr,"'l•''lu•R,( u) Qg( v, q) 

.S: degtv(l)jv(~)u,'P( u, v, ~). 

To prove the corollary, let firstS<;; S0 be an arbitrary subset (cf. (4-9)). Let 

u1, ... , u1' 

V1, .. . , Vm-1' 

(B-3) 

(B-4) 

be a basis of C w .r. t. k such that u.1 , ... , u,. is a basis of S w .r. t. k. Then there exists a decomposition of the 
numerator P of ( 4-24) into linearly independent homogeneous polynomials Rv, 

P(k(u, v,q), q) = L R9 (u)Qg(v, q) with Q9 (v, q) 1. 0 in v, (B-5) 
g 

so that for every partition (u) = (u(ll, u(2 1) 

(B-6) 

This is proved in Appendix A. A decomposition (B-5) is possible for every basis (B-4) of C w.r.t k, for fixed 
S ~ So. Hence, with an appropriate set J, 

IP(k,q)j :': ~~ir; L IR.(k,q)I·IQ.(k,q)j 
gEGi 

jP(k,q)j :': :Lmiy(IR;g(k,q)I·IQ;.(k,q)j) 
gEG ;E 

:': L (miy IR;g(k, q)j) L IQ; 9 (k, q)j 
gEG JE jEJ 

:': L (~iy IM;,(k, q)l) . jC,(k, q)j, 
lEX J 

(B-7) 

7 This notation is explained in Appendix B of refs. [1 J. 
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where X = G 0 J and for l = (g, h) EX we have written M;1 = R;g and C1 = Qkg· 

Let 
' ' u 1 , ... , u.,. 

' ' vl, ... ' vm_,. 

be another basis of £: w.r.t. k such that u~ ... , u~ is a basis of S. Such a basis is related to (B-4) by a 

transformation of the form (B-2). Writing (v') = (v(ll,vi')) and using (B-3), we have for all C1 of(B-7) 

Furthermore, by construction, all Mjl of (B-7) depend on u1 and q only, and one can always find a j E J, so 

that for each partition ( u') = ( u(l), ui')) 

Until now, Sis hold fixed. Taking the minimum of (B-7) over all S <;So, we get 

[P(k, q)f :S min L (min [M;,(k, q)f) · [C,(k, q)f 
tEl lEX.: ;EJi 

:S LZ,(k,q), 
(B-8) 

lEY 

where 

Z,(k, q) = min ( fCil(k, q)f· min [M,;,(k, q) 1) . 
tEl ;EJ, 

(B-9) 

I is an appropriate finite. set, y·= @;uX;, and for (l;);u E Y, we have written M;;1(k,q) = M;!,(k,q), 
Cil(k,q) =: Cz;(k,q). Every Zz is a nominator function which is admissible w.r.t. the degree set£, consisting 

of all 6(H,S) =. degr;
1
,P, H E ""H.uv ((v) being the parametrization of Hand (z) are the complementary 

parameters) and of all p(H,S) .. = degr,lwP, HE 1f.IR (parametrized by (u) with complementary parameters 

(w)). Note that· all 6(H, S) and p(H, S) are independent of S <;So. 

Using (B-8), we get 

- "'"'j',c 4 4 z,(k, q) 
:J,(q,p.):SL., dk,···dkmE(k )" 

lEY ,q,Jl-
(B-10) 

The divergence degrees (4-17) and (4-20) are given by (4-25) and (4-26), respectively. Thus, all the conditions 

are met for the auxiliary theorem to apply to every integral on the right hand side of (B-10). This proves the 

c.orollary. 

D 

Appendix C. Proof of the numerator bounds. 

In this appendix, Theorem 3 of Section 5 is proved. The proof is similar to that of the corresponding 

statement of [1], and below two lemmas are taken over literally. However, we have to consider IR-. and UV­

degrees simultaneously. ConseqUently, the proof is more tedious here. 

For 8 = ( 61 , ... , bn) E NQ", d E N, d :S n - 1 and multi-indices bi for i = 1, ... , n let 

and 

h,jd(b,, .. . , bd) = { ~ 
We state the preliminary 

if [b; f + · · · + [b • .f = 6;, i = d + 1, ... , n 
otherwise, 

. [b,[ + · · · + [bd[ = 6, - 6d+l and 
lf . 

[b,[ + ... + fb;[ :S 6, - 6i+l' i = 1, ... ' d- 1 
otherwise. 
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Lemma C.l. Let FE coo be oftl1e form F(:cll···,~n), :Ci E R=·, and bi E No:::::: {0,1,2, ... }such tl1at 
bi ~bk ifi< k, foralli,k::::: l, ... ,n. Suppose 

Let d E N, d ::; n - 1. Then there exist C 00 -functions Fb 1 ... b .. , so that 

where 
(Yn) = (xn) 

·(Yn-d = (xn-1, "'n) 

PROOF: By successive application of Lemma 6.1 of [1] to F, we get 

F(xt, ... ,zn)::::::: L g61d(bd+l, ... ,bn) Y!~i1 ···y~" Fbd+, .. :b..(z~, ... ,Zn), 
bd+l···b.,_ 

Applying Lemma 6.2 of [1] to F,,+, ··b. yields 

Fbd+J ··b .. ( Xt, ... l Zn) = L hold(bl, ... ) bd) Z~ 1 
..• z:~-11 y:" Fbl ··bdbd+J'"bn (zl, ... 1 Zn), 

bt "·bd 

where Fb
1 
... b .. E coo. Inserting this into (C-3), the assertion follows. 

(C-1) 

(C-2) 

(C-3) 

(C-4) 

0 

From Lemma C.l, we derive a bound on a function V E C~0 if ordered sequences of subspaces in 1i1R and 
1-f.YV w.r.t. a natural set C of line momenta are given. 

Lemma C.2. Let S C L and 
u(l), ... , u<'") 

v(l), •.. ' ·v(m-,.) 
(C-5) 

be a basis of C w.r. t. k sucl1 that u(l), ... , u(r) is a basis of S w.r. t. k. Let H11 ... , Ht be a sequence of subspaces 
of1t1R wllich is ordered in u w.r.t. tl1e basis (C-5). Denote tiH' parameters of Hi by (zi) and tl1e complementary 
parameters by c~.i). Furtliermore, let k"t, ... ' K$ be a sequence of classeS of affine subspaces of1iUV which is 
ordered in v w.r.t. (C-5). Denote tbe parameters of Ki by (wi) and the complementary parameters by (!£d. 

Consider a function V(k, q; a) E C~o for some mo E Z and assume that (ka, qa) are bounded. Then V 
admits an estimate of the form 

IV(k, q; a)~ P(k, q)l :5 aP L f(b,, ... , b,) lz;' · · · z;• I· L jQ,., .. ;, (k, q)l, (C-6) 
lEX 

f(b,, ... ,bt) = { ~ ifjb,l+···+lbil=degr;-,1, l!, foralli=l, ... ,t 
otherwise. _, 

(C-7) 
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X is a fi11ite- set and pEN is indepe11dent of the sequences and tl1e basis. Qlo
1 

••• 1Jt are homogeneous polynomials, 

and P(k, q) = lima-o V(k, q; a), satisfying 

degrzgl.!gP?::degr;gl.!gV forallg= 1, ... ,t, 

degrwgl3£.g P:::; degr.;;g V for all g = 1, ... , s, 
(C-8) 

and 
degrw lw Qlb 1 .. o, :S degrw~ V + p, for all g = 1, . .. , s. 

9 -g 9 

(C-9) 

Note that 
(C-10) 

The polynomials f( b,, ... , b,) zl' · · · z;' depend only on the basis of S, i.e., they are the same for all bases ( C-5) 

with the same collection u(1) 1 •.• ,u(T) and arbitrary v(1), ... 1v(m-T). The integer p can be chosen to be 1 if 

P(k, q) 't 0. If P(k, q) = 0, pis the largest natural number so that lima-o V(k, q; a)jaP 't 0 exists. 

PROOF: 1. Write V(k, q; a) = F(ka, qa)/am• and F'(z) = F(k( u, v, r · q), r · q) for fixed q and variable r 8 We 

define variables(~)= (z,, ... , ~•+t+d as follows 

(w1 ) = (x,) 

(w2 ) = (z 1 , x2 ) 

(w,) = (x 1 , ..• ,x,) 

(v,r}= (z,, ... ,z,+,) 

(zt) = (x,+,, ... ,z,+t+l) 

(z,) = (z,+t,Z,+t+l) 

(z,) = Zo+t+l· 

(C-11) 

For Hi, j = 1, ... 1 t set (zJ) = (;v 3 +t+2-i 1 ••• 1 ;v,+t+1 ) ("internal" momenta of Hi) and (_~-i) :::::: (21 1 ••• , z,+t+l-J) 

("external" momenta), so that (zj 1 ~i) = (;rb ... 1 :t 6 +t+1)· Define T 3+t+1 -j = degr--. 1 V for all j = 1, ... , t. 
--ZJ !.j 

Similarly, for KJ, j = 11 ... ,s, set (wJ) = (z1 1 ... ,zj) and (:!Q.j) = (zj+1 1 ... 1 Z,+t+t} 1 so that (wj,Ylj) = 

(x1 , ... , x,+t+l ). Define T,· :::::: m0 - degr-- V for all j = 11 ••• 1 s. Then, by definition of the IR- and UV-degrees 1 

1.1.• j 

T1 2:: '~'2?:: · · ·?:: r6+t 1 and 

0(.\''), >.~o; j=1, ... ,s+t. 

2. As in [1], define for b E Z 

P'( ) 1. F'(>.~,, ... ,>.x,+<+') 
1; z1, ... , z,+t+l = >.~1 ,\C , 

G(:r1,.:., :rJ+t+d = F'(x1, ... , xA+t+d- P:no (zb ... 1 :rJ+t+t). 

Let roE No be the largest integer such that P:0 (x 1 , .•. , :rJ+t+d '1. 0 exists. Then 

where f; = Tj for all j :::: 11 ••• 1 s + t + 1 and 

- { ro · 
To = To+ 1 

'!!We write 1" instead of a to avoid m.isunderstandings. 
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and hence :P0 2: ?1 :2:: · · · 2: T.,+t· We now apply Lemma C.1 to G with d = s + 1, n = s + t + 1, (yi) = 
(Zi, ... ' Z6+t+lL i =- s + 1, ... ' s + t + 1: 

where 
- { 1 f(b,+,, ... ,bdt+l) = 0 

- {1 h(b,, ... ,b,+l) = 0 

iflb;l+···+ lb•+t+'l =7';_,, i= s+2, ... ,s+t+1 
otherwise. 

if lb1l + · · · + lb•+ll = fo- 1',+1 and 

lb,l + ... + lb;l :'::fo-r; for all i = 1, ... , s 
otherwise, 

and F,, .. ;•+•+• E coo. For bounded (ka, qa) and T = 1, using (y;) = (z-+t+2-d for i = s + 2, ... , s + t + 1, we 
get 

IG(~,a, ... ,z,+t+la)IT=l sa-;' L J(b,, ... ,b,) lzt• ... z~'l 
b, ... bt 

. L IQ/b, ... ;,(k, q)l, 
lEX 

where f(b 1 , .•• , b1 ) is defined in (C-9) and X is a finite set. Q/b, ... ;, are polynomials, satisfying 

Finally, note that 

P(k,q) =lim -
1
-V(k,q;a) = p:_ (z,, .. ·•">+t+l)l _1 . a .... oamo o . r_ 

Then 
degr z lz P 2: T.,+t+l-g = degr.-. I V, g:::: 1, ... , t -- g -g --Zg E._!/ 

degrw l.w P ~ mo- 1>g = degr-- V, g = 1, ... ··, s, , _, w, 

and 

where p =To-moEN. 

PROOF OF THEOREM 3: 

Using Lemma C.2, the proof is straightforward. We have to show the validity of an estimate 

IV(k, q; a)- P(k, q)l :':: aP L Z;(k, q), 
bEB 

(C-14) 

(C-15) 

D 

(C-16) 

where every aP Z&(k, q) is a nominator func.tion which is admissible w.r.t. the degree set V, defined at the 
beginning of Sedion 5. 

At first, letS C:: M (cp. (3-4)) be a given subset and 

II 1•1 '1'1 111111' 1'1 I II 11111'111'"11'0"!11111'1111)1!11•1'11 "11101 "I 'I I "1'1 0' 10" ''I'' ' 

u.(1)
1 

.. • u<r) 

v(l), ... , v<=-r) 
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A ronvngt:>nre th\'"nrt'Bl f!Jr h.t1irc· h'vnman inlegral:-. with Jlt.:t~~·dt'ss prnpaga1or." 

;l hasis of [ w.r.t. /..• so that u( 1 l, ... 1 t/'") is a basis of5 >v.r.t. A· Lt't fit,· .. 11 1 E.. H 1u lw a~('ql!E"Jl("(' whirh 

is ordered in tt w.r.t.. thE' basis (C-17), and J\1 , ... !\~ E 'Huv a sE'qnence which is ordt:'red in·~_: w.r.t. (C-17). 

Using Lemma C.2, 1/" E C~o can be estimated by 

IV(l,, q; a)- P(k, g)[ :SaP L [M1 ( u)[ L !Q;,(k, q)[, (C-18) 

jEJ lEX 

where P(l', q) = litna-o V(k. q; a), pEN is determined by the function V, and J, X are finite sets. M; and Q;l 

are homogeneous polynomials satisfying 

degr ,,I,,M; 2: deg0 :;-,
1

, V for all g =I, ... , t and for all j E J, 
_, 

where {::g) are the parameters of Hg and (zg,~9 ) = (v .. l'). and 

degrw lw Q1 , S degr- + p for all g = I, ... , s and for all j E J, IE X, 
g -!! Wg 

(w9 ) being the parameters of K 9 and (w,,:!£
9

) = (v.,v). 

We now make an estimate of the form (C-18) 

a. For all sequences of subspaces of 1{uv which are ordered in v. 

b. For all bases (C-17) of L with fixed ulll, ... , u(•), i.e. for given (u) we consider all possible choices of (v) such 

that (C-17) is a basis of L. Note that by such changes of the basis theIR-degrees degr?,l.o, V do not change9 

We get 

[V(k.' q; a) - P(k, q) I :S a'"' [M, ( u) I min [Qil(k, q) [, 
L.....,; iEK 
lEY 

where Y,K are finite·sets. For every basis (u,v) of L with given (u) and every sequence K 1 , .•• ,K$ E 1iuv 

which is ordered in v w.r.t. this basiS, there is an: i E K, so that the polynomials Qil satisfy 

degrw,lw Qil S degr;; .V + p for all g = I, ... , sand for alll E Y . 
• -g g . 

(w 9 ) are the parameters of Kg and (JQ.
9

) the complementary parameters. 

Next, we consider 

a. All sequences of subspaces of 1i1R which are ordered in u, 

b. All bases (C-17) such that u(ll, ... ,vCr) is an arbitrary basis ofS. By the corresponding changes of a basis, 

the UV-degrees degr- V do not change10 . 
w, 

'Are get 

[V(k, q; a) - P(k, q)l < aP "'min [M;,( u, q)l · min IClb(k, q)[, 
- L.....,; jEJ IEK~ 

bEE 

9 A change of basis 

is given by 

where B is an invertible matrix. 
10 We have 

1(1) I(Tn-r) 
1.1 .... ,v 

u
1

:::: u 

v 1 =::Au+ Bv + Cq,· 

"\-/ == Du + Eq 

' 1.1 =:: v, 

(C-19) 

. where Dis invertible. The change of the basis of S depends on the external momenta q, hence the polynomials M1 are dependeut 

on u a.nd q. 
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A convergence theorem for ]aUice Feynmau integrals with m.asslf'ss propagators 

where B, J, f{b are finite sets and Mjf}) Ctb are polynomials. For every basis (C-17) of C. such that u.(t), ... , u( .. ) is a basis of S, the polynomials Mjb depend only on u and the external momenta q. Furthermore, for every sequence H 1 , .•. ,H, E H 1R which is ordered in u w.r.t. (C-17) there exists j E J, so that 

where (zg) are the parameters of Hg and (zg,~) == (u,v). For every sequence K 1 , ••• ,K, E ?tuv which is ordered in v w.r.t. (C-17) and for every bE B there is IE K,, so that 

degrw lw C,. <; degr- V + p for all g =I, ... , s. !J -g Wg 

(wg) are the parameters of Kg and (wg,.!Y.g) = (u, 11). This means that, taking on the right hand side of (C-19) the minimum over all S <;; M, we get an estimate of the form (C-16), where all functions a•Z,(k,q) are nominator functions which are admissible w.r.t. the degree set 'D. This proves Theorem .3. 
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