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A rigorous path integral treatment for the d-dimensional pseudosphere A d-l, 

a Riemannian manifold of constant negative curvature, is presented. The path in­

tegral formulation is based on a canonical approach using Weyl-ordering and the 

Hamiltonian path integral defined on midpoints. The time-dependent and energy­

dependent Feynman kernels obtain different expressions in the even- and odd-dimen­

sional cases, respectively. The special case of the three-dimensional pseudosphere, 

which is analytically equivalent to the Poincare upper half plane, the Poincare disc 

and the hyperbolic strip, is discussed in detail including the energy spectrum and the 

normalised wave functions. 
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I. Introduction 

Ever since Feynman's fundamental paper [13] there were attempts to calculate 

path integrals explicitly. Unfortunately, there are essentially only two examples which 

allow a direct solution: the harmonic oscillator(including, of course, the free particle 

motion) and the rigid rotator. All other quantum mechanical systems require more 

sophisticated methods which have been invented only recently. The key to all known 

~elutions is to find a symmetry, often "hidden", which allows a coordinate transfor­

mation, which may be non-linear or has to be accompanied by a time transformation, 

to bring the path integral into a manageable form, such that one of the fundamental 

solutions can be applied 1 • 

·with this paper we continue our previous work [18.19], where we have formulated 

a canonical approach to calculate path integrals on curved manifolds. Let us consider 

the generic case2
• where the classical Lagrangian is given by 

r ( · m ·a ·b "( ) 
'-Cl q, q) = 

2 
9abq q - Y q (1) 

with metric 9ab and line element ds 2 = 9abdqadl. The quantum Hamiltonian 

reads 3 (h = 1): 
1 

H = --t.LB + V(q) 
2m 

where t.LB is the Laplace-Beltrami operator 

(2) 

(3) 

(g = determinant of the metric tensor). In order to express H by position and 

momentum operators. one constructs the momenta 

8lny'g 
r a = ---,;;-'--

8qa 

which are hermitian with respect to the scalar product 

(4) 

(5) 

In terms of the momentum operators (4) the Weyl-ordered form of the Hamil­

tonian (2) reads 

(6) 

with the well-defined quantum correction (of order h2
) 

1 For recent. revif'ws see [18,26]. 
2 See lis·· and references therein for further details. 
3 ~-e only consider systems with such a simple structure. See [30] for a discussion of more complicated 

systems. 
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(R = scalar curvature; gab inverse of 9ab; rf:c = Christoffel symbols). 

Using the Trotter formula e-itH := e-it(A+B) = s-limN~oo (e-itA/N e-itBfN)N 

and the short-time approximation to the matrix element< q"[e-i•H[q' >,one obt.Uns 

the Hamiltonian path integral (qW := t(qU) + qU-1l), e = T/N, T = t"- t', d 
= dimension of the Riemannian manifold): 

and the Lagrangian path integral (the momentum integrations can be carried out): 

Nd (N-1 ) N 
K(q",q';T) = [g(q')g(q"):-~ !im ( _rr>_)' TI Jdq<i) TI Vg(q(il) 

N-oc 27T"tf j=l j=] 

Note that it is crucial that all coordinate-dependent expressions have to be taken at 
the midpoints qUl. This prescription follows in an unambigious way from the Weyl­

ordering rule (see e.g. [27] p.479,[30]). For the correct form of the normalisation 

C = [g(q')g(q")]-~ see e.g. [32]. 

In [18] we have calculated the path integral for the d-dimensional rotator, i.e. for 

the quantum mechanical motion on the sphere sd- 1
• In addition, we have discussed 

some path integral calculations, which have become important in recent years, i.e. 

the Coulomb problem (see [7,23,24,25,38]), the Morse potential (see [6]), the Langer 

transformation in a semiclassical treatment in radial path integrals (see [15]) and 

general space-time transformations in radial path integrals (see [36-38]). A further 

application of the Weyl-ordering rule has been presented in [19], where we have ex­

plicitly calculated the path integrals for the Poincare upper half plane and Liouville 
quantum mechanics, respectively. 

In this paper we present the path integral formulation for the pseudosphere A d- 1 . 

Our work was motivated by the observation that the quantum motion on the pseudo­
sphere Ad- 1 is formally similar to the quantum motion on the sphere sd-1 -but, of 

course, very different in its character. To our knowledge, no consistent and complete 

path integral treatment for the pseudosphere exists up to now. 

Recently, there have been two path integral treatments of the pseudosphere. The 

first is a semiclassical calculation for A 2 and A 3 due to Gutzwiller [21 J. He noticed in 

the case of A3 a "mysterious phase factor" ¢> = 1/2mR2 in the Feynman kernel K(T) 
which is due to the zero-momentum energy-shift: Eo = 1/2mR2 • This shift did not 
arise in the semiclassical calculation, but it appears very naturally in deriving K(T) 
direc.tly from the Schrodinger equation. 

A sec.ond work on this subject is due to Bohm and Junker [4], who discuss path 

integrals over compact and non-compact rotation groups. However, these authors 

2 



missed the essential point leading to the quantum correction ( 7), and so they got a 

wro>~g energy spectrum for Ad- 1 : E~d) = (li2mR2 )(p2 + 1/4) (p > 0, d = 2,3, ... ). 

Our paper is organized as follows. In section II we shall discuss and calculate 

the path integral for the d-dimensional pseudosphere. We shall show that the correct 
energy spectrum reads: 

(p>O, d=2,3,4, ... ). (10) 

In section III and IV we shall discuss in some detail the even- and odd-dimensional 

cases. On the one hand, it is possible in even dimensions to express the Feynman 

kernel K ( T) in closed form, yielding simple expressions for d = 2, 4 and finite sums 

for d = 6. 8 ..... On the other hand. one can express in all dimensions the Green's 

function G( E) by associat.ed Legendre functions of the second kind. 

In section V we shall discuss the pseudosphere A2
. A2 is of special interest, be­

cause it is analytically equivalent to three further Riemannian spaces: 1) the Poincare 

upper half plane[', 2) the Poincare disc D and 3) the hyperbolic stripS. These spaces 

play an important role in the Polyakov approach to string theory (see [10,11,17,31,35]) 

and in the theory of quantum chaos (see [1,21,39,41] ). In string perturbation theory 

one considers open or closed Riemannian surfaces of genus 9. The order of the pertur­
bation expansion corresponds to 9. For a closed Riemannian surface one has e.g. for 

9 = 1 the torus and for 9 = 2 the double doughnut. By the uniformisation theorem 

of Klein,Fricke and Koebe (see e.g. [3]) these surfaces are c.onformally equivalent to 

compact domains (polygons) with 49 edges and vertices in these Riemannian spaces 

(e.g. for 9 = 2 an octagon in D, say). Furthermore, these compact domains are 

fundamental domains of dicrete subgroups of PSL(2,R). The action of the group 

elements are for e.g. z E D: 

z e----> 
a*+ b*z' 
az + b 

(11) 

which are isometries in D. Under the action of the generators of the group the 

polygons tessalate D, say. These features have been extensively studied by Poincare 

[34j and Fricke and Klein [9]. A more recent discussion is e.g. due to Fenn [8]. All these 

spaces have constant negative curvature. This hyperbolic structure is responsible for 

the fact that classical and quantum motion in the polygons is chaotic. 

In our path integral treatment we shall show that the Feynman kernels K(T) on 

A2 and U can be transformed into each other. Further, having the path integral for 

A 2 it is quite simple to express it in terms of the variables on the Poincare disc D. 
This enables us to write down the path integral solution for the disc. We shall briefly 

mention the path integral formulation for the strip S, but a detailed treatment for S 

will be given in a forthcoming paper. 

Section VI summarizes our results. 

The appendices contain further details and some important but tedious calcula­

tions. It will be about Legendre functions (appendix A), the proof of an important 

path integral equivalence (appendix B), and the appendices C and D will contain 

the detailed proofs for deriving the Schrodinger equation from the short-time kernels 

corresponding to the different path integral representations for A d- 1 . 
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II. The Path Integral on the d-Dimensional Pseudosphere 

We are considering the Schrodinger equation: 

in d-dimensional pseudospherical polar coordinates (see [40]): 

x 1 = Rcoshr 

x2 = Rsinhrcos8d~2 

x 3 = Rsinhrsinl1d~ 2 c.os8d~ 3 

Xd~l = Rsinhrsin0d~2 ... sinl12cosl11 

Xd = R sinh T sin Od~2 ••. sin 112 sin e) 

(1) 

(2) 

where 0::; T < oo, 0 :S 0.,::; 1r (v = 2, ... , d- 2), 0 :S 01 :S 271". The metric in x-space 

reads as (Gab) =diag(-1,1, ... ,1) (a,b = 1, ... ,d) such that x 2 = -R2 =-xi+ 

:L:=2 X~ with R fixed.1 (We will often also use ed~J = T and OJ = ¢ ). The metric 

in pseudospherical polar coordinates reads: (9ab) = diag(1, sinh2 T,sinh2 
T sin2 0d~2, 

... , sinh2 
T ..• sin2 112 ), (a, b = 1, ... , d - 1 ). Ktd) is the Legendre operator in the 

space Ad~J: 

·-2 
.n(d) = [ 

02

2 + (d- 2)cothr
0
°] + . \ [ 80~

2 

+ (d- 3)cot8d~2 888 ] + 
or T smh T d~ 2 d~2 

1 [{)2 {)] 1 [)2 

... + 2 2 -2 + cot e2 ae + 2 2 {) 2 . 
sinh T ••• sin 113 882 2 sinh T ••• sin 02 ¢ 

The Hamiltonian reads: 
1 2 

H = - 2mR2 K(d)" 

The solutions of the eigenvalue problem (see [2]) 

H'l/;=E'l/; 

(3) 

( 4) 

(5) 

are the zonal spherical harmonics H(d/ ( u) with the spectrum (1.10) ( u is a unit vector 
p, ,p. 

on Ad~J: u = xjR). The H(dl) (u) can be written as 
p, ,p. 

(6) 

where the s:d~l)(n) are the usual orthonormal spherical harmonics for the sd~2-
'" sphere and n denotes a ( d-1 )-dimensional unit vector on sd~2 . The Zp,l( T) read 

r( ip + 1 + d~2 ) •-d !..=..!!~I 
Zpc(r) = r(' ) 2 (sinhr)-,-p.', (coshr) 

' ~p 'tp-2 
(7) 

1A(d->i has constant negative Gaussian curvature, K = -(d -l)(d- 2)/2R2 • 
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[p > 0, I E N 0 , p = 1, 2, ... , M, M = (21 + d- 3)(1 + d- 4)!/(l!(d- 3)!), d = 4, 5, ... ; 

ford= 2,3 see (48) and (49)]. The Zp,l are orthonormal 

(8) 

and form a complete set 

(9) 

(for details see appendix A). Therefore the H 1 d/ are orthonormal and form a complete 
p. ,J.l 

set on A d-I 

In order to construct the path integral on A d-J 

operators which are given by (see (1.4)): 
we start with the momentum 

1(8 d-2 ) 
P = - - + -- coth T 

T i OT 2 

Po = - - -'- -- cot (I 1(8 v-1 ) 
' i ()(IV 

0 2 V 
( 10) 

1 a 
P<t> = i 8¢' 

and are hermitian with respect to the scalar product 

(11) 

Rewriting the Hamiltonian (4) with the help of (1.6) and (1.7) yields1 

} 1 [ 2 1 2 1 2] 
H({O ,{po}) = 2 R2 pT+. h2 Pod_,+··+. h2 . 2(1 P¢ +l>V({O}) (12) 

m Sill T Sill T ... Slll 2 

with 

{ 1 [ 2 1 t.V( 0})=-- (d-2)-. 
2 

-
8mR2 smh T 

1 ] (13) 

( { ·} denotes a collection of variables). We thus infer that the Hamiltonian path 

integral on the pseudosphere reads (see (1.8)): 

K( d I ( { (!"}, {(I'}; T) 

= C lim ;{ d(l(1)} ... ;{ d(I(N-1)} j { dp~l)} ... j { dp~N)} 
N -= (271" )d-1 (271" )d 1 

x exp { i~ [~p~)(O~,Jl- (1~-l))- e'H({(IUl,(J(i-ll},{p~)})]}. (14) 

1 ln H no ordering ambiguity arises, because of the special form of 9ab for the pseudosphere. 

5 



Cis the normalisation (see (1.8)): 

d-2 ] -! 
2 d ' 

C ( • h 1 • h ")-=- [II · v-1 0' · v-1 0" = Slll T Slll 7" 2 Slll v Slll v 

v=2 

(15) 

and 1i denotes the effective classical Hamiltonian on the lattice 

H({o(i),oU-1i},{pui})= 1 {[pViJ2+. . ~ . [p(il ]2+ 
6 2mR2 smhrUi smhr(J- 1) o,_, 

... -t- 1 . . [p(Jil2} + tlF({II(JI.oU-11}) 
sinh rUI sinh rU-11 ... sin0~11 sin 0~1 - 1 ) ¢ J 

(16) 

with tl V given by: 

.. ·-sinh rUi sinh rU-/ ... sin O~i) sin O~j-1)]. 
(17) 

Here some remarks are in order. As mentioned already in the introduction, the 

consistent lattice definition of the path integral requires to take all coordinates { 0} at 

the midpoints ~j) = ~(O~i) +O~j-1)). However, in our case it is legitimate to make the 

replacement sin2 ~il-> sinO~j) sinO~j- 1 ) etc. ("product form"). This follows from the 

fact that the relevant terms of 0( f) arising from the above replacement are exactly 

cancelling each other. A general discussion of path integrals based on the "product 

form" -definition will be given elsewhere. 

The momentum integrations in (14) are of Gaussian form and we get the following 

Lagrangian path integral on the pseudosphere: 

K(dJ({O"},{O'};T) = J{DO}(t)exp { i l[Cc1({0,0})- tlV({O})]dt} (18) 

where the classical Lagrangian and the integration measure are given by:1 

· m 2 2 2 ·2 2 2 ·2 
Ccz({O,O})= 2R [++sinh r0d_ 2 + "·+(sinh T ... sin 02)</> ], (19) 

2 Nd;l N-1 

{DO}(t)-+ (mR ) II sinhd-2 r<ildr(j)do<ii. (20) 
27rlf 

j=1 

Here dO(i) denotes the ( d-2)-dimensional surface element on the unit sphere sd-1: 

d-2 
do(i) = II(sinOki))k-1dOkii_ (21) 

k=1 

1 With the "product form" to be used on the lattice. 
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It is worthwhile to notice that the normalisation C together with the determinant 
expressions (see (!.9)) have been exactly cancelled, and that the path integral (18) 
has the standard canonical measure (20), which can be directly derived by a trans­
formation from Minkowskian to pseudospherical polar coordinates. 

In appendix C we show that from the short-time kernel of equation (18) the 
Schrodinger equation (1) can be deduced, so that the path integral (18) is indeed the 
correct path integral on A d-l. Some details concerning the equivalence of our lattice 
formulation to the midpoint-procedure can be found in appendix B. We emphasize 
that this equivalence is a special feature of the pseudosphere (and, of course, the 
sphere, too, see [18]). 

The path integral (18) with the Lagrangian given by (19) is too complicated for 
explicit calculations. We therefore try to replace (19) by th<' following expression:' 

· - · m 2 2 
.Cct({O.O})-> .Cct({O,O}) := 

2 
R i1 - Vc({O}) (22) 

where Fe has to be determined and 11 denotes the d-dimensional unit vector on the 
Ad- 1 -sphere. V.'ith 112 = -1 (Ad-J is a space of constant negative curvature!): 

(23) 

We note that [1 1
•
2

' is nothing but the hyperbolic distance between the points {8( 1)} 

and {Oi 2l} measured in units of R. Using the addition theorem 

cosh/11 •2 ) = coshr( 1)coshr(2)- sinhr( 1)sinhr( 2 ) 

x (cos811
' cos012 ) + ~ cosO(llcosOI 2 ) dTI-

2 

d-2 d-2 L m m 
m=l n=m+l 

d-2 ) 
sin (1(1) sin (II 2 ) + n sin 8( I) sin 8( 2 ) 

n n n n 

n=l 

(24) 

we can show (see appendix B) that the following identity holds: 2 

exp {ie.Cij'1({8(j)},{811-'lJ} ~exp {- i7 R 2 (1- coshl(j,j- 1
))- ieVc({8(j)})}. 

(25) 
Here 

.cij'1( { 8uJ },{ e<Hl} J 

= mR
2 

[(r(j) - T(j-1)) 2 +sinh T(j) sinh T(j-l)(8(j) - 8(j-l))2 + 
2e2 · d-2 d-2 

···+(sinh T(j) ... sin8~j-l))(ql(j)- .pU-!))2 ] (26) 

denotes the '"classical Lagrangian" (19) on the lattice and 

1 [ 1 1 ] Vc( { 8}) = - 1 + 2 + · · · + 2 2 • 
8mR2 sinh T sinh T ••• sin 82 

(27) 

1 This replacement is motivated by the fact that an analogous trick has been successfully employed 
in th{" case of the sphere sd-l [18]. 
2 V\i·e use the symbol = (following DeWitt [5]) to denote "equivalence as far as use in the path integral 
is concerned". 
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From (13) and (27) we obtain the important relation: 

v v-(d-1)(d-3) 
c +b. - 8mR2 • 

(28) 

With (22) and (28) the path integral (18) can be rewritten as 

Equation (29) is our final expression for the path integral on the pseudosphere 

Ad-J. Its lattice definition is given by 

' (mRz )Nd;' 
K(d)( {II"}, {II'}; T) = E-iT(d-J)(d-3)/BmR lim --. 

!\ ---- oc; 2 7r u 

N-J { · R2 N } 
X J .D du(j) exp - tmf ~ [1 - cosh [(j,j-l l] {30) 

(du(j) = sinhd-Z T(j)dT(j)df!U)). The path integral (29) is, of course, equivalent to 

the path integral (18), but (29) is much simpler. In appendix D it is shown that from 

its short-time kernel the Schrodinger equation ( 1) can be derived. 

In order to evaluate the path integral ( 30) we need an expansion for e- zco•h 1. 

We have (Re(z) > 0, Re(d) > 1): 

E-zco.hl = (2(zsinhl)';d roo lf(ip+ r)I 2

P.,_d,(coshl)K;p(z)dp (31) v ;-; lo i r( tp •p ' 

where P!: denotes the associated Legendre function of the first kind (see appendix A) 

and Kv a modified Bessel function. Equation (31) can be derived from the integral 

representation ([20] p.804, Re(z) > O, Re(l'.) < 1) 

(32) 

and the completeness relation (see also equations (9) and (A.ll)) 

'P - J1 + 2 " " _ OO'f(' 1)12 1 I f(ip) I Pip-!(x)Pip-!(y)dp- 6(x- y). (33) 

Next we have to expand (31) into the spherical harmonics on Ad- 1
. This is done with 

the help of the relation [2]: 

l '" 
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Inserting (34) into (31) yields (Re(z) > 0, d = 2,3, ... ): 

(35) 

For the functions H(d/ we have the orthogonality relation (see equation (8)) 
p, ,p. 

(36) 

Therefore we get for the jth term (j = 1, ... , N) in the path integral ( 30) 1 

d ~ 1 1 

( m~z)-,- ~-t(mR 2 jr)(l-coshl 1 i.i-l_l) = (2m~2 ) 2 
e-i(mR 2 .h) 

27ru nu 

1= ( R2) (J) • m ( d)• (j-1) (d) (j) 
x dp K;plil ---;;- L Hpln.tU>,,.cn(u )Hplil,l(il,p<n(u ). 

o lli) ,p.U l 

(37) 

Using (37) and the orthogonality relation (36) the integrations in (30) can be easily 

carried out with the result 

K(d)({8"} {8'};T) = e-.;,"'.,,<d-1)(d-3) r= d . (T)" H(d)•(u')H(d) (u") ' Jo P J-lp L p,l,l-1 p,l,p. 
0 l ,Jl 

(38) 

with 

[( 2mR
2 )~ (mR2) (mR2)]N 

/-Lp(T) := lim -- exp -- K,p -.-
N -oo 1r1t U Zf 

(39) 

To perform the limit we use the asymptotic expansion of the Kv·Bessel function ([20] 
p.963): 

(lzl _, oo, iarg(z)l < 3z") (40) 

and get: 

( 
p2 +!) 

/-Lp(T) = exp -iT 2mR~ . (41) 

We thus infer that the Feynman kernel for the d-dimensional pseudosphere 
Ad- 1 reads [we set K(dl(r; T) = K(d)( {8"}, {8'}; T), because the Feynman kernel at 

fixed timeT is only a function of the hyperbolic distance zU."l = r]: 

1= ' 
J\(d)(r; T) = dp L e-(iTf2mR')[p'+~lH(d)• (u')H(d) (u") 

0 p,l,~J- p,l,IJ 
l,p 

(42) 

1 1= lr(· d-2)12 s-d zp+- !.=.!! . , , ~ 
= -(27rsinhr)-,- dp . 2 'P.' ,(coshr)e-(•T/2mR )[p + • 1.(43) 

21!" 0 f(tp) •p-,. 

1 For a direct use of equation (35) we first. have to perform a Feynman-'\Vick rotation ( { ----~" -i€). 
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We immediately read off the normalised wave functions 

r(. z d-2) 
H (d) ( ) _ s<d-1)(") 'P + + -2- ( . h )~P•;•-t( h ) 

P l ,. U - 1 ,. H f( . ) Sin T 2 . 1 COS T 
••~ tr tp ~-~ 

(44) 

and the energy spectrum 

E(d)= 1 [2+(d-2)2] 
P 2mR2 p 4 (p > 0) ( 45) 

with largest lower bound 
(d) (d- 2) 2 

Eo = Rz 8m 
(46) 

These results coincide, of course, with the one obtained from the operator approach. 

see e.g. [2]. 

It is a very interesting feature that E~d) increases with increasing dimension. 

Gutzwiller [21] noted this for E~41 = 1/2mR2 in a semiclassical path integral calcula­

tion. In reference [4] this increasing lower bound does not appear. There the largest 

lower bound is constant for all dreading E~d) = 1/8mR2. However, in our calculation 

this energy shift arises very naturally. Notice that it is indispensible in the derivation 

of the Schodinger equation from the short-time kernel of the path integral (30). 

By a Fourier transformation we obtain the energy-dependent Feynman ker­

nel G(E) (Green's function): 

1
00 1 

c<dl(r· E)= d """'H(d) (u")H(dl• (u'). 
' P 1 [ 2 (d-2)' l E L... p,t,,. p.l,, . 

0 2mR2 P + -4- - l,,. 

G(E) has a cut in the complex E-plane with branch point at the value ( 46) 

agreement with the continuous spectrum (45). 

( 47) 

- m 

We close this section by explicitly stating the normalised wave functions and 

the energy spectrum for dimensions d = 2, 3, 4 (for d = 2 - see e.g. [20] p.1008: 
1 

P,;_ 1 (coshr) = .J2/7rsinhr coshvr; ford= 4 see section III): 
' 

(pER) (48) 

p sinh 1rp 1 1 · 
=----=2---=- r( ip+l + - )P~ 1 (cosh r) e•l.P 

271" 2 •p-, 
(49) 

(3) 
Hp,l (r,q)) = 

E~ 3 I = 2~Rz (Pz + ~) ' (p > 0' l E z) 

,-----

(4) 21 + 1 (I+ p)! f(ip -I) . h! [ d1 
cospr ] P"( B) ,,..p 

Hp,l,,.(r,B,q))= ~(1-p)!f(ip+l)sm r d(coshr)l l cos e 
(50) 

1 
E~4 ) = 

2
mR2 (p2 + 1), (p > 0, l E N 0 , 1.1 = -L ... ,0, ... ,1). 
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III. The Feynman Kernel in Even Dimensions 

In even dimensions it is possible to express equation (!1.43) in closed form, yield­
ing simple expressions for d = 2, 4 and finite sums for d = 6, 8, .... We start with: 

(d) 1 ·-· K (r;T) = -(27rsinhr)-,-
27r 

X dp 'P . - 2- P•;•,(coshr)e-(;Tf2mR')Ip'+~l. 1"" lr(· + d-2~2 , 

O f(>p) •P-2 
(1) 

We first rewrite the Legendre functions in terms of Gegenbauer functions. With (see 
28 p.200): 

r(2o+1)f(v-o+ !) a-d 
(sinhr)-"P-_",(coshr) = 2

1 
C ~ '_ 1 (coshr) (2) 

v 2 2"f( Q + 1 )f(v + Q + 2) v a ' 

and using some properties of the r -function we get for d even: 

We can now reduce the d-dimensional problem to the case d = 2. 
the help of the following property of the Gegenbauer functions: 

k 21
-k [ dk cospr ] 

C;p-k(coshr) = ipf(k) d(coshr)k · 

This relation can be deduced from ([20] pp.1030): 

This is done with 

( 4) 

(5) 

and lim.,.~o r(>.)C,7(coshr) = ~ coshvr. Inserting (4) into (3) we obtain 

which yields the recursion formula 

( z = i ";~' r 2 
). For the first three cases we explicitly obtain 

1 

( 
mR

2
) 

2 
e(imR' j2T)r2 

27riT 

11 

(6) 

(8) 



• 
K( 4)( r; T) = ( mR

2 
) 

2 
-.-r- e< imR

2 
(2T)r'- 2,:_";, 2 

27rtT smh r 
(9) 

These are the Feynman kernels of the "hyperbolic circle", the A3-pseudosphere (see 

Gutzwiller [21]) and the A 5 -pseudosphere, respectively. It is remarkable that the 

kernel for d = 2 is identical to the free particle kernel in R, if the euclidean distance 

is replaced by the hyperbolic distance R · r. This is quite different from the euclidean 

circle where the Feynman kernel can be expressed in terms of a Jacobi 63 -function, 

which is an infinite sum over free particle kernels. 

We can also calculate the Fourier transform of K(d)(T), the Green's function 

Q(d)(E). We get: 

G(d)(r;E) := i 100 

K(d)(r;T)eiTEdT 

[ 
1 d ]";

2 100 

_l { mR2r21 ·[ (d-2)2]} 
= - -- T ' exp - - + , E - T dT 

27r d cosh r 0 2i T 8mR2 

d-2/fr 
2 2 2 - l 1 d - 2- 2i 

=mR[2mRE-(d-2)/4] 4
[-- ] -r 

27r d cosh r 7r 

x K~ (ir,hmR2 E- (d- 2) 2 /4) 
d-2 

mR
2 

[ 1 d ] - 2
- -irV2mR2E-~ 

J2mR2 E _ (d~2) 2 - 27r d cosh r e 
4 

( 
e'" )d;• Q•..j;' , (coshr). 

21rsinhr i 2mER2-~_l 
4 2 

(11) 

The last equation is proved in appendix A. Further we have used the integral ([20] 

p.340): 

(12) 

and K±~ (z) = ~e-z. The first three cases read: 

(13) 

(14) 

(15) 
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IV. The Feynman Kernel in Odd Dimensions 

Unfortunately, there is no explicit expression for the Legendre functions Pf: in 
terms of elementary functions when I' is an integer. However, we can express the 
Green's function G(E) in a simple way in terms of Legendre functions of the second 
kind. Using the property (A.5) of the Legendre functions we get ford odd: 

I 

r(ip + (d- 2)/2) 1

2 ·~' d~8 "=2 
f(ip) P,/-t(coshr) = (-1)_'_ptanh7rpP,P'_t(coshr). (1) 

Inserting into the Feynman kernel yields with P;:'(z) = (z 2
- 1)ml2 dmPv(z)/dzm 

(d) 1 8~d 
K (r;T) = 

2
1r(21rsinhr)-,-

x i ced lr(ip+(d-2)/2)12ps;' ( h) -(iT/2mR')[p'+(d~42)'] 
p r( . ) . ' cos ,. e 0 lp lp-2 

d~3 

=- . ptanh1rpP.', (coshr)e-(•T/2mR )[p + 4 idp 1 ( -1 ) -, ioo "=2 . 2 2 ~ 
21r 21r smh r 0 •p- 2 

= 2~ [ -- -1-d l ';• r= ptanh1rpP; _!(coshr)e-(iT/ 2 mR')[v'+-('_~4_,l_'idp 
,. 21r d cosh r } 0 P ' 

(2) 

We now perform a Fourier transformation 

· [ 1 d l ';'loa = 2~ -- -- h dp p tanh 1rpPip-l (cosh r) 
" 27r d cos ,. 0 ' 

roo . { ' ' ''~'''] } 
X lo dT e-tT 2=R 2 [p +~ -E 

d~8 

mR
2 

[ 1 d l-,-1oo d ptanh1rp p h -- - - p · 1 cos r 
1r 21r dcoshr 0 p2 _ [2mR2E _ (d~Z)'] •v-,( ) 

(3) 

(4) 

where we have used the integral ([20] p.819): 

i oo x tanh 1rx 

2 2 
P,,_l(coshy)dx = Qa_l(coshy). 

0 a +x 2 2 

(5) 

Differentiating Qv d~ 3 times and using Q;;'( z) = ( z 2 - 1) T d=d~~.< =) 

Green's function on the d-dimesional pseudosphere: 
we get for the 

2 ( ) ';' d~3 Gcdl(~·, E) = mR -.1 Q---,- ( h ) ' v ' cos ,. . 
71" 21rs1nhr i 2mER2-~-l 

4 ' 

(6) 

A comparison of equation (6) with equation (III.ll) shows that the representation (6) 
is generally true - up to a phase factor - irrespective whether the dimension is even 
or odd. 
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V. The Pseudosphere A 2 

The pseudosphere A 2 has some special properties which makes it the most in­
teresting one among all the others.1 A 2 is analytically equivalent to three further 
Riemannian spaces: 

1) The Poincare disc D := {z = x 1 + ix2 = r e'<~>ir < 1, ¢> E [0, 2-rr]} 

2) the Poincare upper half plane U := {( = x +iylx E R,y > 0} and 

3) the hyperbolic strip S := {I)= X+ iYIX E R, Y E (- ~' ~ )}. 

The study of compact domains in these spaces is of great interest in string theories 
and quantum chaos (as alreday mentioned in the introduction). 

1) The Poincare disc 

Let us consider the stereographic projection of A 2 onto the ( x 1 , x 2 )-plane with 
projection center y = (0, 0,-1) (y0 =cosh r, y1 = sinh T sin¢>, y2 = sinh T cos¢>): 

. i¢ Y1 + iy2 h T ( . "' . "') z = x 1 + zx 2 = re = = tan - sm 'I'+ z cos 'I' . 
1 +Yo 2 

(1) 

The boundary r = 1 of the disc D corresponds to the points at infinity of the hy­
perboloid (i.e. the pseudosphere A2). The pseudosphere itself is represented by the 
interior of the disc. The classical Lagrangian and Hamiltonian are, respectively: 

(2) 

and the quantum Hamiltonian reads (see equations (II.3,4)): 

(3) 

The geodesic distance d between two points z and z' is given by 

' 2lz-z'l2 
coshd(z,z) = 1 + (1 -lzl2)(1 -lz'l2) (4) 

The metric reads 9ab = [2/(1- r 2)]2diag(1,r2). 

Let us construct the path integral on D. Following our prescription outlined in 
the introduction, we get 

1 4r 
r r = clr(ln yg) = ;: + 1 - r2 

r ¢ = 8.p(ln yg) = 0 

1 (a 1 2r ) 
Pr = i or + 2r + 1 - r 2 

(5) 

1 a 
P¢ = i 8¢> 

1 Throughout this section we put R 
curvature K :::::: -1. 

1, i.e. we consider the pseudosphere A2 with Gaussian 
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and the quantum correction ,6. V reads: 

1 3 2 
~-- + ~-r 
16m 32mr2 32m 

3 
(6) 

Therefore we get for the path integral on D (see (I.9)): 

KD(r", r', ¢", ¢'; T) 

= [ 16r'r" l-t lim (_!!l:_)N NIT-I {I dr . t"d¢ . 
- (1- r'2)2(1- rff2)2 N~oo 27riE j~I Jo (J) Jo (J) 

IIN 4rul [2im (r(j)- r(j-I))2 + r[j)(¢ul- c/J(j-1))' . Av(- )] 
x -( --:y--)2 exp ~- ( 2 )2 - "'-' r(j) . 

. 1 - r( .l E 1 - r( .) 
J~I J J 

(7) 

This path integral looks rather complicated, but nevertheless it can be explicitly 
computed as will be shown in a forthcoming publication. Here we go back to the 
solution derived in section II. From equations (II.42) and (II.49) we obtain 

K< 3 l(r",r',¢",¢',T) = 2_ f: r= dpexp [- iTP
2 

+ l/
4

] 
27r Jo 2m 

l=-oo 

psinh1rp I 2 "!(¢" "') 1 , l , 
x lf(2 +ip+l)l e' -q> P:::,+ip(coshr )P:::,+ip(coshr ). (8) 

1i 2 2 

Using for the Legendre functions the representation ( [20] p.lOlO, I~:;:; I < 1 ): 

(9) 

and introducing, following Helgason [22], 

we can express equation (7) with the help of (1) and (10) in terms of the variables of 
the Poincare disc D: 

KD(r", r', ¢", ¢'; T) 

-1=d ~ [- .Tp
2

+1/4lptanh7rp"" .( ")""* ( ') il(<P"-<P') -· p ~ exp z ""p.l r -.c p,l r e . 
0 2m 21r 

l=-oo 

(11) 

Thus the wave functions and the energy spectrum on the Poincare disc are 
given by 

) (12) 

D , ptanh1rp ( ) il¢ 
1/Jp,l( r, ¢1 = Pp 1 r e 27r ' 

ED= 2_ ( 2 _1) 
P 2m p + 4m 

(p > 0, l E Z) satisfying the orthogonality relation 

(13) 
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2) The Poincare upper half plane 

The Poincare disc D can be mapped onto the Poincare upper half plane U by 
the transformation: 

. -iz + i 
(=X +ty = , 

z+1 
z= 

-( +i 
( + i . 

The classical Lagrangian and Hamiltonian read, respectively: 

m 1 ·2 ·2 
£.c1 = 2 Y2 ( :r + y ), 

(14) 

(15) 

The metric is 9ab = (1jy2 )Dab· The Laplace-Beltrami operator or quantum Hamil­
tonian reads 

H - - _1_y2 (f_ -'- 82 ) 
- 2m 8x2 ' 8y2 · 

(16) 

In a previous paper we have presented a complete path integral treatment on U [19j, 
including its connection to Liouville quantum mechanics. So we state just the result 
for the path integral on U:1 

K u( , , , '·T) _ J Dx(t)Dy(t) [im 1'" 2._( .2 + ·2)dt] x,y,x,y,-
2 

exp 2 x y 
y 2 t' y 

( 
m )NN-Jjoo 1.= dx<ildy(j) 

= lim -- II 
N~= 211'ie j=J _ 00 0 [yUlj2 

[
im ~ (x(j) _ x(j-1))2 + (y<ii _ y(j-1))2] 

x exp - ~ ( .) ( ·- 1 ) 
2t . y J y J 

]=1 

1 joo J.oc ·Tr?+l/4 ~ r ,. ik(z't z') 
= 3 dk dppsinh11'pe-• >= yy'y"K;p(lkly )K;p(lkly )e - . 

7r -oc 0 

(17) 

The wave functions and the energy spectrum on U read: 

(x E R,y > 0) l (18) 
Eu = _1 ( 2 ~) 

P 2m p +4 

(p > 0, k E R \ {0}) satisfying the orthogonality relation 

j = dx r= d~.Pi;',~(x,y),P:;.,k,(x,y) = 6(k- k')6(p- p'). 
-oo Jo Y 

(19) 

1 Application of the Weyl-correspondence yields .6. V = 4 !-n. But using the "product rule'' Y(j) -
Y(j)Y(j-l) in the lattice formulation of the path integral cancels .6.V, such that equation (17) is 
obtained. From its short-time kernel the correct SchrOdinger equation can be deduced; see [19] for 
details. 
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The spectral representations (8) and (17) can be transformed into each other. In 
order to achieve this we use the integral ([20] p.732): 

l oo 71"2 ( a2 + b2 + c2) 
Kv(ax)Kv(bx)coscxdx = rT P-~+v b • 

o 4v ab c.os v1r 2 2a 
(20) 

equation (Il.33) for the case d = 3 and the addition theorem for the associated 
Legendre functions: ([20], p.l014) 

Pv(zz'--/z2-l-/z'2 -lcos¢)= ~ (-1/e'1¢rt-:+ 1 iP~(z)P~(z'). (21) 
L.. rv+ +1 

l=-oo 

This enables us to derive the identity: 

1 r= r= ·r>'+•l• ~ "k( " ') 
71" 3 Locdk Jo dppsinh7rpe-' ----,;;;- yy'y"K;p(jkjy')K;p(jkjy")e' • -z 

1 oc icc [ p
2 + 1/4] 

- 2 L dp exp - iT p sinh 1rpjr( ~ + ip- lW 
271" 0 2m 

l=- ex:. 

il(¢" -¢')pi ( h ')PI ( h ") 
X e -!+ip COS T -t+ip COS T , (22) 

where use has been made of the identity 

y"2 + y'2 + (x"- x')2 j("- ('12 2jz"- z'j2 
:"_____:__.::____:__~-~ = 1 + ___'2_____2-'-----,- - 1 + ----,--'--c:-.,--,------'--,------,= 

2y'y" 2Im((')Im((") - (1- jz'j 2)(1- jz"j2) 

h d( II I) h II h I • h II · h I ("-" "-') = COS Z , Z = COS T COS T - Slll T Slll T COS c.p - <y • (23) 

3) The hyperbolic strip 

With the help of the transformation 

T/ = X + iY = -ln( -i() ( = 2artanhz) (24) 

we can transform the Poincare upper half plane (the Poincare disc) onto the hyperbolic 
strip S. The classical Lagrangian and Hamiltonian read: 

m X2 + Y2 cos2 Y 
.Ccz = -2 2 y , 1icz = 2 (Pi- +Pi·), 

cos m-
(25) 

respectively. The quantum Hamiltonian reads: 

cos
2 

Y (_!}__ ~) . 
H = 2m 8X 2 + 8Y2 

(26) 

The metric is 9ab = (1/ cos2 Y)bab· Therefore we get the quantum correction .:l V: 
1 

.:lV =- (27) 
4m' 

and the effective Lagrangian to be used in the path integral defined on midpoints 
reads 

mX2 + Y2 1 
.Ceff = 

2 cos2 Y 4m 
(28) 

In a forthcoming paper we shall give a detailed path integral treatment on S, yielding 
the wave functic .ts and the energy-spectrum 

' 
s ( ) l p sinh 7rp ] ' ;---v ip ( • ) ikX tPpk X,Y = . 2 2 vcosYP.k-~ smY e 
' 47r(smh 1rp+cosh 1rk) • 2 ( 29) 

Es = _1 ( 2 ~) 
P 2m p + 4 

(pER, k E R). 
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VI. Summary 

In this paper we have presented a complete path integral treatment on the pseu­

dosphere Ad-I. The correct treatment of this Riemannian space is based on the 

Weyl-ordering rule for the quantum Hamiltonian which yields the well-defined quan­

tum correction 

.6.V({O}) = 
1 [(d- 2) 2

-
1 

8mR2 sinh2 
T 

1 l . 2 . 2 
smh T ••. sm l12 

(1) 

to be used in the (Hamiltonian- or Lagrangian-) path integral. A crucial point in using 

the Weyl-ordering rule is that it leads in an unambiguous way to the prescription that 

all coordinate-dependent expressions in the path integrals have to be taken at the 

midpoints. However, in our path integral formulation, we use a product form instead 

of the midpoints, because it simplifies our formulas considerably. Having the correct 

path integral on the pseudosphere, it turns out, however, that it is too complicated 

for explicit calculations. We can use, however, an identity in the path integral to cast 

it in a much simpler form, yielding the (constant!) quantum correction 

v (d-1)(d-3) 
Vc + ,6. = 8mR2 . (2) 

The resulting path integral can be exactly calculated yielding the spectral repesenta­

tion of the Feynman kernel K(T). From K(T) we have obtained the normalised wave 

functions and the energy spectrum: 

(d) = _1 [ 2 ( d - 2) 2 ] 
EP 2 R2 P + ? , 

m -
(p > o, d = 2,3,4, ... ). (3) 

showing a characteristic dependence on the dimension d. 

We have discussed in some detail the even and odd dimensional cases. In even 

dimensions the Feynman kernel could be expressed in closed form, yielding simple 

expressions ford= 2,4 and finite sums ford= 6, 8, ... : 

K(dl(r;T) = r;;;:ifie-(iT/8mR
2

)(d-2)
2
[- ~ d ] ';' e(imR

2
/2T)r'. ( 4 ) 

V z;;T 2n d cosh r 

This, of course, is quite similar to the d-dimensional rotator, where in even dimensions 

the Feynman kernel can be expressed in terms of a Orfunction and its derivatives. 

To establish the connection of the exact expression ( 4) with the semiclassical 

approximation to the path integral, we reinsert li to obtain 

Here S denotes the "classical aetion" S = mR2 r 2 /2T and D(d) the van Vleck-Pauli­

Morette determinant which in our case is explicitly given by (r/sinhr)d-2 • Notice. 

again the additional time dependent phase factor which is due to the quantum cor­

rection (2). We have thus derived Gutzwiller's "mysterious phase factor" [21]. 
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The Green's function G(E) can be expressed in terms of an associated Legendre 
function of the second kind in all dimensions: 

d-3 

G(d)(r;E)= mR
2 

( e'" )-, Q-d;• (coshr) 
ld1f 2rrsinhr i 12mER'-~-~ v • ' 

(6) 

hd = 1, d- odd, ld = i, d- even). 

The hyperboloid A 2 is of special interest, because it is analytically equivalent to 
three further Riemannian spaces, the Poincare disc D, the Poincare upper half plane 
U and the hyperbolic stripS. The path integral solution on D can be found, once the 
solution for A 2 is known. One has only to perform a transformation of the variables 
r, </>of A2 to r, q, of D. The path integral solution on U has been presented in an. 
earlier paper [19]. We have shown that the Feynman kernels on A and U can be 
transformed into each other. In all these cases the energy spectrum reads: 

1 ( 2 1) 
Ep = 2mR2 P + 4 ' (p > 0). (7) 

We have thus added further examples to the short list of exactly solvable path in­
tegrals. The examples demonstrate once more the consistency as well as the universal 
utility and feasibility of our general method developed in [18]. 

Appendix A: The Associated Legendre Functions Pf: and Q~ 

The functions Pf: and Q~ are linearly independent solutions of the differential 
equation 

2 d2u(z) du(z) [ 11
2 

] 
(1- z ) _

2 
- 2z-d- + v(v + 1)-

2 
u(z) = 0 

d" z 1 - z 
(1) 

and are defined by means of the hypergeometric function 2 F1 : 

(2) 

X F (v+~+2 v+~+l. + ~- l) 
2 1 2 ' 2 'V 2' z2 • (3) 

They are called associated Legendre functions (or spherical functions) of the first and 
second kind, respectively. 1 . They are uniquely defined in the intervalls 11- zl < 2 and 
1~ I > 1, respectively. They can be extended to the entire z-plane where a cut along 
the real axis from -oo to +1 has to be made. 

The so-called conical functions P~ 1 . have the special property 
. -2+tp 

( 4) 

1 We use Pt(z), Q~(z) for z E C \ [-1, I] and P/:(>), Q~(•) for> E (-1, I) for the Legendre 
functions of the first and second kind, respectively. 
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which is due to the general property Pf: = P~,_1 • If!-' = m E Z 

(5) 

The functions P"' 1 . form a complete set, that means a function g can be expanded 
-2+'P 

(see [28] p.202): 

g(y) = r f(p)P~l+ip(y)dp fo ' 
( 6) 

with 

f(p) = psinh7rpr(~- J1. + ip)rO- Jl- ip) joo g(y)P~'+ip(y)dy. (7) 
1i ] ~ 

Also: 

g(p) = ['"' f(y)P~ 1 +ip(y)dy 11 ' 
(8) 

with 

f(y) = .!_ r= psinh1rpf(~ -!-' + ip)f(~- J1.- ip) g(p)P~ 1 +ip(y)dp. (9) 
~ Jo 2 

These properties follow from the orthogonality relation (p, p' E R +, !-' E R) 

2 + lp - 1-' p. p. , 

I 
r( 1 . ) 12 ;,00 

f(ip) 1 p-}+ip(y)P_}-ip'(y)dy = 6(p- P) (10) 

and, vice versa, from the completeness relation 

2 + lp - 1-' p. p. 1
"" 

1 

r( 1 . ) 

1

2 

o r(ip) p-}+ip(z)P_t+ip(y)dp = 6(z- y). (11) 

These two relations are well know as generalised Mehler transformations. 

The proof of the orthogonality relation is relatively easy. We use the general 
integral theorem (see [28] p.191 ): 

/ [(v- u)(v + u + 1) + p: _ ~
2

Jw~(z)w~(z)dz 

= {Jl-z2[w~+P.(z)w~(z) -w~(z)w!+P(z)] +(p.-p)zw~(z)w~(z)} [, (12) 

where w!: denotes any of the associated Legendre functions. Let us set 1-' = p, v = 
ip- !, u = -ip'- t, a= 1 + e and b = t. Then we get: 

1 

{' P"' 1 (z)P"'., 1 (z)dz 
Jl+£ lp-2 -&p -: 

v' 2 I~ = 
1 

- z pl+"'1 z P". , 1 z - P" 1 z pl+~ 1 z · (,- )( + ') [ •p-_( ) -•p __ ( ) •p--( ) -•p _ _( >] 
p p p p ' ' ' ' 1+< 

(13) 
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With the expansion for z --+ 1 

2';-
P~( z) ~ -----,;-._--­

(z-1)•r(l-~t) 

we find at z = 1 + f and IL # 0,1,2,3 in the limitE--+ 0: 

At z = ~ we have the expansion (!20] p.1011 ): 

Inserting into equation (13) yields: 

v1 - z2 [PI+"' ( .)P"' ( ) p~'- ( )PI+"' ( l]l 
(p'- p)(p' + p) ip-! Z -ip'-i Z - ip-! Z -ip'-i Z z=! 

' 

(14) 

(15) 

- 1 { mi(p-p') [ r(ip)r(-ip1
) r(ip)r(-ip') ] h 

- -2 •2 2 r(. 1 )r( . , 1 l r( . 1 )r( . , 1 ) + .c. 
7r p - p tp - 2 - IL -tp + 2 - IL tp + 2 - IL -tp - 2 - IL 

. (~)'(p+p') [ r(ip)r(ip') r(ip)r(ip') ) } 
-r 2 2 1 1 1 1 + h.c. . ( 17) 

p' - P r(ip- 2 - ~t)f<ip' + 2 -~t) r(ip + 2 - ~t)r(ip'- 2 - ~t) 

The term (2/•)i(p-p') /(p- p') yields in the limit f--+ 0: 

l
. (2/E)'(p-p'J _

1
. cos[(p-p')ln(2/•)]+isin[(p-p')ln(2/•)]_. <( ') 

1m - 1m - t7ro p - p . 
<~o p - p' ,~o p - p' 

(18) 

So we can conclude 

1 ( 2) i(p-p') 

27r(p'- p)(p' + p) f 

[ 
r( ip )r( -ip') r( ip )r( -ip') ) 

x r(ip- ! - ~t)r( -ip' +!- ~t) - r(ip + t- ~t)r( -ip'- ~ -~t) 
1 lr(ip)l 2 

6 
, 

19 2ir(ip+~-JL)i2 (p -p) ( ) 

and similarly for the term proportional to ( ~) i(p+p') and the h.c. terms. The contri­

butions proportional to o(p+ p') actually are of the form (p+ p' )o(p+ p') and therefore 

vanish. Thus the orthogonality relation is proved. For the completeness relation see 

e.g. [2]. 
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In section III we have used the relation (v = J2mR2 E- ( d;z )2, r > 0 ): 

i1r[ 1d ln. ( ei" )n-t _l 
- -- e-wr = . Q~ \(coshr) 
v 21r d cosh r 21r smh r w- 2 

(20) 

for n = d;z = 0, 1, 2, .... Equation (20) states that the function Q';,, where J1- is 

an half integer and ,\ E C, can be expressed by combinations of hyperbolics and 

an exponetial, i.e. by elementary functions. We want to prove equation (20) by 

induction. 
1 

i) Let n = 0. With the help of ([12]p.150) Q~ 2 (z) = -iv!+
1
-J2; (z2 - 1)-i 

·[z + (z 2 - 1)~]->.-t we see immediately that equation (20) holds for n = 0. 

ii) Let n E N 0 such that equation (20) is true. We consider the right hand side of 

(20) for n--> n + 1. In order to reduce the upper index of Qn+t, by one unit we 
tv- 2 

combine the relations ( z 2 
- 1) fz Q';,( z) = ( ,\- J1- + 1 )Q';.+1 ( z )-( ,\ + 1 )zQ';,(z) and 

(,\ + J1- + 1)zQ';.(z)+vz2 -1 Q';.+ 1 (z) = (,\- J1- + 1)Q';.+1 (z) ([28],p.1005) to get 

Q"+ 1 (z) = Vz 2 -1 dQ';.(z) -11 z Q"(z). 
>. dz v' z2 - 1 >. 

(21) 

This gives 

( ;., )n+~ e n+l 
. h Q. ', (cosh r) 

27r s1n r tv-2 

1 n-! 

( 
e;" )n+, [ . dQiv-'1 (coshr) l 

= . smhr---::---"-'--:---- (n- !2 )cothrQn,·v--~~(coshr) 27r smh r deosh r • 

( 
e;" ) { d [ ( ei" ) n- t n-1 l 

= - Q. ', (cosh r) 
27r sinh r dr 27r sinh r w- 2 

· n-l 

+ (n- !) ( e:" h ) 'cothrQn-~1 (coshr)} 27r s1n r w- 2 

( 
;., )n+~ 

- (n- !J e. cothrQ~-:,~1 (coshr) 27"f" s1nh r w z 

( 

;., ) n- ~ · [ 1 d l n+ I e n-t t7r . -ivr 
. Q . , (cosh r) = - - - e , 

27r smh r w- 2 v 27r d eosh r 

(22) 

where we have used in the last step equation (20). 
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Appendix B: Proof of Equation (II.25) 

We shall derive the following identity 

exp {i•.C~1 ( { IJUl}, { IJ(i-1
)})} "= exp {- i: R2 (1 - cosh l(j,j-1 )) - ieVc( { IJ(j)})} 0 

(1) 

.C~1 denotes the Lagrangian defined in equation (II.25)o We start with the kinetic 

term (x(j) - x<i- 1)j2 expressed in the pseudospherical polar coordinates (II.2) and 

expand it in terms of f>rUl and t.BSi) (v = 1, 0 00, d- 1)0 In this procedure we 

follow the reasoning of Pak/Sokmen [33]1: If one has an expression like !>f1(j) := 

ft(uij) oooU~i))- ft(u; 1 -
11 oooU~j- 11 ), one gets for the expansion about the midpoint 

vUI := (1/2)( uUI + u(j-1 I): 

l>f(J) =..f. l>u(i) (8ft(J)) +2._ ..f. (j) (j) (j) ( 8
3
fij) ) 

l L m (J) 24 L !>urn f>un l>uk (j) (j) (j) + o o o o 
m=l 8um uU) m,n,k=l 8um 8un 8uk u<i) 

(2) 
(j) (j) 

Here f 1 = x 1 , (l = 1,ooo,d), Um = {ud = r, u.k = /Jk (k = 1,ooo,d-1)}o 

Calculating the various derivatives and inserting into equation (2) yields [Gab is the 

metric tensor in x-space, 9ab =diag(1, r 2 , r 2 sinh2 r, 0 0 0, r 2 0 0 0 sin2 02 ) the metric tensor 

for the pseudospherical polar coordinates]: 

(3) 

with 

CN (r(j) f(j) {iJ(j)}) = m 
Cl ' ' 2f2 

x [ - !> 2 r(j) + [r(j)J 2 !> 2 r(J) + 00 0 + [r(j) sinh 7Ul 0 00 sin o;11 ]2 t> 2 ,pUl] ( 4) 

A( r<i), r<il, { iJUl}) 

= !> 2 r(j) !> 2 T(j) + sinh2 f(j) !> 2 r(j) !> 2 o;j~ 
2 
+ oo o + [sinh f(j) 00 0 sin o;j)J 2 !> 2r(j) !> 2 ,p(i) 

+ [r\il] 2 t> 2 r<ilt. 2 BY~ 2 + [r<j)sinhrfilJ 2 !>2 rUlt.28~~ 3 + 000 

o 0 o + [rUl sinh f(j) 0 0 0 sin o;i)] 2 t>2r(j) t.2 ,pUl 

+ [r(j) sinh f(j) 0 00 sin o;i)] 2 !> 2 IJ~i) !> 2 ,p<j) 15) 

B( r<i), r<il, { iJUl}) = - [r\il] 2 f> 4 r(j) + [r\i) sinh rUl] 2 A 4 8~'2 2 + . 00 

00 0 + [r\i) sinh f(j) 00 0 sin o;j)] 2 A 4 <,b(j) 0 ( 6) 

1 This method goes back to DeWitt [5], McLaughlin/Schulrnan [29] and Gervais/Jevicki [16]; we 

prefer the formulation of reference [33) because it seems more explicit to us. 
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In the next step we have to change the integration measure. We get 

TI1 

dx\j) ... dx~) = (TI1 

dr(j) dr(j) ... dqPl) v: J9U) 

= [9 <0
) g(N) ]- ~ (JJ: dr(j) dr(j) ... d<f}i)) 

x { .iilr(j)r(j-1Jj';' [sinhr(j) sinhr(j- 1)Jd;' ... lsinll~j) sinll~j- 1 J]t} (7) 
J=1 

(g(o), g<N) and g<J) denote the determinant of the metric tensor taken at j = O, j = 
N, j = 1, ... , N ~ 1, respectively). Furthermore we have: 

I (j) (j-1)Jd;' ~ ~-(j)Jd-1 ( ~ d ~ 1. 6.2r(j)) 
r r ~ r 1 8 lrUlJ2 (8) 

( 

2 ( .) ) • ( ) · ( - ) .!!.::2 · d- 2 ( ·) d ~ 2 fl. T J lslllhrl slllhr 1 1 ]' ~slllh 1' 1 1~---. 2 _ · 
8 slllh r<J) 

(9) 

I . e<J) . eU-2J]v-1 . v-1 11-Ul ( 1 v ~ 1 6. 2 11~Jl ) ( d ) 
Sill v Sill v ~ Sill v ~ -- • 

2 
-( .) V = 2, . . . ~ 2 

8 sin II/ 
(10) 

Combining equations (7) to (10) we get for the measure: 

N-1 

IT dx\j) ... dx ~j) = (g' g'')- ~ (ll) 
j=l 

with 

(12) 

g', g" and gUl denote the determinant of the metric tensor taken at the points 
j = 0, N and the midpoint values for j = 1, ... , N, respectively. Therefore we get for 
the jth (j = 1, ... , N) integrand in the path integral (ILlS)- (without 6. V): 

(13) 

where 

V(r<JJ, {B(j)}) 

:= s72 [ A(r(j), T(j), {B(j)}) + ~B(r(j), T(j), {B(j)} l] + i1e C(r(j), T(j), {B(j)} ). (14) 
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We want to transform the various ~2u(j)_terms into potential-like terms. Fol­

lowing the general approach (see Feynman and Hibbs [14], McLauglin and Schulman 

[29] or Pak and Sokmen [31]) we get the equivalence relations: 

~ 2 e<Jl . . ze . , 
d- 2 m[r(Jl sinh r(J)j2 ... ' 

~ •r<Jl ~3 ( m[:tJlj2) 2 

... ' 

(15) 
Inserting into (14) yields: 

1 [ d-1 d-2 
~ ( ') - d + 2 . + ( ') 

Sm[f 1 F sinh f'(J) sinh2 f'(j) sin2 B 1 
d-2 

+ ... + 2 ·l 
sinh2 f'(j) ... sin2 e~J) 

d-2 d-3 + (d- 1)- -~-:c 
sinh2 7(jl . h2 < .l . 2 e'"Jl 

Sill T J Sill d-·· 2 
sinh2 f'(j) ~ .. sin2 B~j) l 

= . -1+ + . + .. ·+ . 1 [ 1 1 1 l 
8m[r(J)j2 sinh2 7(J) sinh2 7(j) sin2 ~1~ 2 sinh2 f'(j) ... sin2 8~1 ) 

(16) 

which leads for [rUl] 2 = R 2 to: 

(17) 

We emphasize that Vc is the same whether or not ~r(j) = 0. 

In order to prove equation (1) we consider now on one hand 

£1 

#) · exp { i< t, .C~1 ( {eUJ, eU- 1
)})} 

N 

~(g'g")-~ II #J·exp{i<.C~1 (R,f'(jl,{IJU)})}. (18) 

j=l 

On the other hand we have with equations (3), (13) and (17): 

N-1 { · Rz N } D #} · exp - zmE ~(1- coshl(j,j- 1
)) 

N 

~(g'g")-~ II #J·exp {i<[.C~l(R,f'(j),{IJUl}) + Vc({B(j)})l}. (19) 

j=l 
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Finally putting (18) and (19) together (the change from midpoints to postpoints 

in Vc does not matter, because it is of 0( e2
) in the action) we get 

exp { ie.C~1 ( { oUl}, { oU-I)})} ~ exp {- i~ R 2(1 - cosh zU.i-l)) - ieVc( { O(j)})} 

(20) 

and equation (1) is proved. 

Appendix C: Derivation of the Schrodinger Equation from Equation (II.18) 

The derivation given below is similar to the d-dimensional rotator case which can 

be found in [18]. 

We want to prove that from the short-time kernel 

K(d)( {oU+Il}, {OUl}; e) 

= (mR2 )(d-1)/2 

21ru 

X exp { i;: R 2 [(r(j+l)- T(j)? + sinhr(j+l) sinhr(j)(O~J_+2I)- 0~1~2) 2 + ... 

··· + (sinhr(j+l) ... sinO~j))(q,U+I) -q,Ul)2] 

- if [(d-2)2- 1 1 J} (1) 
8mR2 sinh rU+I) sinh rUl - ... - sinh rU+I) ... sin O~j) 

and the time-evolution equation 

the Schrodinger equation 

(3) 

can be derived. For this purpose, a Taylor expansion has to be performed in (2) 

yielding (0~ := Okil and 0~ := Oki+l)): 

,P({O"};t) + ,87/>({:~'};t) 

= (;::) ·~
1 

e-".:.V({O"}){ ,P({O"};t)Bo +I: &,,b(~:',?;t)(Bo"- O~Bo) 
v=l 

az,p( {O"}; t) (B - 0" B - 0" B + 0"0" B .l} 
88" 88" 8~'- e"' J.t 9,_. v o~'-. ~-' v o . 

I' v 

(4) 
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We have used the abbreviations 

Eo= J du'e'..c~,({O"},{e'})"" 
E¢ = j du' ,Pei.c.~, "" ¢" E 0 

= j du'O~e;,c~, 
~e"E +~ d~v~1 
~ v 0 2 ' h2 " ' 2 ()" 

Sill T 1 ... Sill v-l 

= j du',P'O~ei'C~, 
, ()" E 1 d ~ v ~ 1 , ()" ie E 

"" tP v o + -2 . h2 , . 2 ()" ¢ cot v -R2 o 
Sill T .. . Sill v-l m 

= J d '()' ()' ;,c~, ~ O"O"E u ,., J.Le - v J.L o 

1[ d~v~1 , d-p~1 ] ze + - cot () + -----;;-----'------,;,-----,-,--- cot e:: ~-2 E 0 
2 . h2 , . 2 ()" v . h2 , . 2 ()" r mR 

Slll T ... Sill v- 1 Sill T . , . Sill ,_1 

Here the equations are valid up to terms of O(e(d+ 1
)/2), and 

(5) 

£~1 ({8"},{8'}) = mR
2

2 

[(-r' ~ -r")2 + · · · + (sinh-r' sinh-r" ... sine; sinO~)(¢'~¢"?] 
2e 

(6) 
denotes the "classical Lagrangian" on the lattice - see equation (II.26). In order to 

make the calculation manageable, we have taken the tJ. V-term at the argument {8"} 
and have factored out this term in equation (4). This is legitimate, because changing 

sin()~ ( ()~ is an integration variable) to sin()~ in tJ. V gives a correction of 0( e), hence 

of order e2 in the short-time kernel and, therefore, can be omitted. 

We shall only illustrate how to calculate the integral E0 in equation (5). All other 
integrals containing powers of ()~ ( -r') are of similar type because they are of Gaussian 

form. For simplification we use the abbreviations (v = 1, ... ,d ~ 1): 

E( ()v) 

= exp{ ~a[(-r' ~ -r"? + · · · + (sinh-r'sinh-r" ... sinO~-v- 1 sinO~-v- 1 )(8~ ~ 8~?]} (7) 

and a = mR2 /2ie. 

We consider the integral 

Eo = 1"" d-r' sinhd-2 -r; · · · l" de; sine; 12

" d¢' E( 81 ) 

~ l"" d I • hd-2 I l" d()' ' ()' E(() ) j 00 

d e-o(sinh r; '"sino;· )z
2 

_ T Sill T · · · 2 Slll 2 2 X 

0 0 -oo 

(8) 
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where we have set x := ¢1 
- ¢" which varies from-oo to +oo, and"~" denotes that 

this is correct in the limit e --> 0. The x-integration is of Gaussian form, and we get 

-7rte a I sm T a8' 
(

? · )l/21oo • hd-2 I 1" 
mR2 o 

7 
Vsinh r' sinh 7 11 . . • o 2 

sin 8~ E( liz) 
sin 8" 2 

~ ( 27rie) t;z1"" arl sinhd-2 r' ... {" a8' sin2 8; E(83) 

mR2 
0 v'sinhr1 sinhr" } 0 

3 Jsinll;sin8~ 

1
00 

[ 1 x
2 

( 1 ) ] ( . h ' . "") ' X dx 1 + - cot 811 . x - - 1 ~ . e -a stn T ... sin t>s z 

2 2 8 . 2 8" 
-oo ~n 2 

(9) 

where we have performed a Taylor expansion around 8~ in the last step. The integral 

is Gaussian again, the term linear in x vanishes', and we get 

1ru ar' sm T • • • ali1 sm o3 E( II ) 
( 

2 · ) 1= · hd-2 1 1" · 2 n1 

mR2 
0 sinh r' sinh r" 0 

3 sin fl; sin fl~ 3 

1 
-8-R-2 • --:-. --,h--:-1 ---:-. --:n::-:, 

m sm T ••• smo3 

( 
2 . ) 10C ' hd-2 I 1ru a , sm T 

mR2 
0 

7 
sinh T 1 sinh T 11 1" , sin3 fl~ 

··· a84 . nr . 
8
,E(f14) 

O Slllu4 Slll 4 XL: ax (1 +cot II~ ·X- x;) e-a(•inhT' ... ,inO~')z' 

__ ,_, _ ( 27rif) 100 

a81 sinhd-
2 

r
1 

.. ·1" ail' sin
3 8~ E( 9 ) 

8mR2 mR2 
0 

1 (sinhr'sinhr")2 0 
4 (sinfl~sin8~)2 

4 

1 
x-~-,­

sin2 fl" 3 
( 

1 ) 100 

( . h ' . "") , l+ dxe-a:sm-r ... sm1;14 z 
• 2 n11 Sin o 2 

_
00 

Bo ~ ( 27rie) 3 /
2 

{
00 a I sinhd-

2 
T

1 

mR2 } 0 

7 
(sinh T 1 sinh r")3/2 11t , sin3 8~ 

.. · afl4 ( • 
8
, . 

8
,)312 

E(li4 ) 
0 Stn 4 stn 4 

X [1 - 8muR2 . h ' 1 . 8" smr ... sm 4 
( 4 + . ; 8" + . 2 (I} . 2 fl" ) ] ' 

Slll 3 Slll 3 Slll 2 
(10) 

and so on up to the kth step: 

B 1rU a I sm T an• sm k+l E(8 ) 
( 

2 · ) k/2

1
oo • hd-2 1 

1
.. · k 91 

0 ~ -- - T • • • Uk k+1 

mR2 
0 (sinhr1 sinhr")k/2 

0 + 1 (sin8~+ 1 sin8~+ 1 )k/2 

X {1- 8~~2 . h' 1. 8" [(k-1)2+ sin;8" + . 28" 1 . 28"]}, (11) 
sm T ..• sm k+t k sm k .•. sm 2 

and finally after d-1 '' ·ps: 

(~7r~~) •;' { 1 + 8~~2 [(a- 2?- -si-n-~-=-2 -r-, - · · ·- (12) 

1 The linear term will hecome important in the calculation of the other integrals, e.g. in B6..,, where 

it generates the term proportional to coth ev. 
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which gives in the required approximation the result quoted in (5). Note that in the 
last step several minus signs appear, which are due to the hyperbolics of T. As a 
simple example, consider the case d = 3, then 

Bd=3 ~ ( 27rif ) t 100 

I o - R2 dr 
m o 

sinh r' -o:(-r" -T' )2 
. h e s1n r" 

( 
27rif) t ;= [ ( 1 ) x

2
] ax' ~ -- dx 1 + 1 - - e-

mR2. _ 00 sinh2 r" 8 

( 
27rif ) ~ [ if ( 1 ) ] 
mR2 

1 
+ 8mR2 

1 
- sinh2 r" · 

(13) 

Substituting the expressions (5) in the Taylor expansion ( 4), one obtains in the limit 
' -+ 0 the correct Schrodinger equation ( 3). 

Appendix D: Derivation of the Schrodinger Equation from Equation (II.29) 

We have to consider the short-time kernel (see equation (11.30)): 

,_, 

(
. m~2 ) -,- C(mR2 jiE)(l-coshl1j,j-l))-(iE/8mR2 )(d-l)(d-3)• 

27rtf 
(1) 

In order to derive the Schrodinger equation one has to perform a Taylor expansion 
in the time evolution equation (C.2) once again, but now with the short-time kernel 
( 1), yielding 

,P({O"};t) + ,81/>(~'};t) 

( ;?r~:) '; 1 

e-( .. /8mR
2
)(d-l)(d-3) { ,P( { 0"}; t)Bo + ~ 81/>(~~~,}; t) (Eo. - O~Bo) 

v=l 

1 d-1 

+2 L: 
p.,v=l 
p>v 

82
1/>( {O"}; t) (B - 0" B - 0" B + 0"0" B )}. 
80"80" o, o. I' o. v o, I' v 0 

I' v 

The abbreviations in (21. P the same as in (C.5) except for B0 which reads: 

(2) 

(3) 
We shall illustrate how to calculate the integrals B 0 and BT in equation (2). All the 
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others are calculated in a similar manner like B r. 

B -1 d I (mR2 /i<)(1-co;hl(•.u)) o- u e 
Ad-1 

= emR 2
ji€ {

00 

sinhd-2 7 tdil€-(mR
2

jiE)coshT
1

coshT
11 

lo (
d-2 r ) t" !! lo sinv-

1 e~d81 lo d</>
1 

_im.R
2 sinh-r(l)sinhT(.2) ["'d-:Z cos8(l) cos8(:Z) rr= sin0(1)sin0(2)+rrd-l sin8(1)sin0(.2)] 

X e e ~m.=2 =+1 =+t n=:z n n n=l n n 

( 
21!'€ ) d;S ~R 2 

= 27r e~ 
mR2 sinhT 11 

X . -(z2 -l)_•_e_---y;-coshT ·z.J~ J,OO d-8 :mR 2 II 

1 ' 
(

mR
2 

11 V ) -,- sinh T · z2 - 1 ( 4) 

where we have used in the last step the integral: 

r r t" lo de~-2 sind-
2 e~-2 ... lo de; sine; lo d¢

1 

-iz[costPl coso<:zJ +'"'.:t-s coso< 1 lcoso< 2 Jfld-:z sine< 1lsino(2l+fld- 2 sine< 1lsine<:zJ] 
X e d-2 d-2 L.,.==l -m = n=m+l n n n=l n n 

(
21!') •;• 

= 21r - J~(z) 
z ' 

(5) 

which we have calculated in [18]. To perform the integral in (4) we use ([20] p.721): 

{
00

(x 2 -1)~e-"'"Jv(f3Vx 2 -1)dx = /I(3v(a 2 +{3 2 )-~(v+~)Kv+l(Va2 +(32) (6) 
}1 v; 2 

and the asymtotic expansion (II.40) of the Kv-Bessel functions to get.: 

Bo = 2 ( 27riE) •;' e ~.:r;' K ._, (mR2) ~ ( 27ri€) •;' e ,.,:-,, (d-1 l(d-3) 

mR2 -,- ie - mR2 
(7) 

This proves B 0 • In order to calculate B 7 we consider 

B- -1 d I( 11 _ I) (mR
2
/i<)(1-co•hl<'·"l) ..,.- ur re 

Ad-1 

( 
27ri€) •;• (mR2

) s-d 11 
= 21r mR

2 
exp ----;;- sinh-,- T 

loa , , , . ~ , ( mR2 , ") 
x d7 (7 -T )smh 2 7 exp --.- cosh7 cosh7 I•-• 

0 1.£ 2 
(

mR2 . h I . h II) 
----;;- Sill T Slll T 

d-2 

(
27rie)-2 

• h~ 11 [mR2 
• (d-3)

2
-1] 

~ -- s1n 2 T exp -- - "--'---...:.........._,c--
mR2 " 8mR2 sinh2 7 11 

j oo d-2 
I 11 I · - I 

X -oo dT(7 -7)smh 2 T exp [ 
- mR2 ( 711 - 71)2] 

2 .. 

~ ( =~: ) •; 2 

exp ( m~2 
) 1: dx x (1 + d ; 

2 
cothT

11 

d-2 

-- -- --cot 7 if ( 27rie ) -,- d - 2 h ,. 

mR2 mR2 2 ' 
(8) 
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where we have used the asymtotic expansion of the modified Bessel function in the 
limit e -. 0 (after having performed a Wick rotation) and neglected all terms which 
are of higher order in e. With Br = r" B0 + Br equation (C.5d) for v = d- 1 is 
proven. Subtituting the expression B 0 as well as the other expressions of (B.5) m 
the Taylor expansion (2), one obtains the Schrodirtger equation (1!.1). 
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