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ABSTRACT

The Arctic undergoes profound transformations due to global warm-
ing,with climate change impacts varying at regional levels.Whilemany
changes, such as declining sea ice and alterations in ocean biochem-
istry, are often discussed based on the pan-Arctic average, their local
implications and intensity variations across regions have been largely
overlooked, despite their importance for stakeholders. This thesis aims
to help shift the perspective towards understanding regional changes
in the Arctic by investigating two crucial indicators affected by awarm-
ing climate: Arctic sea-ice coverage and surface ocean partial pressure
of carbon dioxide (pCO2). The first is of interest to a variety of stake-
holders, particularly to those interested in changes along the coast–ice
transition zone, such as the shipping industry and indigenous people.
The latter is a key factor in the exchange of CO2 between ocean and at-
mosphere and is, therefore, decisive for the acidification of the oceans.

The sensitivity of sea-ice area to near-surface air temperature changes,
i. e. how strongly sea-ice area diminishes for a given rise in tempera-
ture, exhibits a high seasonal dependence, characterized by significant
variability in summer and low variability in winter. This study reveals
that the transition between summer and winter, along with the ob-
served low variability in winter, can be attributed to the geographic
blocking of the sea-ice edge by surrounding land masses. By quantify-
ing the timing of the blocking, the analysis links the timing changes
to rising global temperatures. The findings indicate that as the timing
shifts and the season during which the ice edge is blocked shortens
(by around 7 days per tenth degree of global warming on average),
adjacent seasons will experience heightened sensitivity in sea-ice area.
Particularly, sensitivities in areas along the coasts of the high Arctic
Ocean will undergo a sudden change in the future.

Expanding the sensitivity analysis to a regional scale, the study pro-
vides new perspectives on how the sea ice in individual Arctic regions
responds to global warming, anticipating future changes. The East Si-
berian Sea, the Chukchi Sea, and the Laptev Sea are identified as re-
gions likely to lose their summer sea ice first. The Barents Sea is pro-
jected to become the first region to lose its remaining winter sea ice,
ultimately becoming ice-free year-round.

Shifting focus to surface ocean pCO2, two data products estimating
surface ocean pCO2 to fill the sparse observations in theArctic are used
to investigate the evolution of surface ocean pCO2 in the Arctic do-
main. Both products reveal consistent increases in most regions over
the last two decades. However, substantial differences in the magni-
tudes of inter- and intra-annual changes are observed between the two
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datasets. Separating the spatial and temporal variability in the pCO2
via EOF analysis reveals the dominant drivers of changes in the pCO2
in different domains of the Arctic. The study identifies sub-Arctic do-
main changes primarily related to the seasonal solar irradiance cycle,
while high Arctic pCO2 changes are dominated by changes in sea-ice
cover. Examining seasonality, shifts and changes in intra-annual am-
plitude are noted already in the historical record, particularly north of
Canada, indicating potential impact on ecosystems.

This thesis underscores the necessity of taking a regional perspec-
tive on Arctic climate change. By systematically analyzing and quan-
tifying the blocking effect for the first time, it provides a foundation
for understanding sea-ice area changes in the high Arctic, benefiting
stakeholders interested in Arctic Ocean transformations, particularly
in coastal regions. Additionally, the pCO2 analysis offers insights into
the drivers of pCO2 in the Arctic Ocean, serving as a benchmark to en-
hance future data products, crucial for investigating regional changes
in the Arctic surface ocean carbon cycle. These findings contribute to
the groundwork for future research in the Arctic.
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ZUSAMMENFAS SUNG

Die Arktis ist aufgrund der globalen Erwärmung tiefgreifenden Ver-
änderungen unterworfen, wobei sich die Auswirkungen des Klima-
wandels je nach Region stark unterscheiden. Während viele Verände-
rungen, wie der Rückgang des Meereises und Veränderungen in der
Meeres-Biochemie, oft auf pan-arktischer Ebenediskutiertwerden, blie-
ben ihre lokalen Auswirkungen und Unterschiede in deren Intensität
zwischen den Regionen lange Zeit weitgehend unbeachtet, obwohl sie
für verschiedene Interessensgruppen von großer Bedeutung sind. Die-
se Dissertation soll dazu beitragen, den Fokus auf das Verständnis re-
gionaler Änderungen in der Arktis zu verlagern, indem sie zwei we-
sentliche Indikatoren untersucht, die von einem wärmeren Klima be-
troffen sind: die Meereisbedeckung der Arktis und der Partialdruck
von Kohlendioxid (pCO2) an der Meeresoberfläche. Erstere ist von In-
teresse für eine Vielzahl von Interessensgruppen, insbesondere für die-
jenigen, die an Veränderungen entlang der Küsten-Eis-Übergangszone
interessiert sind, wie z. B. die Schifffahrtsindustrie und indigene Be-
völkerungsgruppen. Letztere ist ein Schlüsselfaktor für denAustausch
vonCO2 zwischenOzean undAtmosphäre und entsprechendmaßgeb-
lich entscheidend für die Versauerung der Ozeane.

Die Sensitivität der Meereisfläche gegenüber Veränderungen in der
oberflächennahen Lufttemperatur, d. h. wie stark sich die Meereisflä-
che bei gegebenem Temperaturanstieg verringert, zeigt eine hohe sai-
sonale Abhängigkeit, die durch starke Variabilität im Sommer und ge-
ringeVariabilität imWinter gekennzeichnet ist. Diese Studie zeigt, dass
der Übergang zwischen Sommer und Winter sowie die geringe Varia-
bilität im Winter auf das Blockieren des Meereises durch umliegende
Landmassen zurückzuführen ist. Dies wird in der Arbeit als “geogra-
phic muting” oder auch “geographic blocking” bezeichnet. Durch die
Quantifizierung des Zeitpunkts dieses Blocking-Effekts wird eine kla-
re Relation zwischen dem Timing dem globalen Temperaturanstieg
festgestellt. Die Ergebnisse deuten darauf hin, dass mit der Verschie-
bung des Timings und der Verkürzung der Saison, über welche das
Meereis blockiert ist, (im Durchschnitt etwa 7 Tage pro Zehntelgrad
globaler Erwärmung) benachbarte Jahreszeiten eine erhöhte Sensiti-
vität der Meereisfläche zeigen werden. Insbesondere Sensitivitäten in
küstennahen Regionen werden zukünftig einer plötzlichen Verände-
rung unterliegen.

Durch Ausweiten der Sensitivitätsanalyse auf regionale Ebene zeigt
die Studie neue Perspektiven auf, wie das Meereis in einzelnen Regio-
nen der Arktis auf die globale Erwärmung reagiert, und antizipiert
zukünftige Änderungen. Die Ost-Sibirische See, die Tschuktschensee
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und die Laptewsee werden als Regionen identifiziert, die mit großer
Wahrscheinlichkeit zuerst ihr Sommer-Meereis verlieren werden. Die
Barentssee wird dagegen voraussichtlich die erste Region sein, die ihr
verbleibendes Winter-Meereis verliert und letztendlich das ganze Jahr
über eisfrei sein wird.

Bei der anschließenden Betrachtung des oberflächennahen Partial-
drucks von Kohlendioxid (pCO2) werden zwei Datensätze verwendet,
welche pCO2 aus lückenhaften Beobachtungen schätzen, um die Ent-
wicklung des pCO2 in der Arktis zu untersuchen. Beide Datensätze
zeigen über die letzten zwei Jahrzehnte eine konsistente Zunahme des
pCO2 für diemeisten Regionen. Dabeiwerden jedoch erheblicheUnter-
schiede imAusmaß der zwischenjährlichen und innerjährlichenVerän-
derungen zwischen den beiden Datensätzen beobachtet. Indem räum-
liche und zeitliche Variabilität im pCO2 mittels EOF-Analyse separiert
werden, lassen sich die dominierenden Treiber jener Veränderungen
identifizieren. Die Studie zeigt, dass Veränderungen im subarktischen
Bereich hauptsächlich dem saisonalen Zyklus der Sonneneinstrahlung
zugeordnet werden können, während in der hohen Arktis Prozesse
dominieren, die mit Änderungen in der Meereisbedeckung in Verbin-
dung stehen. Bei der Untersuchung der Saisonalität, lassen sich Hin-
weise auf Verschiebungen undÄnderungen in der saisonalenAmplitu-
de bereits in den historischen Daten feststellen (insbesondere nördlich
von Kanada), was potenzielle Auswirkungen auf die dortigen Ökosys-
teme vermuten lässt.

Diese Dissertation unterstreicht die Notwendigkeit, eine regionale
Perspektive auf den arktischen Klimawandel einzunehmen. Indemder
Blocking-Effekt erstmals systematisch analysiert undquantifiziertwird,
legt diese Arbeit die Grundlage für das Verständnis von Veränderun-
gen in derMeereisfläche in der hohenArktis und dürfte somit vonNut-
zen für Interessengruppen sein, für welche die Transformationen des
Arktischen Ozeans, insbesondere in Küstenregionen, von Bedeutung
sind. Darüber hinaus bietet die pCO2-Analyse Einblicke in die Treiber
des pCO2 imArktischenOzean unddient somit auch derVerbesserung
zukünftiger Datensätze, die für die Untersuchung regionaler Verände-
rungen im Kohlenstoffkreislauf der arktischen Meeresoberfläche ent-
scheidend sind. Diese Erkenntnisse tragen zur Grundlagenforschung
für zukünftige Studien in der Arktis bei.
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1I N TRODUCT ION

1.1. A TRANSFORMING ARCTIC

Since the first scientific expeditions to the high Arctic in the early 19th
century, much has changed in this remote, unique region of the Earth.
Reports of early explorers of this hostile environment describe a mas-
sive pack-ice in the Arctic Ocean, making it challenging to navigate
(e.g. Ross, 1835). While such conditions can still be encountered in
some seasons and areas, most of the Arctic nowadays bears witness
to a very different picture.

As satellite records since 1979 show, the Arctic sea-ice cover has been
undergoing a substantial retreat since the late 20th century. According
to satellite estimates by NASA, September sea-ice extent has declined
by about 50% since 1979 (Fetterer et al., 2017). While the areal esti-
mates from early ship-based observations are often restricted to what
seamen had logged while moving along the ice edge, modern obser-
vations from space allow us to get estimates that include the sea-ice
cover’s interior. This way, also areas of open water within the sea ice-
covered area can be detected and taken into account when the total sea-
ice area (SIA) is determined. These regionally resolved images from a
birds-eye perspective empower us to better track how sea ice changes
on these finer scales. Not only does this allow for a more precise esti-
mate of the sea-ice cover, but one also finds that changes in this white
lid on top of the ocean do not proceed at the same rate everywhere and
in every season.

This ongoing retreat of the once so solid “eternal ice” has vast impli-
cations on the environment, fauna, society, and industry; the firm ice
cover, which used to reach all the way to the coast, no longer protects
the landmasses, promoting erosion of entire coastlines (Overeem et al.,
2011; Barnhart et al., 2014). Whole species are moving due to increas-
ing water temperatures and changing feeding conditions (Moore and
Huntington, 2008; Davidson et al., 2020). Indigenous people from dif-
ferent regions in the Arctic report on aggravated hunting conditions,
facing difficulties in driving across the sea ice to get to their hunting
territories because the ice is either gone or too thin (Meier et al., 2014;
Rolph et al., 2018; Huntington et al., 2022). The same applies to animal
predators that rely on the sea ice as their hunting ground.

In addition to the sea ice decline caused by warming temperatures,
feedback mechanisms in the system, such as ice-albedo feedback, lead
to self-amplifying processes that can even accelerate these develop-
ments (Serreze and Barry, 2011; Pithan and Mauritsen, 2014; Hankel

2



1.2 WHY WE NEED A REGIONAL PERSPECTIVE 3

and Tziperman, 2021). Due to the intricate interplay of physical pro-
cesses, such feedback mechanisms lead to the Arctic warming at a rate
of up to four times faster than the global average, as was recently laid
out in a study from Rantanen et al. (2022, Figure 1.1 a). However, even
this amplification of the increase in Arctic temperatures has a seasonal
dependency, leading to rates of changes that are differently pronounced
throughout the year (Figure 1.1 b).

Furthermore, increasingly present open-water areas promote the up-
take of atmospheric CO2 (e.g. Anderson and Kaltin, 2001; Bates and
Mathis, 2009; Qi et al., 2022) by seawater that has long been undersat-
urated compared to the atmospheric CO2 concentration levels due to
the isolation of the ocean from the atmosphere by the solid ice cover.
This increased uptake of CO2 enhances what is known as ocean acid-
ifcation with severe consequences for the oceanic ecosystems and the
food chain (e.g. Orr et al., 2005; Søreide et al., 2010; Hunt et al., 2014).

Figure 1.1: (a) Time series of global average (faint colors) and Arctic aver-
age (dark colors) near-surface temperature anomalies (relative to
1981–2010) for various observational data sets (adapted Fig. 1a
fromRantanen et al., 2022). Straight lines mark the linear tempera-
ture trends for the period 1979–2021. (b) Seasonality of the Arctic
Amplification calculated for 1979–2021. Red circles indicate the ob-
served average from the four observational data sets listed in (a).
The box plots represent the Arctic Amplification estimates from
CMIP6 model simulations (adapted Fig. 5 from Rantanen et al.,
2022).

1.2. WHYWE NEED A REGIONAL PERSPECTIVE

In this thesis, I focus on regional studies of two key components of
the Arctic system: sea ice and the oceanic carbon cycle. The question
of why a large-scale average view of the Arctic is not sufficient to un-
derstand the system’s behavior can be answered by looking at the re-
gional characteristics of theArctic domain: TheArctic is a complex area
with multiple oceanic basins, shelves along the coast, archipelagoes
and islands, and straits that connect the high-latitude Arctic Ocean
with the lower-latitude Atlantic and Pacific (see Figure 1.2). These ge-
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Figure 1.2: Bathymetric map of the Arctic with an overview of the different
Arctic regions used in this study. The magenta line separates the
high Arctic from the sub-Arctic. The orange boundaries indicate
the individual regions based on ocean basin segments.
Regions of the high Arctic: Central Arctic, Beaufort Sea, Chukchi
Sea, East Siberian Sea, Laptev Sea, and Kara Sea.
Regions of the sub-Arctic: Bering Sea and Sea of Okhotsk on the
Pacific Side. Barents Sea, Greenland Sea, and Labrador Sea on the
Atlantic side, alongside Baffin Bay / Gulf of St. Lawrence, Hudson
Bay, and the Canadian Archipelago.
Bathymetric data used from GEBCO Compilation Group (2022).

ographic features have significant implications for the distribution of
watermasses and heat, but also forwinds, the formation of clouds, pre-
cipitation, and lateral exchange processes (Serreze and Barry, 2014).

The rapid cooling of warm, low-latitude water masses entering the
Arctic Ocean via the Atlantic and Pacific openings, combined with the
formation of sea ice, leads to cold, dense water masses sinking to the
ocean floor and spreading out along the Arctic shelves (Aagaard and
Carmack, 1989). In addition, wind and ocean currents drag the sea ice
around, leading to a heterogeneous distribution of sea ice across the
Arctic Ocean. The Fram Strait, for example, which connects the Arctic



1.2 WHY WE NEED A REGIONAL PERSPECTIVE 5

Ocean with the North Atlantic, is a key region for wind-driven sea-
ice export in the East Greenland Sea (e.g. Martin and Wadhams, 1999;
Tsukernik et al., 2010).

The ongoing accumulation of anthropogenic carbon emissions and
the resulting increase in atmospheric temperatures lead to a progress-
ing retreat of the Arctic sea ice cover, giving rise to different environ-
mental impacts. Coastal regions that used to be protected by the sea-ice
cover are now exposed to the open ocean, resulting in coastal erosion
and, hence, loss of landmasses and carbon input into the sea (Nielsen
et al., 2020, 2022). However, the retreat of the sea ice from the coasts
also has manyfold industrial and societal impacts; coastlines and har-
bors become more easily accessible, promoting the shipping industry
and tourism (Smith and Stephenson, 2013; Lasserre, 2019; Lasserre and
Faury, 2019; Wei et al., 2020). At the same time, indigenous people and
their hunting traditions become endangered as the sea ice gets thinner
or disappears entirely (Sellheim, 2019; Huntington et al., 2022).

But also regions off the shore are experiencing enormous changes.
Oceanic regions that used to be covered by sea ice are now exposed to
the atmosphere, leading to enhanced heat and gas exchange (Steiner
et al., 2013; Parmentier et al., 2013). This has severe consequences on
whole ecosystems as the distribution of marine species changes (e.g.
Moore and Huntington, 2008) but also because the enhanced acidi-
fication of the ocean leads to stark alterations of the carbonate sys-
tem, thereby affecting ecosystems and the food web. Not least, these
changes in the carbonate system may have a significant impact on the
Arctic’s role in the global carbon cycle (e.g. Bates and Mathis, 2009;
Friedlingstein et al., 2022).

Despite globalwarming being a global phenomenon, its impacts and
consequences are primarily apparent on a regional scale, thereby be-
ing highly diverse and hard to quantify. Hence, it is crucial that we
find metrics and tools to describe these changes on a regional scale
in order to better understand the processes at play and to be able to
make predictions about future developments. Many studies have been
published describing the Arctic’s state from a large-scale average per-
spective. However, with high-resolution satellite imagery and the fast-
progressing development of high-resolution climate models, it is time
to move beyond and put regional studies more into focus.

With this work, I want to contribute to a better understanding of the
Arctic’s system by investigating the regional evolution of sea ice and
how it responds to global warming alongside oceanic surface CO2 as a
critical indicator for changes in the oceanic carbon system. Thework fo-
cuses on regional and seasonal changes in sea-ice coverage and oceanic
surface partial pressure of CO2 (pCO2), which is a crucial quantity
driving the exchange of CO2 between ocean and atmosphere. However,
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instead of looking only at specific regions from an isolated view, I keep
the Arctic domain as a whole inmind and investigate regional changes
in the context of the larger scale.

1.3. THE IMPLICATIONSOFCLIMATECHANGEONARCTICSEA-ICE
RETREAT

The continuing retreat of Arctic sea ice has become a key indicator of
human-induced climate change.While most studies have long focused
on the pan-Arctic average sea-ice cover and mainly on September sea
ice, regional studies have gained increasing attention over the past few
years.

Of these regional studies, most concentrate on changes in the sea-ice
extent over time or use spatio-temporal signal processing techniques,
such as EOF analysis, to investigate the spatial patterns of sea-ice vari-
ability.While the first approachmainly describes the temporal changes
and often entirely neglects the physical processes at play, the latter ap-
proach has a few limitations for investigating long-term changes in sea
ice cover. This is because techniques such as EOF analysis rely on the
assumption of having a static pattern that varies in its amplitude over
time, whereas sea ice extent, on the other hand, not only exhibits a
strong seasonal cycle with a spatially heterogeneous distribution but
also changes its spatial pattern over time. However, EOF analysis can be
a powerful tool for getting a first impression of the variability patterns
in spatio-temporal data.

While there is no problem with time series analysis per se, such in-
vestigations exhibit one major shortcoming: They point out the tem-
poral evolution of the subject of interest, thereby relating it to human-
induced global warming. However, anthropogenic climate change is
not simply a function of time but most of all a question of how much
carbon we emit in a given period of time.

Notz and Stroeve (2016) were the first who put the decline of Arctic
sea-ice area into context with anthropogenic CO2 emissions. Following
their line of arguments, anthropogenic CO2 emissions lead to an in-
crease in downwelling atmospheric longwave radiation,which, in turn,
results in a northward retreat of the sea-ice edge. In their study from
2016, they found that changes in Arctic sea-ice area are linearly related
to cumulative anthropogenic CO2 emissions—a relation that is com-
monly referred to as sea-ice sensitivity. This relationship has been found
to be robust and consistent across different observational records and
state-of-the-art climatemodels (compare Figure 1.3 aswell asNotz and
Stroeve, 2016; SIMIP Community, 2020). While models consistently
underestimate the observed sea-ice sensitivity, the estimates cover a
wide range across the different models. This wide intermodel spread
seems to correspond to the models’ ability to reproduce the observed
Arctic Amplification (Stolla, 2023).
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Figure 1.3: Time series of September SIA and its sensitivity to changes in an-
thropogenic CO2 emissions (with permission from Stolla, 2023; la-
bels modified). The left panel shows the data from both observa-
tions and model simulations. The thick red line marks the 30-year
running average of the observations (light red markers), and the
thin lines mark the 30-year running averages of the model simula-
tions. The blue segments of the model data highlight the period in
which the running average is between the 90th percent threshold
and the 1million km2 minimum, defined as the transition period in
Notz and Stroeve (2016). The right panel shows the normalized
values of the model simulations, starting the transition period at𝑥 = 0 and ending at 𝑥 = 1. The SIA on the 𝑦-axis was normalized
such that their value at the start of the transition period is at 𝑦 = 1.

Follow-up studies have built up on this relationship, for example,
to estimate the remaining carbon budget that we have left to a certain
level of global warming at which the Arctic Ocean will be practically
ice-free in summer. For this purpose, the sensitivity of a specific record
is calculated and then extrapolated until the sea-ice area falls below
a given threshold of commonly 1million km2. Niederdrenk and Notz
(2018) performed a seasonal analysis based on the findings of Notz
and Stroeve (2016) and extrapolated the sensitivities of each month of
the year in order to determine the respective level of global warming
at which the Arctic Ocean will become ice-free.

While their results, based on the historical record, were statistically
significant throughout the entire seasonal cycle, long-termmodel stud-
ies often predict a change in the sensitivity pattern for high CO2 con-
centrations. Li et al. (2013) simulated a gradual increase of the atmo-
spheric CO2 concentration up to 1112 ppm, keeping the concentration
constant for a couple of thousand years, and then gradually decreased
it again. In the response of March sea-ice area, they found a rapid tran-
sition from an ice-covered state to an ice-free state once the northern-
hemispheric annual-mean surface temperature has increased by around
8K. Although there has been discussion about this phenomenon, it is
still under debate whether or not this “kink” in these model runs indi-
cates a breakdown of the linearity at high CO2 concentrations.
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To get a better understanding of how and why the sensitivity of the
sea-ice cover to global warming changes on a seasonal and regional
level, I performed sensitivity analyses on different satellite products of
sea-ice area (SIA) estimates alongside re-analysis of atmospheric near-
surface temperature (TAS). Starting from investigating the seasonal cy-
cle of pan-Arctic SIA sensitivities to changes in the global mean TAS, I
pursue a series of research questions that have arisen in the study pro-
cess.

From the pan-Arctic perspective, I find that there is a distinct separa-
tion between a high-variable summer and a low-variablewinter season.
Therefore, the first question I pursue is about the processes causing this
separation of the seasons. I find that geographic blocking of the sea-ice
edge is mainly responsible for both the separation of the seasons and
the low variability in winter.

To better understand the geographic blocking, I then focus on the
region where the blocking occurs, namely the coastline of the high
Arctic Ocean. This land–ice transition zone is of high importance for
various stakeholders, such as indigenous people and the shipping in-
dustry, but also for animals living in these areas and depending on the
seasonal presence of sea ice. Additional impacts on the coasts, such as
coastal erosion, are also of high interest. Therefore, a better understand-
ing of the blocking effect is key for a regional research perspective on
coastal and offshore sea-ice dynamics and for better future predictions.

As a next step, I investigate the timing of when these blocking and
detaching events happen. By determining the day of the year when
these events occur, I find that the blocking and the detaching change
linearly with increasing global temperatures, decreasing the length of
the season during which the sea ice is blocked by the coast.

These blocking anddetaching events occur on a highly regional scale
and also affect the sea-ice sensitivities in different regions of the Arctic
Ocean. Therefore, as a final step, I examine the characteristics of sea-
ice sensitivities for different regions. I find that the linear relationship
between changes in sea-ice area and global mean atmospheric near-
surface temperature holds also on this regional scale, and I identify
regions that are most likely subject to near-future sensitivity changes.

1.4. THE OCEANIC CARBON CYCLE IN THE ARCTIC

Human-induced climate change also affects the oceanic carbon cycle.
Ocean acidification, which results from changes in ion concentrations
in seawater due to changes in the carbonate system, has dire impacts
on oceanic ecosystems and the entire food chain. Therefore, getting a
clearer picture of the dynamics and changes in the Arctic’s oceanic car-
bon cycle is of utmost interest to various stakeholders.

The oceanic carbonate system can be altered by various processes.
These include the direct exchange of carbon dioxide (CO2) between
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ocean and atmosphere, the uptake of CO2 by phytoplankton during
photosynthesis and its release due to respiration, and the dissolution
of CO2 in seawater. One distinguishes commonly between physical, bi-
ological, and chemical processes.Whereas physical gas transfer of CO2
directly changes the concentration of the aqueous carbonate species,
other drivers rather shift the balance between the different species, lead-
ing to a new equilibrium state (Sarmiento and Gruber, 2006; Millero,
2013).

For CO2 to be able to exchange between ocean and atmosphere, dif-
ferent drivers are at play. Generally, the flux of CO2 across the air–sea
interface is described as a function of the so-called transfer velocity
and the partial pressure gradient of CO2 (ΔpCO2) between ocean and
atmosphere (Sarmiento and Gruber, 2006; Millero, 2013):

𝐹oc–atm
CO2

= 𝑘 ⋅ (pCOoc
2 − pCOatm

2 ) = 𝑘 ⋅ ΔpCO2 (1.1)

While the transfer velocity 𝑘 depends on various factors and is gener-
ally a function of the wind velocity, the partial pressure gradient is
the key indicator determining the direction and magnitude of the CO2
flux.

Although many studies focus on the flux itself, quantifying it accu-
rately is very difficult as the equation needs precise estimates of wind
and ocean current velocities, which are commonly hard to obtain on
a larger scale. Since large parts of the Arctic are also covered by sea
ice, which effectively impedes the CO2 gas exchange between ocean
and atmosphere, I focus instead on the partial pressure of oceanic CO2
(pCO2) as a key indicator for the oceanic carbonate system.Knowledge
of the pCO2 also allows for estimates of the exchange potential should
the ice disappear at some point.

However, sea ice does not only directly affect the CO2 exchange by
modulating the flux. During its growth and decay, brine drainage and
meltwater flushing lead to a redistribution of carbonate species and al-
ter certain seawater properties, affecting the oceanic carbonate system
and hence the oceanic pCO2 (Grimm et al., 2016; Moreau et al., 2016;
Thomas, 2017).

When sea ice forms, various components of the carbonate system, in
particular, dissolved inorganic carbon (DIC) and total alkalinity (TA),
are first incorporated into the ice and then rejected alongwith the brine
during the freezing process (Shcherbina et al., 2003; Rysgaard et al.,
2007;Notz andWorster, 2009; Rysgaard et al., 2009). Biological activity
in and under the ice leads to consumption of CO2, even more so when
the ice is absent and sunlight is abundant, stimulating photosyntheti-
cally active organisms. The presence and absence of sea ice naturally
also affect the seawater temperature and the salinity, both inducing
chemical changes in the pCO2 (Millero et al., 2006; Millero, 2013).

However, we still lack detailed knowledge of the magnitude and di-
rection of these processes in the Arctic despite having a fairly good
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Table 1.1: A non-comprehensive overview of various studies trying to esti-
mate the annual carbon flux of the Arctic Ocean. Uncertainties are
given as absolute deviations (same units).

Study Flux estimate [TgC/yr]

Bates and Mathis (2009) 66 to 199
Manizza et al. (2013) 58 ± 6
MacGilchrist et al. (2014) 166 ± 60
Yasunaka et al. (2018) 180 ± 130
Manizza et al. (2019) 153 ± 14

qualitative understanding of the mechanisms involved. Determining
the dynamics of these processes quantitatively, especially on a larger
regional scale, is highly challenging, particularly in these high-latitude
regions where sea ice inhibits long-term observations, both in situ and
remote. Consequently, the estimates of these processes and the result-
ing CO2 fluxes are often highly uncertain (Friedlingstein et al., 2022).
This is apparent in a multitude of studies that appeared over the last
decade and gave estimates for the carbon flux over the Arctic Ocean
ranging from around 50TgC/yr to 300TgC/yr (compare Table 1.1).
Even more so, most of the available estimates stem either from point-
wise observation studies or from regional model studies. To date, it
remains challenging to find reliable estimates of the as-is state of the
Arctic Ocean’s carbon cycle.

However, there is light on the horizon. Recent advances in techniques
to fill sparse data sets allow now for more detailed regional investiga-
tions. Over the past years,multiple such products have been published,
providing large-scale continuous fields of sea surface pCO2. These prod-
ucts have been proven successful on a global scale and in low-latitude
areas. So far, however, there has been no comprehensive study on the
Arctic Ocean’s domain.

Yasunaka et al. (2023) published a synthesis report considering a
wide selection of both models and observation-based data products in
which they lay out the present state of the Arctic Ocean’s pCO2 field.
Taking the average of each sub-group of the data sets, they demon-
strate how the observation-based data products compare against as-
similationmodels andhindcasts.While one of their concluding remarks
is that uncertainties across the estimates remain large, they do not dis-
cuss nor quantify how large the uncertainties across the individual es-
timates are, where the estimates are based on different techniques and
proxies to fill missing values in the pCO2 field.

To my knowledge, no study to date has been evaluating the quality
of these estimates in the Arctic, making it hard to build confidence in
these data products. Hence, in the second part ofmy thesis, I want to in-
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vestigate regional and seasonal characteristics of the carbonate system
in the surface ocean of the Arctic. I focus on the partial pressure of CO2
(pCO2) as a key variable of the oceanic carbonate system and explore
two observation-based data products that rely on different techniques
to fill the gaps in the observations. More details on the data products
can be found in the Infobox 3.1 in chapter 3 (page 22).

From a first analysis, I find a general increase of the surface ocean
pCO2 in most regions of the Arctic Ocean, consistently captured by
both data products. However, regional differences are large between
the two data products. Therefore, as a next step, I separate the spatial
and the temporal information by performing an EOF analysis.

Here, I found that I can distinguish the variability in the surface
ocean pCO2 by two larger domains, namely the sub-Arctic and the
high-Arctic domain. From the temporal evolution of the variability pat-
terns in these two domains, I identify the drivers that are most domi-
nant and responsible for the pCO2 variability in either of the two do-
mains.

The results from my EOF analysis and a long-term model study by
Orr et al. (2022) let me look deeper into the seasonality of the pCO2.
Hence, as a final step, I analyze the timing of seasonal maxima and
minima to explore shifts in the seasonality pattern. I also study how
the intra-annual amplitude of the seasonal cycle changes over time and
whether or not there is a trend that can let us make conclusions about
future changes.

1.5. STRUCTURE OF THIS THESIS

After this introduction, I continue with two chapters dedicated to the
above-outlined research subjects: Chapter 2 focuses on seasonal and
regional changes in Arctic sea-ice cover and how they relate to global
warming, and chapter 3 investigates regional characteristics of oceanic
surface pCO2 in the Arctic Ocean. In each chapter, I present and dis-
cuss the results of the studies I have conducted on this matter. The
study blocks resulted in twomanuscripts, both planned for submission
and included in the appendix of this thesis (page 34ff.). After the two
following chapters, I conclude with a summary of my findings and a
statement about the implications of my studies for future Arctic Ocean
research.



2THE RE S PONSE OF ARCT IC S EA- I C E AREA TO
GLOBAL WARM ING

2.1. SEA-ICE SENSITIVITY

In 2016, Notz and Stroeve published a study in which they linked the
long-term loss of Arctic sea ice to the increase in cumulative anthro-
pogenic CO2 emissions. They stated that, in order to keep the surface
energy balance closed, the ice edge needs tomove northwards as the in-
coming non-shortwave radiation increases as a consequence of increas-
ing anthropogenic CO2 emissions. Notz and Stroeve (2016) found that
the observed decline of September sea-ice area (SIA) correlates linearly
with cumulative anthropogenic CO2 emissions. Via linear regression
analysis, they determined the sensitivity to be around 3m2 per metric
ton of emittedCO2 in the observational record. The linear nature of this
relationship has been found to be a consistent feature of both different
observational data sets and state-of-the-art climate models, although
the latter have a strong tendency to underestimate the observed sensi-
tivity (e.g. Winton, 2011; SIMIP Community, 2020).

Subsequently, several studies have used this relationship to extrap-
olate the future evolution of Arctic SIA in order to predict the year
in which the Arctic will eventually become ice-free. Niederdrenk and
Notz (2018) eventually conducted a follow-up study based on observa-
tional andmodel data, covering the period until 2100, and investigated
the relationship between SIA and global atmospheric near-surface tem-
perature (TAS) also for months other than September. Despite their
finding that the linear relationship is a robust feature throughout the
entire seasonal cycle, with a general tendency of the simulations to
underestimate the observations, a more thorough investigation of the
changes in sensitivities over the year is still lacking.

In addition, different model studies have investigated the long-term
response of Arctic SIA to rising CO2 levels on a millennial scale. Some
of these studies also focused on the difference between summer and
winter sea ice (commonly September andMarch), thereby finding that
the sensitivity of winter SIA rapidly increases at a certain level of at-
mospheric CO2 concentration (e.g. Armour et al., 2011; Li et al., 2013;
Bathiany et al., 2016). Although the event of this “rapid ice loss” is a
common feature of these studies, there is still disagreement about its
triggers, requiring further investigations.

To better understand the seasonal dependency of Arctic SIA sensi-
tivities, I started my investigation by examining the seasonal cycle in
more detail. For this first step, and before trying to link any changes to

12
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Figure 2.1: (a) and (b) show the seasonal cycle ofNH SIA andArctic mean TAS
and its change over time. Darker line shadings represent more re-
cent time steps. The grey-shaded area represents the spread in the
respective month across the entire time series from 1979 to 2022.
(c) shows monthly sensitivities of NH SIA to Arctic mean TAS. Val-
ues denote the respective seasonal sensitivity in million km2/°C.
Markers of one month share the same color, increasing their size
over time. The transitions aroundMay/June and October/Novem-
ber mark the breakpoints, separating the seasonal cycle into a win-
ter and a summer season.

global warming, I first computed sensitivities with respect to changes
in theArctic average TAS, as this is the temperature the ice ultimately re-
sponds to (Figure 2.1). The Infobox 2.1 providesmore details about the
SIA and TAS data sets I used for this study. Combining the time series of
both quantities, northern-hemispheric (NH) sea-ice area (Figure 2.1 a)
and Arctic atmospheric near-surface temperature (Figure 2.1 b), I de-
rived sensitivities for each month of the year (Figure 2.1 c).

Assuming a perfect linear relationship between SIA and TAS, one
would expect all the points in Figure 2.1 (c) to be scattered around
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Infobox 2.1: Data sets used for this study

Sea-ice area (SIA)
In this study, I used three different observational estimates of sea-ice concentration (SIC):
NASA Team (Cavalieri et al., 1984, 1997), NASA Bootstrap (Comiso, 1986, 1995), and
OSI-SAF (Lavergne et al., 2019; OSI SAF, 2017). Sea-ice area is computed by multiply-
ing the respective sea-ice concentration with the area of the grid cell. This is a common
approach.
NASA Bootstrap is known to maximize sea-ice concentration wherever possible, whereas
NASA Team tends to underestimate the true sea-ice coverage. OSI-SAF often lies some-
where in between the other two products. In the text, if not declared otherwise, I will
typically refer to the ensemble mean of the three SIC data sets as observations of SIA.

Atmospheric near-surface temperature (TAS)
For the temperature-related sensitivity analyses, I use the near-surface temperature data
from the ERA5 reanalysis project (Muñoz Sabater, 2019; Hersbach et al., 2020), and
the anomalies estimates from GISTEMP dataset (GISTEMP Team, 2023) and from
HadCRUT (version 4, Morice et al., 2012).
ERA5 has a meridional resolution of 31 km and is retrieved from the Copernicus Climate
Data Store. The GISTEMP anomalies are on a 2° × 2° regular latitude-longitude grid.
The HadCRUT data set combines land (CRUTEM4) and ocean sea-surface temperature
(SST) anomalies (HadSST3) provided on a 5° × 5° regular grid.

a straight line. However, what stands out at first glance is the quasi-
circular shape of the seasonal cycle, followed by the fact that winter-
month sensitivities are all relatively close to each other and ratherweak
compared to summer-month sensitivities. Another striking feature is
the substantial increase in sensitivities toward summer and the also
substantial but more gradual decrease toward winter.

These two seasonal transitions can be assigned to two breakpoints
in the seasonal cycle: the transition between May and June and the
transition between October and November. I found that these break-
points are also apparent if I consider other domains for the indepen-
dent variable (temperature), such as northern-hemispheric or global
temperature, although changes are not as pronounced as with Arctic
temperature due to Arctic Amplification.

A note on the computation of sensitivities: To obtain sensitivities, I
used the monthly mean values of the respective SIA data sets and per-
formed linear regression statistics against TAS. Sensitivities are hence
expressed inmillion km2/°C. The linear regression is usually computed
first for each individual data product combination (sea-ice area and
temperatures) and then averaged over the resulting values. Also, I use
the terms “high” or “large” sensitivities in the rest of thiswork for large
absolute values even if the actual values of the regression slopes are
negative (declining SIA with increasing TAS). The analog holds for low
absolute values.
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2.2. GEOGRAPHICMUTINGASADRIVEROFSENSITIVITYCHANGES

To understand the mechanisms behind these transitions between win-
ter and summer sensitivities, I studied the breakpoints in May/June
and October/November in more detail. By looking at satellite records
of the time steps at which the transition between winter and summer
occurs, I found that the timing of these transitions coincides with the
blocking of the sea ice by surrounding land masses.

When sea ice is expanding in winter, coastlines of the land masses
surrounding the Arctic Ocean block the southward expansion of the
sea-ice edge, thereby dampening changes in the winter sea-ice extent—
an effect, Eisenman (2010) introduced as “geographicmuting”. In sum-
mer, on the other hand, this effect is minimal as the sea-ice edge barely
reaches the land masses. This effect also seems to cause the observed
changes in sensitivities over the year.

In this study, I systematically investigated for the first time what
time of the year the blocking effect takes place and how its occurrence
changes over time. This can give us confirmation of Eisenman’s block-
ing hypothesis and, more importantly, an understanding of how the
event of blocking and detaching of the sea-ice edge from the coast af-
fects the seasonal changes in SIA sensitivities.

To identify the timing of the blocking and detaching of the sea-ice
edge, I proceeded as follows: First, I created amask of the coastline that
surrounds theArctic Ocean (compare Figure 2.2 b). I refer to this as the
Arctic perimeter in the following. Then, I considered grid cells along this
coastline as “blocked” if they show a value of at least 95% of sea-ice
concentration (SIC). Counting grid cells that exceed this threshold and
dividing this number by the total number of grid cells in the Arctic-
perimeter mask results in a time series of fractional values, represent-
ing how much of the Arctic-perimeter coastline “blocks” the body of
Arctic sea ice at any given time step.

Plotting these time series for each month of the year, I find my as-
sumption confirmed (Figure 2.2 a); the changes I observed in the sea-
sonal cycle of sensitivities coincide indeed with the transition between
the Arctic perimeter being largely covered and the Arctic perimeter be-
ing largely ice-free. Performing the above with monthly data reveals a
pronounced transition in the coverage of the Arctic perimeter between
May and June (detaching of the ice edge from the coast) and between
October and November (attaching of the ice edge to the coast and sub-
sequent blocking of the ice).

However, when we look at Figure 2.1 (c) again, we figure that the
transition between summer and winter occurs at different levels of
sea-ice area. Toward winter, this occurs at around 8million km2, corre-
sponding to the ocean area enclosed by the Arctic perimeter. Toward
summer, on the other hand, the transition occurs at a value larger than



2.2 GEOGRAPHIC MUTING AS A DRIVER OF SENSITIVITY CHANGES 16

Figure 2.2: Blocking of the sea-ice edge along the Arctic perimeter. (a) shows
time series for each month depicting the fraction of the Arctic
perimeter that is blocked by the sea-ice edge. (b) shows the Arctic
perimeter mask (dark orange, exaggerated thickness for display
purpose) and segments in which the SIC (yellow to black shad-
ings) is above 95% (light green). The cells in these segments are
eventually counted and divided by the total amount of cells cov-
ered by the Arctic perimeter mask to result in the time series plot-
ted in (a).

10million km2. This may seem contradictory to the blocking hypoth-
esis at first. However, I argue that this effect is a consequence of the
following two mechanisms:

First, while growing a certain area of sea ice demands relatively lit-
tle energy withdrawal, melting the same area requires a much higher
energy input since the ice has become thicker over winter (Massonnet
et al., 2018). This difference in the pace of growth versus melt results
in different monthlymean values aroundwhen the blocking or detach-
ing occurs. After summer, the ice edge can move freely first, reaching
the Arctic perimeter with a sea-ice area of around 8million km2. Since
the areal changes per day are relatively large up to this point due to a
high growth pace, the attaching and subsequent blocking are expected
to take place around this value. On the other hand, during the melting
season, the areal fraction that disappears every day is much smaller
compared to the areal gain that happens during the cold season. The
resulting monthly mean is, therefore, relatively high.

Second, during winter, ice has also grown in regions further south
of the Arctic perimeter. While the ice edge is, in general, assumed to
retreat toward the Arctic perimeter over the course of the melting sea-
son, some of these southern regions lose their winter sea ice only later
in the season. This is particularly true for the Baffin Bay and the Cana-
dian Archipelago. Consequently, the total Arctic SIA is still relatively
high when the detaching occurs.

Paying attention again to the time series in Figure 2.2 (a), it also ap-
pears that the May and November time series start to branch off the
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Figure 2.3: Day of the year at which the sea-ice edge attaches to and detaches
from the Arctic perimeter, plotted against global mean tempera-
ture anomalies (reference period: 1961–1990). The colored shad-
ings around the regression line represent the 95% confidence in-
terval of the fit, and the dashed lines the 95% prediction inter-
val. The gray hatchings mark the season of the year during which
the Arctic perimeter fully hinders the ice edge from moving fur-
ther south. Days of the year are roughly mapped to the respective
months, indicated on the right. Note that the y-axis starts with Au-
gust.

cluster of “high coverage” states. This indicates that the sea-ice edge
is slowly retreating so far that the blocking and freeing-up shifts fur-
ther into wintertime. To examine this further, I repeated the above-
described analysis for daily data, which enabled me to determine the
coverage state of the Arctic perimeter for each single day of the year.
This way, I wanted to detect potentially existing shifts in the timing
and investigate if these shifts occur gradually or are bound to a spe-
cific event.

I considered the ice edge to be blocked by the coast when at least
85%of theArctic perimeter is covered by sea ice according to the above
definition (SIC ≥ 95 % in the respective grid cell). By comparing the
above retrieved coverage states to this threshold and taking the first day
after summer and the last day after winter when the profile is above
the threshold, I determined the day of the year at which the blocking
and detaching occur, respectively.

Figure 2.3 shows the results of this analysis. Since a shift in the tim-
ingwould be due to the northward shift of the ice edge, and that north-
ward shift would be caused by rising global temperatures, I plotted the
days of the year at which the events occur against temperature anoma-
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lies. I found that the timing of the ice attaching to the coastline has been
shifting with a rate of around 4days per tenth degree of global warm-
ing, starting in October at the beginning of the record and ending in
early December at the end of the record. Similarly, the timing of the
ice detaching from the coastline has been shifting with a rate of around
−3days per tenth degree of global warming, starting in June at the be-
ginning of the record and advancing into May from 2010 onward.

The sensitivity is robust and linear in each of the two cases, and I
do not find any reason to assume that this will change in the future
based on the mechanisms I have outlined above. From the events’ pro-
gression into other seasons, it follows that the sensitivities of sea-ice
area to temperature changes will change accordingly. Hence, I can say
with high confidence that the rapid sensitivity change observed at high
emission levels in long-run model simulations such as the one per-
formed by Li et al. (2013) is a direct consequence of the geographic
blocking effect. Rapid ice loss is expected to occur once the sea-ice edge
no longer transgresses the Arctic perimeter.

2.3. THE SENSITIVITIES OF INDIVIDUAL REGIONS

For my final investigation of this chapter, I looked into the sensitivities
of individual regions of the Arctic. When looking at satellite records,
it seems that some regions lose their sea ice at higher rates than others.
There have been amultitude of studies investigating individual regions
and the physical mechanisms that drive the sea ice dynamics and that
are characteristic of these regions. However, only few studies have in-
vestigated the regional signals in the scope of the overall pan-Arctic
sea-ice loss. Onarheim et al. (2018) looked into the temporal evolution
of the different regions of the Arctic and how they compare in the pic-
ture of the overall sea-ice loss. However, despite providing a good de-
scription of the temporal changes, their study, which is mainly based
on time series analysis, neglects the physicalmechanisms driving these
changes.

Here, I investigate how sea ice in the individual regions of the Arc-
tic responds to global warming and how these regions contribute to
the large-scale picture. For this purpose, I performed linear regression
analysis for each of the regions defined in Figure 1.2 and analyzed them
in the context of the pan-Arctic changes.

I found that the linear relationship between sea-ice area and global
temperature holds in general also on higher-resolved regional scales.
However, one should keep in mind that regions that are limited in ex-
tent might be in a saturation state at certain times. That is, if the region
is entirely ice-free or fully ice-covered for certain periods, one wants to
exclude these time stamps from the regression analysis because they
would bias the result otherwise. Both undersaturation (for example,
when a region is constantly ice-free at high temperatures) and over-
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Figure 2.4: Observed sensitivities of individual regions of the Arctic (in
million km2/°C). Regions are clustered by winter-active (blue col-
ors) and summer-active (red colors) regions and ordered alpha-
beticallywithin each group. Regions can be distinguished by color
shadings and hatches. For regions with a sensitivity greater than
0.4million km2/°C the respective value is annotated.

saturation (permanently fully ice-covered at low temperatures) would
lead to an underestimation of the true sensitivity. Filtering the data
accordingly beforehand, I calculated sensitivities for each region and
most seasons, which are displayed in Figure 2.4.

The figure shows how the individual sensitivities sum up to the pan-
Arctic sensitivity, reliably explaining the contribution of the individ-
ual regions to the overall signal. Regions south of the Arctic perimeter
are typically characterized by higher sensitivities in winter (blue shad-
ings in Figure 2.4) as opposed to regions further north that exhibit the
strongest sensitivities in summer (red shadings).

I find the strongest winter sensitivities of −0.53million km2/°C in
the Barents Sea, followed by the Baffin Bay / Gulf of St. Lawrence and
the Sea of Okhotsk. The Barents Sea is more driven by the strong At-
lantic inflow than by the local air temperatures (Onarheim andÅrthun,
2017; Dörr et al., 2021). However, the sensitivity to global temperatures
is still statistically significant and pronounced, confirming that global
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temperature is a good indicator of the overall energy in the system.
Over the winter, sensitivities remain relatively constant—not only in
the pan-hemispheric signal but also in the individual regions.

Toward summer, the pan-hemispheric sensitivity gradually increases
due to a northward shift of the ice edge and regions like Baffin Bay
and the Canadian Archipelago losing their ice cover relatively late in
the melting season (as argued above). Finally, in summer, I find the
highest sensitivities in the East Siberian Seawith−0.83million km2/°C,
followed by the Central Arctic, the Chukchi Sea, the Laptev Sea, and
the Kara Sea. The overall sensitivity keeps increasing until reaching
its maximum value in October with about −4million km2/°C. Around
that time, the ice edge eventually retreated north of the Arctic perime-
ter; meanwhile, regions further south also lost their ice cover.

The ice can now move freely within the boundaries of the Arctic
perimeter. During the freezing period, the ice starts to expand until fi-
nally reaching the coastline, described by the Arctic perimeter, which
blocks the ice at most points from moving further south. This is the
point atwhich the pan-Arctic sensitivity starts to rapidly decrease again.
The same is true for the summer-active regions,which are located north
of the Arctic perimeter and, therefore, are subject to the blocking. Only
winter-active regions exhibit increased sensitivities as they are located
further south, where the ice edge can still move unhindered.

Note that, for the sake of discussing sensitivities in the framework
of global warming, I use a different domain (global) for the tempera-
ture compared to what is depicted in Figure 2.1 (Arctic temperature).
Since the change of the seasonal cycles differs between the Arctic and
the global temperature, we obtain themaximum sensitivity at different
times of the year. However, this choice of domain does not affect the
timing of the breakpoints between summer and winter, underlining
the blocking hypothesis’s robustness.

Considering the combination of sensitivities and ice area that has
already been lost over the past, I can now infer which regions will
likely lose their remaining sea ice in specific seasons first. Based on
my results, I expect that the East Siberian Sea, the Chukchi Sea, and
the Laptev Sea are among the regions that will lose their remaining
summer sea ice first. The Barents Sea will likely be the first region to
experience an ice-free winter season and, therefore, be ice-free all year.
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In this chapter, we move to the second subject, namely the Arctic’s re-
gional surface ocean pCO2. Estimating pCO2 of the Arctic Ocean is ex-
tremely challenging due to the sparse availability of observations and
the complex interplay of various processes that influence the pCO2 dy-
namics. Over the last few years, there have been growing advances in
the development of techniques enabling extensive regional data cov-
erage despite the limited availability of observations (e.g. Rödenbeck
et al., 2013; Landschützer et al., 2013, 2016). A number of studies have
assessed the global pCO2 field of such estimates (e.g. Zeng et al., 2014;
Rödenbeck et al., 2015; Laruelle et al., 2017), with good overall agree-
ment between different products. However, hardly any studies have
focused on the Arctic domain.

Yasunaka et al. (2023)were the first to present synthesized estimates
of Arctic Ocean pCO2 from a range of data products, includingmodels
and observation-based data products. Their study provides estimates
of the historical pCO2 alongside CO2 fluxes as well as the annual mean
CO2 uptake and its trend over the past decades. However, large un-
certainties remain based on the wide range of estimates between the
different data products.

Evidently, we have not yet gained a comprehensive understanding
of the relevant dynamics and processes in these high-latitude regions,
resulting in this large disagreement between individual products. Get-
ting a better knowledge of past and future regional and seasonal dy-
namics and processes of the Arctic Ocean’s carbon cycle is hence cru-
cial in order to complement our picture of the overall carbon dynamics
in the Arctic Ocean and to increase confidence in these data products.

In order to help fill this gap, I investigated two data products that
have been successfully used for global ocean studies, providing pCO2
fields up to 90 °N. Both data products consist of pCO2 estimates, re-
lying on different methods to fill the gaps in the observational record
(see the Infobox 3.1 for more details).

I started with a general exploration of the mean state of the Arctic
Ocean’s pCO2 field and its evolution over time. This is followed by an
EOF analysis to decompose the spatio-temporal variability into its dom-
inant patterns, helping identify the dominant drivers governing the
pCO2 dynamics in the high and the low Arctic. Finally, I investigated
changes in the timing of the seasonality and in the amplitude of the
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Infobox 3.1: pCO2 data sets used in this study

MPIM-SOM-FFN:
The Max Planck Institute for Meteorology Self-Organizing Map Feed-Forward Network
(MPIM-SOM-FFN) reconstructs the sea surface pCO2 field at a monthly 1°×1° resolution
over the open ocean and, spanning the period from 1982 to 2021. The method uses a
two-step neural network approach with the following inputs as proxy fields:

Variable Source

Sea surface temperature Huang et al. (2021)
Sea surface salinity Good et al. (2013)
Mixed-layer depth De Boyer Montégut et al. (2004)
Chlorophyll a GlobColour (ACRI-ST, France)
Atmospheric pCO2 Global Monitoring Laboratory (NOAA, USA)
Ocean pCO2 climatology Takahashi et al. (2009)

Refs: Landschützer et al. (2013, 2016) and Jersild et al. (2017)

Jena-MLS:
The Jena-Carboscope mixed layer scheme (Jena-MLS) is primarily based on spatio-
temporal interpolation of the pCO2 observation data from the Surface Ocean CO2
Atlas (SOCAT) database but also compatible with the dynamics of ocean mixed-layer
carbon content, that is, taking into account the buffer effect. The pCO2 field in this
product is available at a daily 2.5°×2° resolution from 1957 to 2021.

Refs: Rödenbeck et al. (2013, 2022)

seasonal cycle. The results of this analysis are presented in more detail
in appendix B, and I will summarize the most critical outcomes in this
chapter.

3.1. THE MEAN STATE OF PCO2 AT DIFFERENT SCALES

Bothdata sets are proven to yield reliable resultswith respect to changes
in the global ocean. However, large differences between the two data
sets become apparent if we focus on higher latitudes in the North (Fig-
ure 3.1), indicating that pCO2 changes in the Arctic are less well under-
stood.

The annual mean pCO2 increases between 1982 and 2021, in agree-
ment between the two products. However, differences occur in the in-
terannual variability and in the amplitude of the seasonal cycle (not
shown). I also find that the period from 1982 to around 2005 is char-
acterized by some anomalous features, for which I did not find expla-
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Figure 3.1: Mean states of Arctic ocean surface pCO2 and its evolution over
time. Each row shows the data of a different data set—Jena-MLS in
the top row and the MPIM-SOM-FFN in the bottom row. The right-
most panel shows the long-term trend of the annual mean state
between 2005 and 2021. Orange (white) contour lines mark the
respective average September (March) sea-ice edge (NASATeam).
In the right-most panels, the solid (dashed) contour linesmark the
respective states in 2005 (2021).

nations in the literature. Given the fact that most of the measurements
were collected after 2005, I focus on the period after 2005 for the rest
of the analysis.

Both data sets display a relatively consistent increase of the mean
state pCO2 field over this period. However, while the sub-Arctic is
represented by similar long-term trends in both data sets, trends in
the high Arctic are much stronger pronounced in the MPIM-SOM-FFN
as opposed to the Jena-MLS. In these high-latitude and, to a large part,
ice-covered regions, the trends shown by the MPIM-SOM-FFN are partly
more than four times stronger than in the Jena-MLS, which exhibits no
visible differences between trends in the sub-Arctic and trends in the
highArctic. Besides these large differences in the highArctic, both data
sets agree that the ocean surface pCO2 generally increases in all re-
gions, with notable exceptions in the vicinity of the summer sea-ice
margin.
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Figure 3.2: EOFs and PCs of the first two modes. The maps in the top row
show the eigenvectors (EOF patterns) of the first two modes. The
light-teal path marks the area defined as the high Arctic (also com-
pare Figure 1.2). The time series below show the corresponding
temporal evolution of these spatial variability patterns (principal
components) and their respective seasonality. The shadings from
magenta to black mark different periods between 2005 and 2021.
Overlaid is the seasonal cycle of Arctic sea-ice area in units of
million km2.

3.2. DOMINATING PATTERNS IN THE HIGH AND THE SUB-ARCTIC

In the following section, I will delve into the spatio-temporal variabil-
ity patterns in the two data sets by investigating the results from an
EOF analysis (compare Figure 3.2). EOF analysis is a statistical tool that
identifies and ranks dominant patterns of spatial or temporal variabil-
ity within a data set by decomposing the data into orthogonal modes.
Each mode consists of an eigenvector (a map with spatial variability
patterns) and an eigenvalue (a time series describing the temporal evo-
lution of the spatial variability patterns).

For both data sets, the first two modes explain more than 70% of
the total variance, so I will limit the discussion to these two modes in
the following. For theMPIM-SOM-FFN, the explained variance of the first
twomodes is pretty similar to each other (36% and 34%), and the pat-
terns in the eigenvector maps resemble the patterns of the complemen-
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tary modes of the Jena-MLS; that is, the first mode of the Jena-MLS corre-
sponds well to the second mode of the MPIM-SOM-FFN, and vice versa
(compare the maps in Figure 3.2). Hence, I will call the first mode of
the Jena-MLS and the second mode of the MPIM-SOM-FFN the sub-Arctic
related mode and the second mode of the Jena-MLS and the first mode
of the MPIM-SOM-FFN the high-Arctic related mode. This choice is made
according to where the respective modes show the most pronounced
spatial variability (compare Figure 3.2).

EOF analysis is sensitive to domain selection. For the present case, I
restrict the domain to the area north of 50 °N prior to the EOF analysis.
At each pixel, I removed the long-term linear trend from the monthly
time series to focus on the variability of the data and filled missing
values with the long-term mean. This way, these pixels can be consid-
ered by the EOF analysis without contributing to the variability. I also
masked out the Baltic Sea as this area has exceptionally high pCO2
values, especially in the MPIM-SOM-FFN, and would otherwise lead to
undesired domination of the variability pattern.

The sub-Arctic-related eigenvectormap in both data sets shows over-
all positive values for this domain (compare Figure 3.2). I find partic-
ularly high values in the Pacific inflow region and Hudson Bay. The
Atlantic side, although also continuously positive, is characterized by
generally lower values. The high Arctic (the area enclosed by the teal
line in the eigenvector maps) is represented by relatively weak values,
with partly even slightly negative values in the Jena-MLS. One exception
here is the Chukchi Sea, which exhibits strong positive values in both
data sets.

The temporal evolution of these spatial variability patterns is dis-
played by the principal component (PC) of the respective mode. The
sub-Arctic-related PC exhibits a relatively symmetric seasonality pro-
file and is strongly anti-correlated with the seasonal cycle of solar ir-
radiance and surface temperature. Both data products agree reason-
ably well in this matter. The anti-correlation between the PC’s seasonal
profile and the solar irradiance hints at a weak temperature-driven
component in the sub-Arctic related mode. I tested this assumption by
performing a temperature decomposition after Takahashi et al. (1993),
which confirmed that the temperature-driven component is relatively
weak, accounting for less than 20%of the total pCO2 trend (not shown).

In contrast to SST, biological activity leads to a drawdown of CO2 in
summer when stimulated by high light abundance (e.g. Bergeron and
Tremblay, 2014; Arrigo and vanDijken, 2015).When light gets scarce in
winter, this mechanism is turned down. Hence, I conclude that, from
the multitude of factors that potentially influence the pCO2 dynam-
ics in these regions, temperature is nearly negligible, and changes in
the pCO2 are mainly driven by biological activity and the physical ex-
change of CO2 across the air–sea interface. Over the past, the decline
of the sea-ice cover has led to longer growing seasons and hence to an
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increase in net primary production (Arrigo et al., 2008; Arrigo and van
Dijken, 2011, 2015), underlining the assumption that biological activity
dominates here.

The high-Arctic-relatedmode is characterized by strong positive val-
ues in the Chukchi Sea, again with good agreement between both data
sets. In the case of theMPIM-SOM-FFN, this positive field widely extends
across the Beaufort Sea to the Canadian Archipelago. The Jena-MLS, in
turn, shows a pretty heterogeneous field in the high Arctic with pro-
nounced negative values in the Laptev Sea. In this region, the MPIM-
SOM-FFN contains areas ofmissing data due to spatial gaps in one of the
proxy fields (the mixed-layer depth) during the winter months. These
gaps, however, are mainly attributable to areas with sea-ice cover and
are treated accordingly before performing the EOF analysis.

The high-Arctic-related PC exhibits a sinusoidal seasonality with a
zero crossing atmid-year. This profile coincideswith the seasonal cycle
of the northern-hemispheric sea-ice cover and hence hints at dynamics
closely related to the seasonality of the sea ice. Since these two profiles
are strongly correlated, I argue that, for the high-Arctic domain, pro-
cesses resulting in a net decrease in pCO2 dominate during the sea-ice
melt season, whereas processes leading to a net increase in pCO2 dom-
inate during the sea-ice growth season.

Separating the spatio-temporal variability via EOF analysis revealed
that the ocean pCO2 dynamics in the Arctic are dominated by distinct
patterns that can be attributed processes either mainly related to solar
irradiance (in the sub-Arctic) or primarily associated with sea-ice dy-
namics (in the highArctic). Particularly in the highArctic, the twodata
sets show large differences in the spatial variability patterns, indicating
that the pCO2 dynamics in this region are less well understood. How-
ever, the temporal evolutions of these variability patterns, displayed
by the respective principal component, resemble one another, building
confidence in the regions with pronounced variability in the eigenvec-
tor maps.

While the Jena-MLS shows hardly any changes in the seasonality pro-
file, the high-Arctic-related seasonality profile of the MPIM-SOM-FFN in-
dicates potential for a shift in the seasonality of pCO2 in this region.
Therefore, in the next section, I will look closer into the seasonality
with respect to changes in timing and amplitude.

3.3. CHANGES IN TIMING AND AMPLITUDE OF SEASONALITY

In a model study from 2022, Orr et al. found reasonable indications
for future seasonal shifts. Investigating the long-term evolution of Arc-
tic average pCO2, they found that seasonal variations of pCO2 may in-
crease, and the historical summer low will likely turn into a summer
high under mid-to-high-level emission scenarios. They did not report
any changes in the historical period, though. However, since spatial av-
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eraging always smooths out regional features and anomalies, it seems
reasonable to believe that changes in seasonality might already occur
earlier than these model projections suggest. The temporal evolution
of the PC from my EOF analysis indicates that such shifts might be al-
ready present in the historical record and have been possibly missed
due the large-scale spatial averaging.

Therefore, I investigated the timing of seasonal maxima andminima
alongside the changes in the intra-annual amplitude of the seasonal
cycle. I find hardly any change in the timing of the seasonal extrema
for either of the two data sets, with slightly pronounced changes in the
MPIM-SOM-FFN. However, the amplitude of the seasonal cycle shows a
considerable increase in the MPIM-SOM-FFN data set, particularly in the
high Arctic north of Canada, the Beaufort Sea, and the Chukchi Sea.
The Jena-MLS data set shows only very little change in these regions.

I note that the two data products largely disagree here, making the
results inconclusive. Still, given the pronounced changes in sea-ice cover
over the past decades and a strong Arctic warming, it seems reason-
able to assume that changes in the seasonality of pCO2 are already
present in the historical record and are worth further investigation. If
this is the case, getting clarity on the seasonal changes in the affected
regions would be an essential next step to better assess the impact of
these changes on local ecosystems and to estimate future evolution in
these areas.



4SUMMARY AND CONCLUS IONS

4.1. MY FINDINGS ON SEASONAL AND REGIONAL CHANGES OF
SEA-ICE AREA AND SEA-SURFACE PCO2

As climate change progresses, regional changes in the Arctic are be-
coming increasingly important to various stakeholders. Transforma-
tions of theArctic Ocean caused by the continuing retreat of sea ice due
to global warming affect, in particular, the coast–ice transition zone,
making it a subject of special interest to the shipping industry and in-
digenous people. However, also areas in the open ocean are influenced
by the ongoing changes, particularly oceanic systems that the ice cover
has shielded from the atmosphere over a long period. Changes in the
oceanic carbon cycle in these areas are of particular interest as they
determine the exchange of CO2 between ocean and atmosphere and,
therefore, the rate of ocean acidification in the Arctic, affecting whole
ecosystems and, hence, the entire food chain.

Considering the evolution of these variables in the different domains,
understanding their seasonal changes is at least equally important as
the long-term changes of their mean state. Particularly, organisms that
depend on the carbon chemistry in the ocean are highly sensitive to
seasonal changes in their environment. However, seasonal changes in
the sea-ice cover are also of increasing importance, not only because
they have a more or less direct impact on the ecosystems mentioned
above but also because the dynamics in the sea-ice cover have a vast
influence on the environment, fauna, society, and industry.

Getting a more thorough understanding of seasonal and regional
changes in the Arctic is therefore crucial to better estimate the impacts
of climate change on these systems and to develop strategies for adapt-
ing to these changes. In times of ultra-high-resolution satellite imagery
and continuous development toward high-resolution climate models,
it is important to also shift the overall research perspective to a more
regional level.

With this thesis, I aim to contribute to this shift by investigating two
crucial indicators affected by a warming climate: Arctic sea-ice cover-
age and surface oceanpCO2. In the following, I present the keyfindings
on each of the research objects I formulated in the introduction of this
thesis before ending this chapter with some conclusions.
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ON THE SENSITIVITY OF ARCTIC SIA TO GLOBAL WARMING

In my first study (see chapter 2 and appendix A), I systematically an-
alyzed the seasonal cycle of Arctic sea-ice area (SIA) sensitivities with
respect to global warming. I started by investigating the changes in the
pan-Arctic sensitivities over the seasonal cycle, examining the timing
of the changes and the underlying processes. From this point, a series
of questions emerged, for which I highlight the key results in the fol-
lowing:

• Monthly SIA sensitivities display a strongermonth-to-month vari-
ability in summer than in winter. This separation of the seasonal
cycle into a summer and a winter season is marked by two break-
points (May/June and October/November), arising from the ge-
ographic blocking of the sea-ice edge.

• I systematically quantified the blocking effect proposed by Eisen-
man (2010) and determined the day of the year on which the
sea-ice edge touches the coastline and the day it detaches from it
again.

• Two conclusions arise from this finding: First, these events re-
lated to the blocking of the sea ice cause the sensitivity changes I
found in the seasonal cycle at the beginning. Second, the timing
of these events also changes linearly with global warming; the
event of the ice attaching to the coastline delays by about 4days
per tenth degree of global warming, the timing of the ice detach-
ing from the coastline advances by about 3 days per tenth degree
of global warming.

• Consequently, the change in sensitivities eventually progresses
into adjacent months, shortening the season during which the
sea-ice edge is blocked along the Arctic perimeter by around 7
days per tenth degree of global warming.

• This also indicates that extrapolating SIA sensitivities for individ-
ual months should be performed with care as sensitivities, par-
ticularly in the winter season, might change in the future as soon
as the sea-ice edge does not transgress the Arctic perimeter any
more.

• Examining regional characteristics, I find which regions respond
most sensitively to global warming and in which season. I find
the strongest summer sensitivities in the East Siberian Sea (with
−0.83million km2/°C), the Central Arctic, and the Beaufort Sea.
Winter sensitivities are strongest in the Barents Sea (with −0.53
million km2/°C), the Baffin Bay / Gulf of St. Lawrence, and the
Sea of Okhotsk.
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• Considering these findings together with the amount of SIA that
has been lost over the past decades, one can estimate which re-
gions will likely lose their entire sea-ice cover first and in what
seasons. Accordingly, I expect that the ultimate loss of remain-
ing summer sea ice will first occur in the East Siberian Sea, the
Chukchi Sea, and the Laptev Sea. In contrast, the permanent loss
of winter sea ice will likely occur first in the Barents Sea.

THEREGIONALANDSEASONAL EVOLUTIONOFARCTIC SURFACE
OCEAN PCO2

For my second study (see chapter 3 and appendix B), I focused on
ocean surface pCO2 as a research subject. Using two different regional
pCO2 data products that make use of different techniques to fill in the
observational gaps, I startedmy analysis with an overview of themean
state of pCO2 and how it evolved over time. I then separated the spatio-
temporal variability by performing an EOF analysis to identify the dom-
inant patterns and governing processes in the high and the sub-Arctic.
Finally, I looked at changes in the timing of the seasonality and in the
amplitude of the seasonal cycle. The key findings can be summarized
as follows:

• Both data products show a general increase in surface pCO2 con-
centrations between 2005 and 2021. Trends in the sub-Arctic are
consistently in the range between 15µatm/dec to 30µatm/dec
in both products. However, trends in the high Arctic differ sub-
stantially between the two products: While the Jena-MLS shows
no considerable difference compared to values in the sub-Arctic,
the MPIM-SOM-FFN exhibits trends between 50µatm/dec to 100
µatm/dec in the high Arctic Ocean.

• The EOF analysis reveals distinct seasonal patterns in the tempo-
ral evolution of pCO2 in the sub-Arctic and the high Arctic. The
sub-Arctic seasonal cycle of pCO2 matches the inverse seasonal
cycle of sea-surface temperature and solar irradiance, hinting at
biological activity as the primary driver of seasonal pCO2 vari-
ability in this region. In the high-Arctic, the seasonal cycle co-
incides with the seasonal cycle of SIA, indicating that processes
linked to the variability of the sea-ice cover dominate here.

• According to the eigenvector maps of the EOF analysis, these sea-
sonal patterns aremost pronounced on the Pacific side of the sub-
Arctic and in the Chukchi Sea and southern Hudson Bay in the
high Arctic. The MPIM-SOM-FFN shows additional regions of high
variability in the Beaufort Sea and adjacent areas north ofCanada.
However, the high variability in these areas is not captured in the
Jena-MLS.
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• Following the results from the EOF analysis and the outcomes
from the model study by Orr et al. (2022), I explore potential
shifts in the seasonality and changes in the seasonal amplitude.
Overall, the Jena-MLS shows very little change as opposed to the
MPIM-SOM-FFN, which exhibits a considerable increase in the am-
plitude and also clearer shifts in the timing of seasonal extrema.
This is particularly true for the high Arctic north of Canada, the
Beaufort Sea, and the Chukchi Sea. The results here are not con-
clusive, and the disagreement between the two products is large.
However, given the importance of these changes for the ecosys-
tems in these regions and considering the results from Orr et al.
(2022), these findings are interesting results and should be fur-
ther investigated.

• The combination of the first two modes from EOF analysis gives
us a simple concept to describe the dynamics of surface ocean
pCO2 in the Arctic. In both data products, the first two modes
explain more than 70% of the variability. This may be helpful for
benchmarking other data products and for developing further
product versions.

• The MPIM-SOM-FFN looks more plausible in many aspects com-
pared to the Jena-MLS. However, resolution and proxies used to
fill in the observational gaps are important factors that need to be
considered when interpreting the results. Jena-MLS uses a coarser
resolution than MPIM-SOM-FFN and might, therefore, not capture
certain smaller-scale processes.

4.2. IMPLICATIONS OF THIS DISSERTATION

In this dissertation, I investigated regional aspects of two different cli-
mate variables in the Arctic, namely sea-ice area and ocean surface
pCO2. While regional observations of sea-ice area are reasonably well
developed and relatively reliable, observations of sea surface pCO2 are
still very sparse in both time and space. The implications of this disser-
tation have, therefore, various aspects:

The results of my first study contribute to a better understanding of
the seasonal dependence of Arctic sea-ice area sensitivities to global
warming. By identifying and quantifying the transition between sum-
mer and winter sensitivities and attributing it to geographic blocking,
this study clarifies that the “kink” observed in somemodel studies (for
example, in Li et al., 2013) is a consequence of geographic properties
of the Arctic domain. This finding is important for future projections
of Arctic sea-ice area, as it shows that the extrapolation of seasonal
sea-ice area sensitivities is not robust and can lead to incorrect esti-
mates of when the respective season will exhibit an ice-free state. With
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the regional and geographically aware approach outlined here, we can
also quantify the contribution of each individual region to the total
northern-hemispheric sea-ice area sensitivity and even estimate when
a specific region will lose its entire sea-ice cover.

The results of my second study provide a new perspective on the
drivers of surface ocean pCO2 in the Arctic and the regional and sea-
sonal variability patterns in the different domains of the Arctic. Even
though uncertainties remain, especially in the regions with poor obser-
vational coverage, the results give new insights into regional dynamics
of long-term and seasonal pCO2 changes. They show furthermore that
EOF analysis can be used to assess the robustness of regional ocean
surface pCO2 products in the Arctic domain and to enhance the fu-
ture development of these products. Since observing ocean parame-
ters on a large scale is highly challenging in the Arctic, these products
are a promising approach to estimating the dynamics of the oceanic
carbon cycle in the Arctic. Improving our process understanding in
these high-latitude regions is crucial and urgent since the Arctic expe-
riences extreme and rapid changes due to the ongoing human-induced
climate change. It is important to highlight the large uncertainties, par-
ticularly in the high Arctic, challenging quantitative regional analysis.
Nevertheless, EOF analysis is a promising approach in order to identify
whether or not a product is able to reproduce the dominant patterns in
the different regions of the Arctic in a reasonable manner. Developing
these products further is highly important as they will likely remain
our only estimate of regional pCO2 fields in the Arctic for the foresee-
able future.

4.3. CONCLUDING REMARKS

With this thesis, I hope to contribute to a shift towards more regional
and seasonal analysis of climate variables in the Arctic. Describing the
changes on a pan-Arctic scale is an essential step for getting the big pic-
ture but often neglects the processes and dynamics that play a role on
higher-resolved scales. The Arctic is a highly dynamic region with in-
tricate geographic properties, and we will only manage to understand
the system holistically if we consider the aspects on higher-resolved
seasonal and regional scales, thereby keeping the large-scale evolution
inmind. Since there is currently a lot of endeavor to increase the resolu-
tion of both observational tools (satellites) and simulations (models),
it is time to move away from the Arctic-average thinking and towards
a more regional perspective.
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Abstract

The sensitivity of Arctic sea-ice coverage to global warming exhibits
pronounced seasonality; Whereas during the winter, from November
toMay, sensitivities remainweak and stable at approximately−2million
km2/°C, the summermonths exhibit a pronounced change of the sensi-
tivities, culminating at a maximum of −3.9million km2/°C in October.
This seasonal pattern results from coastal landmasses effectively block-
ing the sea-ice edge’s advance, leaving a disproportional smaller area
variable during winter. Here, we determine the timing of this blocking
effect—both the process of attachment and detachment—for each year
of the satellite observation period. We find that, with rising tempera-
tures, the timing shifts, and the attachment of the ice advances by ap-
proximately −33days per degree warming, and detachment delays by
about 43days per degree warming. The shift in the timing highlights
that the approach of extrapolating current sensitivities to predict fu-
ture trends may not provide reliable insights for every season. Instead,
these changes in the timing will lead to an intensification of winter
sensitivities, with the potential to surpass current summer sensitivities.
As these transitionswill not occur simultaneously across theArctic, we
performed a region-specific sensitivity analysis,which allows us to pin-
point whichArctic areaswill experience changes inwinter sensitivities
first, thereby providing critical insights into the evolving dynamics of
Arctic sea-ice response to global warming. Given the combination of
sensitivities and past sea-ice loss, we find, for example, that the East
Siberian Sea, the Chukchi Sea, and the Laptev Sea will lose their re-
maining summer sea ice first. Such findings allow for better prognoses
of how the different regions will evolve in the future under ongoing
global warming and may support stakeholders and decision-makers
in developing mitigation strategies.
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A.1. INTRODUCTION

The retreat of Arctic sea ice with rising global temperatures is a phe-
nomenon that models and observations largely agree upon. Yet, how
the sea-ice cover in theArctic has evolved specifically on a regional and
seasonal scale and how these patterns are linked to global warming is
among themost pressing and relevant questions that have not yet been
answered satisfactorily in current sea-ice research.

The accompanying increase of open-water areas has a vast range of
effects on the ecosystems, the surrounding, as well as physical and bio-
geochemical processes; Enhanced evaporation due tomorewater areas
being exposed to the atmosphere may lead to changes and shifts in
local weather patterns and seasons (e.g. Bailey et al., 2021), the open-
ing of the sea ice cover results in increasing wave heights (Overeem et
al., 2011; Casas-Prat and Wang, 2020) and accelerates coastal erosion
along the shore, which is becoming less and less protected by fast ice
(Barnhart et al., 2014; Nielsen et al., 2020), and more open-water ar-
eas eventually allow for enhanced exchange processes between ocean
and atmosphere, such as heat, energy, and gas transfer (Steiner et al.,
2013; Loose et al., 2014). Consequently, changes in the sea-ice cover
have tremendous impacts on the local marine and terrestrial ecosys-
tems (Lannuzel et al., 2020; Ingvaldsen et al., 2021; März et al., 2022;
Steiner et al., 2021), local and global climate, the life of local communi-
ties (Meier et al., 2014; Huntington et al., 2022), as well as the shipping
industry (Smith and Stephenson, 2013; Bennett et al., 2020; Wei et al.,
2020; Wagner et al., 2020). Since the Arctic is warming stronger than
the global average—up to four times more over the last four decades
(Rantanen et al., 2022)—these changes are expected to continue drasti-
cally in the future. Hence, an improved understanding of the regional
and seasonal changes in the sea-ice cover will be of increasing impor-
tance for the climate change adaptation policy of various stakeholders.

Many previous studies have looked into the temporal evolution of
Arctic sea-ice coverage, providing detailed insights into the changes in
sea-ice cover from pre-industrial times until today. However, climate
change is not a function of time, and thus linear trends are not a robust
descriptor of future changes, as these depend heavily on the scenario
in question. To get a better understanding of how the observed changes
in sea-ice area relate to global warming, various studies examined the
relationship between sea-ice coverage and driving variables that can
be put in context with global warming;

Olonscheck et al. (2019) showed that the variability of Arctic sea-
ice coverage is primarily governed by changes in atmospheric temper-
ature. Atmospheric temperatures, in turn, are proportionally tied to
cumulative carbon emissions (Matthews et al., 2009) via the heat con-
tent of the atmosphere. Notz and Stroeve (2016) finally followed that
linkage andunveiled a clear linear relationship between anthropogenic
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CO2 emissions and the evolution of Arctic sea-ice area—a relationship
that can be observed throughout all the seasons (Stroeve and Notz,
2018; Niederdrenk and Notz, 2018). This robust linkage has eventu-
ally been found both in observations as well as in state-of-the-art cli-
mate models such as from the CMIP6 model ensemble. However, sim-
ulations seem to systematically underestimate the overall sensitivity
(Winton, 2011; SIMIP Community, 2020), which is why a more thor-
ough understanding of the inner-system processes is required.

What’s more, the temporal and spatial evolution of Arctic sea ice dif-
fers distinctly across the seasons and regions of the Arctic (Onarheim
et al., 2018) as satellite observations have been showing for more than
four decades. Even if most climate models are, to a certain degree, able
to reproduce the general evolution of the pan-Arctic sea ice, they devi-
ate significantly from what we see in the observations once we look at
higher resolved regional and seasonal scales. It remains unclear where
these differences come from and how they correlate with the ability of
the models to reproduce, for example, global warming.

Here, we complement the insights of Onarheim et al. (2018) by in-
vestigating the seasonal cycle of sea-ice sensitivity to atmospheric tem-
perature both for the total sea-ice extent of the Northern Hemisphere
as well as for various regions of the Arctic. We note that the regional
evolution of Arctic sea ice is governed by a multitude of processes
such aswind drag, ocean currents, etc. However, since thermodynamic
growth has the biggest contribution and because the link to tempera-
ture and anthropogenic CO2 emissions has shown to be highly robust,
we will focus on these quantities as predictor variables.

We examine furthermore to which degree the clear separation of the
seasonal cycle of northern-hemispheric sensitivities into winter and
summer sensitivities is linked to the geographic features of the Arc-
tic. Eisenman (2010) proposed that the geography of the Arctic could
be responsible for the asymmetry in the seasonal cycle of sea-ice ex-
tent. In a thought experiment, he introduced a simple model of the
Arctic Ocean being represented by a circle with two openings: one to-
ward the Pacific, and one toward the Atlantic. The ice is imagined as
an ideal disc, expanding and contracting around the pole. In summer,
the entire ice cover resides within this circle, and its edge can move
freely. However, when the ice expands during the freezing period, at
a certain point, the ice edge will touch the perimeter of the circle and
only be able to migrate through the two openings. As a result, the total
area that can still vary in winter is much smaller compared to summer,
when the whole disk around the pole can vary.

Various model studies have reported a sudden increase in winter
sensitivities at an advanced level of global warming (e.g. Armour et
al., 2011; Li et al., 2013). Some of these studies seek their explanation
for this “kink” in the geographic effect described by Eisenman (2010)
whereas others claim that they can certainly exclude it. For example,
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Li et al. (2013) exclude geographic reasons for their observed change
in March sensitivity as they say that the value at which they observe
the sudden decrease is beyond the point when the sea ice has retreated
from the surrounding land masses. They say, furthermore, (albeit not
showing it) that they observe the most dominant decline in the central
Arctic Ocean, where the ice edge mostly does not touch the land.

We think, however, thatwe can support the hypothesis of geographic
blocking based on the observational datawe analyze here, and that this
will lead to changes in winter-time sensitivities as soon as the ice edge
does not go beyond the land boundaries of the inner Arctic.

A.2. DATA ANDMETHODS

Sensitivities of sea-ice coveragewith respect to atmospheric near-surface
temperature are the core of our analysis. We chose sea-ice area instead
of sea-ice extent as an estimate for the true sea-ice coverage. Sea-ice ex-
tent is defined as the area of grid cells with a sea-ice concentration of
at least 15% and is, therefore, dependent on the grid resolution. The
differences in the grid cell sizes can result in large biases if this metric
is used. Sea-ice area, on the other hand, is more sensitive to systematic
errors in the algorithm of the respective product but closer to the true
sea-ice coverage (Parkinson and Cavalieri, 2008; Notz, 2014).

A.2.1 Arctic sea ice and temperature data

Deriving Sea-Ice Area

We derive sea-ice area from sea-ice concentrations and the respective
grid-cell areas from three different satellite data products to get an un-
certainty estimate of the observations. We use the retrievals from the
NASA Team algorithm (Cavalieri et al., 1984, 1997), the NASA Boot-
strap algorithm (Comiso, 1986, 1995), and the OSI-SAF product from
EUMETSAT (Lavergne et al., 2019; OSI SAF, 2017). The algorithms dif-
fer in various aspects, such as in the way they account for melt ponds
in the brightness temperature data since these are hard to distinguish
from open water bodies. As a rule of thumb, the NASA Bootstrap algo-
rithm is known to maximize sea-ice area wherever possible, whereas
the NASA Team tends to underestimate the true sea-ice coverage. OSI-
SAF often lies somewhere in between the other two products. The re-
sulting sensitivities can, therefore, differ depending on the product
being used for calculating the sea-ice area. Satellite data are available
from the end of 1978 until today. Hence, for our analyses, we constrain
all data to the period from 1979 until 2022.

Sea-ice coverage is commonly given as concentration values, i.e. the
fraction of a grid cell covered by sea ice. We derive sea-ice area by mul-
tiplying the sea-ice concentration of each grid cell with the total area
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of the respective cell. For the NASA products, NSIDC provides a data
productwith the respective grid-cell areas (NSIDC-07711)whereas the
OSI-SAF data lie on an EASE-2 grid with a uniform 25km × 25 km res-
olution (Brodzik et al., 2012).

Choosing the predictor variables

For the temperature-related sensitivity analyses,weuse the near-surface
temperature data from the ERA5 reanalysis project (Muñoz Sabater,
2019; Hersbach et al., 2020), and the anomalies estimates from GIS-
TEMP dataset (GISTEMP Team, 2023) and from HadCRUT (version
4, Morice et al., 2012). The ERA5 data have a meridional resolution of
31 km and are retrieved from theCopernicus Climate Data Store. TheGIS-
TEMP anomalies are on a 2° × 2° regular latitude-longitude grid. The
HadCRUT data set combine land (CRUTEM4) and ocean SST anoma-
lies (HadSST3) provided on a 5° × 5° regular grid.

Weuse temperature as themain predictor variable for our discussion
since it is the main direct driver influencing the growth and decay of
sea ice. We will start the analysis by investigating how Arctic sea ice
responds to changes in the local atmospheric temperature, that is, we
perform sensitivity analyses of the northern-hemispheric sea-ice area
with changes in mean Arctic atmospheric temperature. For the later
discussion, however, we use global annual atmospheric temperature
anomalies as a predictor to put the changes into a clearer context of
global warming.

All our analyses were also performed for anthropogenic CO2 emis-
sions, being themain driver of globalwarming and an easy-to-measure
quantity due to the quick mixing of CO2 around the globe. The emis-
sion values are obtained from the Global Carbon Budget (Friedling-
stein et al., 2022) by summing up the fossil emissions excluding carbon-
ation and the land-use change emissions from the historical budget in the
Excel file, which can be fetched from the ICOSwebsite2. To obtain units
in GtCO2/yr, we multiply the values with a factor of 3.66, which cor-
responds to the molar ratio of carbon and CO2. The results of the CO2-
related analysis are summarized in the tables A.3 and A.5.

Processing of the data

To get an uncertainty estimate of the observed sensitivities, we com-
bine the sea-ice areas from the three satellite products with the differ-
ent temperature data, respectively. Analog combinations of the three
satellite datasets with anthropogenic CO2 emissions are considered
when we analyze sensitivities with respect to changes in the anthro-
pogenic CO2 emissions. Also, note that for the initial observation of

1 https://nsidc.org/data/nsidc-0771/versions/1
2 https://www.icos-cp.eu/science-and-impact/global-carbon-budget/2020

https://nsidc.org/data/nsidc-0771/versions/1
https://www.icos-cp.eu/science-and-impact/global-carbon-budget/2020
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sea-ice sensitivity to local temperatures, we use the monthly time se-
ries of atmospheric temperature as a predictor in contrast to the later
analysis for which we use anomalies of the global annual atmospheric
temperature. For CO2-related sensitivity analyses, we assume that CO2
mixes quickly enough to be uniformly distributed over the globe. That
is, we take the cumulative sum of the year-to-year changes of the an-
thropogenic emissions and use the annualmean CO2 concentration for
our sensitivity analyses. Seasonal sensitivities with respect to anthro-
pogenic CO2 emissions are, therefore, the response of the sea-ice area
of the respective season to changes in the annual value of cumulative
CO2 emissions.

All pre-processing steps are performed on the gridded data until
they are eventually transformed into 1D time series of the individual
regions. The data are all kept on their native grids, thereby avoiding
artifacts that can arise from interpolation during regridding. For the
transformation from 2D fields to 1D time series we use the following
weighting schemes: Sea-ice area is summed up across all selected cells,
and temperatures are averaged with weights based on the cell sizes.
The CO2 data from the Global Carbon Project are already globally aver-
aged. These time series are then used for the sensitivity analyses on
different regional and seasonal domains.

To analyze sensitivities for different regions of the Arctic we defined
polygons in a shape file, based on the areal definitions of theMASIE re-
gions, which are, for example, listed at nsidc.org/data/masie/browse_
regions and used in a multitude of other studies (see Figure A.1). The
shape file is then processed via the geopandas (Jordahl et al., 2020) and
the regionmask (Hauser et al., 2021) python libraries, and, for each grid
type of the target data, a mask file is generated based on the polygons
in the shape file. These masks are finally applied to each correspond-
ing data set via the Climate Data Operator toolbox (Schulzweida, 2020),
thereby ensuring that the masked regions are befittingly mapped on
each grid type. Finally, these regional sub-sets are transformed into
1D time series as mentioned in the paragraph above. This procedure
turned out to yield the most robust and performant results.

A.2.2 Sensitivity analyses

To get a better understanding of the mechanisms governing the re-
gional evolution ofArctic sea ice, instead of comparing temporal trends,
we analyze sensitivities of sea-ice area in the different domains with re-
spect to changes in atmospheric temperature and anthropogenic CO2
emissions. Our approach is based on the work of Notz and Stroeve,
2016 and Niederdrenk and Notz (2018) who found robust linear rela-
tionships between northern-hemispheric sea-ice area and atmospheric
temperature as well as anthropogenic CO2 emissions.

nsidc.org/data/masie/browse_regions
nsidc.org/data/masie/browse_regions
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Figure A.1: Regions of the Arctic as being used in this study. The coordinates
are based on the definitions given by the National Snow & Ice
Data Center (NSIDC). Red and blue regions are later in the paper
defined as summer-active and winter-active regions.

Data pre-selection for linear regression

When we performed regression analysis on the time series of the var-
ious Arctic sub-regions as defined in the previous section, we expe-
rienced that the theory of the linear relationship breaks down some-
times. This is in particular the case for regions that have been either
fully ice-covered or fully ice-free for a certain range of the predictor
variable (global atmospheric temperature).

The three example sketches in Figure A.2 (a) illustrate this problem;
In both of the first two cases (panel I and II), the ascertained sensitiv-
ity is underestimated (we will refer to both states as “saturated” in the
following). The result is only correct if all data considered for the re-
gression analysis are sensitive to the predictor variable (panel III). For
having the regression algorithm detect the true sensitivity, it is there-
fore crucial to exclude these saturated parts of the time series from the
analysis.

Let’s consider, for example, the time series of April sea-ice area in
the Kara Sea and atmospheric temperature in Figure A.2 (b). While
the profiles let us assume the existence of a correlation between the
two variables, the profile of the sea-ice time series is indeed so flat that
it is nearly impossible to determine the proper range that one should
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Figure A.2: (a) The three sketches depict cases of underestimating the slope
due to (I) initially fully ice-covered and (II) entirely ice-free con-
ditions. Only in panel (III) does the regression over the full range
get the slope right. (b) Example time series of April sea-ice area
in the Kara Sea and atmospheric temperature. In the original sea-
ice area time series, nearly no trend is visible, although there is a
correlation between the two variables. (c) Re-ordering the data
by the predictor variable (here: Atm. Temperature), allows us
to properly determine the correct window of reasonable sensitivity
(shaded area).

use for the sensitivity analysis. The temporal trend determined by fit-
ting a linear regression to the whole time series would yield a very
weak result. However, by sorting the data by the predictor variable
(here: temperature), it becomes obvious that for low temperatures up
to around −15 °C, the region is fully ice-covered and only reacts to tem-
peratures above that threshold (Figure A.2 c). Thus, wewant to ignore
the values below the threshold in our sensitivity analysis.

We determine the start and the end of this window of reasonable sensi-
tivity by comparing the smoothed profile of the re-ordered sea-ice area
series against an upper and a lower threshold before performing the ac-
tual regression on the data. The start of the window is defined by the
point at which the signal falls first below the upper threshold, the end
is defined accordingly by the first crossing of the lower threshold. For
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our analyses, we set the lower threshold to 5% of the data maximum
and the upper threshold to theminimum+95%of the data range. If all
data lie below the lower threshold (ice-free state, e.g. in some regions
during summer) or entirely above the upper threshold (fully covered
state, e.g. in some regions during winter), no regression is performed.

Computing sensitivities via standard linear regression

Once the data are constrained by thiswindow of reasonable sensitivity, we
perform a standard linear regression on each subset of the data (group-
ing by regions and seasons). For the regression, wewant to ensure that
we have aminimumof data points available since constraining thewin-
dow of reasonable sensitivity reduces the amount of data points that
are eventually considered in the linear regression. For our analyses, we
set a threshold of 1⁄3 for data that we want to have available for the lin-
ear regression. That is, from a total of 43 values per season (43 years in
the observed period), at least 14 values should be left to yield a mean-
ingful regression result. If the amount of data left after constraining the
window falls below that threshold, no linear regression is performed
and NaN is returned. The linear regression is done with the Ordinary
Least Square regression solver of the scipy python library (Virtanen et
al., 2020). The solver returns the regression coefficients (slope and in-
tercept) along with the standard error of regression and the 𝐹 statistic.
For significance testing, we rely on the 𝑝 value of the 𝐹 statistic and de-
fine an 𝑓𝑝 < 0.05 (corresponding to a 95% confidence level) implying
statistical significance.

A.2.3 Geographic muting

To follow up on the theory of the simplified circle model described by
Eisenman (2010), who demonstrated how the geography of the Arctic
influences the sensitivities, we construct a mask along the inner Arc-
tic coastline, which we refer to as the Arctic perimeter in the following.
The mask is shown in Figure A.6 (b) and depicts the grid cells along
the coast at which the sea ice is assumed to be blocked from further
expansion in winter. We count then for each time step the number of
grid cells that are covered with at least 95% of sea ice. This number
divided by the total number of grid cells of our mask gives us a time
series of the fraction of the Arctic perimeter which is covered by ice.
The timings of the blocking (attaching/detaching of the ice) are even-
tually determined by comparing this profile with a threshold of 85%
and finding the first day after summer and the last day after winter
when the profile is above the threshold. We suggest this value as a rea-
sonable estimate for the percentage of the Arctic perimeter that should
be ice-covered so that the ice edge is considerably blocked. Once this
threshold is permanently exceeded during the freezing season, we say
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that the ice is attached to the coast and hence blocked from further
southward movement. Once the profile falls permanently below the
threshold during the melting seasons, the ice has loosened from the
coast and can move freely again. For some time steps, we realized that
there are occasionally ice patches along the coast, even though there is
still quite a lot of openwater in front of the shore. These patches would
lead to a bias in the counting and are therefore removed by applying
a graphical filter routine, which erases patches of ice that are smaller
than a given threshold and not connected to the main ice body.

A.3. THESEASONALCYCLEOFNORTHERN-HEMISPHERICSEA-ICE
SENSITIVITY TO LOCAL TEMPERATURE CHANGES

A short leading note: When we describe observations of sea-ice area
in the following, we usually refer to the mean of the three data prod-
ucts (OSI-SAF, NASA Team, and NASA Bootstrap) if not declared oth-
erwise. For sensitivities, we usually compute the linear regression first
for every single of the possible product combinations (sea-ice area and
temperatures) and then take the average of the resulting values. Also,
in the following, we will use the term high or large sensitivities for large
absolute values even if the actual values of the regression slopes are
negative (declining sea-ice area with increasing temperatures). The
analog holds for low absolute values.

An inspection of the seasonal cycles of northern-hemispheric sea-ice
area and Arctic mean atmospheric temperature as they are depicted in
Figure A.3 (a) and (b) reveals an asymmetric behavior; Arctic sea-ice
area has declined substantially over the past four decades with more
pronounced changes in the summer months than in winter. Its intra-
annual amplitude hence increased over time (a). On the other hand, the
seasonal patterns of Arctic air temperatures show greater changes in
the winter months due to enhanced Arctic Amplification in this sea-
son (Rantanen et al., 2022), resulting in a reduction of the intra-annual
amplitude (b).

When we plot the values of these two variables against each other,
thereby grouping them by months, we can determine the sensitivity
of sea-ice area to changes in atmospheric temperature for the differ-
ent seasons (Figure A.3 c). In the profile of the seasonal cycle of these
sensitivities, three main features stand out: From around November
to May, the values are found to be all in a similar range and deviate
only little around theMarchminimumwhere about −0.13million km2

of sea-ice are lost per degree of Arctic warming, corresponding to a
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bit more than 1⁄3 of the size of Norway3. Toward the summer months,
however, sensitivities gradually increase, reaching amaximumof −1.3
million km2/°C in August (more than three times the area of Norway).

The transitions between May and June and between October and
November mark two breakpoints in the seasonal cycle, separating it
into a winter half and a summer half. Next, we are going to investigate
the regional patterns of sea-ice sensitivity to see whether the spatio-
temporal information can give us some hints on where and why these
changes occur.

Figure A.3: Left: Seasonal cycles of (a) NH SIA and (b) Arctic mean TAS over
time. Darker shadings represent more recent time steps. The grey-
shaded area represents the spread of the respective month across
the entire time series from 1979 to 2022. Right, (c): Monthly sen-
sitivities of NH SIA (averaged across the three data products) with
respect to spatially averaged Arctic TAS. Values denote the respec-
tive seasonal sensitivity inmillion km2/°C.Markers of onemonth
share the same color, with their size increasing over time. The
breakpoints betweenMay/June and October/November separate
the seasonal cycle into a winter and a summer season.

3 According to https://en.wikipedia.org/wiki/List_of_countries_and_dependencies_
by_area, the total area of Norway is about 385 200 km2

https://en.wikipedia.org/wiki/List_of_countries_and_dependencies_by_area
https://en.wikipedia.org/wiki/List_of_countries_and_dependencies_by_area
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A.4. UNDERSTANDING THE REGIONAL PROCESSES AND THE SEP-
ARATION OF THE SEASONAL CYCLE OF NH SENSITIVITIES

When we look at the spatio-temporal evolution of Arctic sea-ice cover-
age, a vastly heterogeneous picture emerges. It appears, however, that
the advance and the retreat of the ice follow consistent regional pat-
terns in most of the years.

To assess regional responses to global warming and their contribu-
tions to pan-Arctic sensitivity, we computed historical sea-ice area sen-
sitivities for 14 regions. We preprocessed the data according to appen-
dix A.2.2 to account for full ice coverage or open-water states during
specific seasons in some regions. The resulting sensitivities are dis-
played in Figure A.4 alongwith the relative amount of sea-ice area that
has been lost over the observed period from 1979 to 2022 compared to
the mean of the first decade.

The sensitivities of individual regions

Depending on the timing of the maximum sensitivity, we cluster the
regions into two groups: Regions that exhibit the strongest sensitivity
(darkest shading per region in FigureA.4, indicated by a small red star)
in the months from November to May we refer to as winter-active re-
gions (blue frames), whereas regions with the strongest sensitivities
in the summer months (June to October) are identified as summer-
active regions (orange frame). These two seasonal clusters generally
agreewith the classification introduced byOnarheim et al. (2018),who
group their study domains in summer mode and winter mode regions
according to whether they show their most pronounced (temporal)
trends during the summer or winter months, respectively. Note that in
their study they analyze temporal trends, which indicate the absolute
loss in each region over time, whereas in Figure A.4, the color shading
indicates the relative loss over time. Hence, strong trends in Onarheim
et al. (2018) do not necessarily comply with dark colors (big relative
loss) or big circles (strong sensitivity) depicted in Figure A.4.

We observe strongest summer sensitivities in the East Siberian Sea
(with −0.83million km2/°C in September), the Central Arctic, and in
the Beaufort Sea, followed by the Chukchi Sea, the Laptev Sea, and the
Kara Sea. Winter sensitivities are strongest in the Barents Sea (−0.53
million km2/°C), followed by the Baffin Bay / Gulf of St. Lawrence and
the Sea of Okhotsk. Absolute values as well as statistical significance can
be found in Table A.2. Regions further south typically show stronger
sensitivities in winter as opposed to regions further north, which are
mostly fully covered by sea ice during that period of the year and, there-
fore, show only weak or no sensitivity at all. In contrast, these north-
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Figure A.4: Sensitivities (circle size) and observed sea-ice loss (color shad-
ings) for all regions and seasons. Regions are ordered by the oc-
currence of their respective maximum sensitivity (indicated by
the small red star in the upper left corner of the respective en-
try in the matrix). Fill color represents the loss of sea-ice area rel-
ative to the beginning of the record. That is, we take the differ-
ence between the 1979–1989 mean and the 2011–2022 mean. Cir-
cle area represents the sensitivity, normalized by the maximum
value of all entries. Cases in which no linear regression could be
performed are left empty, meaning that empty entries in sum-
mer represent ice-free conditions, whereas empty entries in win-
ter months represent full ice coverage. We also only display val-
ues that are statistically significant (𝑓𝑝 < 0.05). Regions are clus-
tered into winter-active areas (blue frame) and summer-active ar-
eas (orange frame).

ern regions exhibit sensitivities mostly in summer when the ice starts
to retreat into these regions, whereas regions in the South are mostly
ice-free during the summer.

Some exceptions stand out, however: The Hudson Bay is located
further south but is almost entirely surrounded by land. This hinders
the ice from expanding further south during the freezing period but
also keeps it for longer during spring as cold air coming across the
land keeps the temperatures fairly low. Still, compared to the relatively
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weak summer sensitivities there, the loss of sea ice over time has been
quite significant (intense color shading in Figure A.4). Sea-ice dynam-
ics in the Greenland Sea (along Greenland’s east coast) are mostly me-
chanically driven via drift export through Fram Strait, resulting in a
quite flat profile in its seasonal sensitivity cycle alongside a fairly uni-
form retreat of seasonal ice cover due to global warming. Finally, the
Canadian Archipelago holds a lot of land fragments, making the sea
ice theremore susceptible to air being cooled down by the landmasses.
Embodying the most northern land masses together with Greenland,
this is the area where we have long-lasting ice cover and where sensi-
tivities are (until today) very weak.

Note that large sensitivities do not necessarily imply the biggest rel-
ative losses as indicated in Figure A.4. A region such as the Central
Arctic may have a large total area and, due to a strong sensitivity in
September, may have lost a big amount of sea ice. Relative to its total
size and the ice that has been present during the first decade of the
observed period, this loss can still be small compared to other regions.
This also implies that entries in the matrix in Figure A.4 exhibiting a
strong sensitivity (big circle) while having lost only a small fraction of
their area (faint shading) may experience long-lasting losses in the fu-
ture. Cases with big circles, on the other hand, can be expected to lose
their remaining ice cover soon in the future, even more so if they have
already lost a significant share of their area. Given the combination of
big circles (strong sensitivity) and dark shadings (large relative loss),
we expect that the East Siberian Sea, the Chukchi Sea, and the Laptev
Sea are among the regions that will lose their remaining summer sea
ice first.

Following the evolution of the seasonal cycle (reading Figure A.4
from left to right), we find that the sensitivities in the winter months
remain fairly constant—not just in the total, pan-hemispheric signal
(compare FigureA.3) but also considering the individual regions. From
June, the regions further north start showing changes in the sea-ice
cover, thereby gradually increasing toward the summer maximum, be-
fore they decrease again. However, the timing and the magnitude of
the individual sensitivities differ across the regions—in contrast to the
relative loss of sea-ice area, which has mainly happened along the Rus-
sian coast, starting in the Barents Sea and then following along the
coast to the Chukchi Sea. FromOctober to November then, most of the
summer-active regions go back to zero sensitivity, and winter-active
regions show increasing sensitivity again.

In Figure A.5, we depict this asymmetry of the seasonal cycle by
showing the northern-hemispheric sensitivity to global temperature
changes including the contributions of the individual regions. Over
the winter months (November to May), it is mostly the Barents Sea
that shows the strongest sensitivities. Being strongly influenced by the
Atlantic inflow (Onarheim and Årthun, 2017; Dörr et al., 2021), its sen-
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Figure A.5: Observed sensitivities for the entire Northern Hemisphere (in
million km2/°C). Regions are clustered by winter-active (blue
colors) and summer-active (red colors) regions and ordered al-
phabetically within each group. Regions can be distinguished by
color shadings and hatches. Colors and hatchings are compliant
with the representation in Figure A.1. For regions with a sensitiv-
ity greater than 0.4, the respective value is annotated.

sitivity to local air temperatures is rather weak. However, in relation
to the global temperature as an indicator of the system’s energy, the
signal is significantly strong. Then, during the transition from May to
June, the Kara Sea contributes most to the strong sensitivity increase
with a change by 0.23million km2/°C, followed by the Laptev Sea, the
Beaufort Sea, and the Chukchi Sea. The summer months are mostly
dominated by the East Siberian Sea—in particular in the peak season
fromAugust to October—, followed by the Central Arctic, the Beaufort
Sea, and the Chukchi Sea. The transition between October and Novem-
ber then is mainly governed by the changes in the East Siberian Sea
(with a decrease of 0.49million km2/°C) and the Laptev Sea.
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Breakpoints in the NH seasonal cycle caused by geographic blocking

When we look closer at the timing of the transitions between winter
and summer sensitivities, we find that the clustering of the regions
according to the timing of their strongest sensitivity goes along with
clustering them according to their geolocation; Winter-active regions
are locatedmainly outside the coastline that encloses the inner oceanic
part of the Arctic, summer-active regions are located inside that en-
closed area. Eisenman (2010) introduced a theory according to which
the geography of the Arctic may be responsible for the asymmetry in
the seasonal cycle of Arctic sea-ice extent. Looking at the spatial extent
of the seasonal sea-ice coverage over time, we find that the two break-
points that we identified in Figure A.3 coincide with the transition of
the sea-ice edge from the inner to the outer Arctic Ocean, indicating
that a possible explanation for these breakpoints may be found in the
theory proposed by Eisenman (2010).

We quantified the blocking effect in the hope of finding a confirma-
tion of this idea; At first, we defined the boundary along the coastline,
which encloses the inner part of the Arctic and hinders the ice edge
from moving southward once encountered by the ice (Figure A.6, b).
We refer to this boundary as the Arctic perimeter in the following. By
masking the sea-ice concentration data with this Arctic perimeter, we
counted grid cells withmore than 95% sea-ice concentration along this
coastline and divided the number by the total number of grid cells in
the mask (see appendix A.2.3). This results in a time series for each
month (Figure A.6, a) displaying the fraction of the coastline that is
covered with ice. At high values, the ice has expanded so far that it is
attached to the largest part of the coastline. In this state, it is blocked in
most directions by the surrounding land and hence hindered in how
freely it can move. At low values, on the other side, the ice has mostly
detached from the coast (after spring) or is not reaching it yet (before
winter) and can, therefore, migrate freely within the inner part of the
Arctic.

The time series are separated into two clusters (high and low cover-
age), with the “gap” defined by the transition from May to June and
from October to November underlining the geographic muting effect
being the cause for the abruptness of the transition. As expected, the
breakpoint between October and November takes place at a sea-ice
area that is around 8million km2, which corresponds to the ocean area
enclosed by the Arctic perimeter (compare Table A.8). The breakpoint
at May/June, however, is observed at higher absolute values (greater
than 10million km2; compare Figure A.3). This may seem like it con-
tradicts the argument of the geographic muting hypothesis. However,
we believe that the cause lies likely in the combination of two different
effects:
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Figure A.6: Blocking of the sea-ice edge along the Arctic perimeter. (a) shows
time series for each month representing the percentage of cells
along the coast that are covered by at least 95% sea ice relative to
the coastline defined as the Arctic perimeter. (b) shows the Arctic
perimeter mask (dark orange, exaggerated thickness for display
purpose) and segments in which the SIC (yellow to black shad-
ings) is above 95% (light green). The cells in these segments are
eventually counted and divided by the total amount of cells cov-
ered by the Arctic perimeter mask to result in the time series plot-
ted in (a).

First, the different paces of growth andmelt—growing a certain area
takes only little energy effort whereasmelting the same area after it has
thickened during winter requires a large energy input (e.g. Massonnet
et al., 2018)—result in different monthly means around the timing of
the blocking; In October when the ice is only partly touching the coast
already, the ice can still freely expand, growing a large area at each
time interval.

When the sea-ice area reaches the mentioned threshold of approxi-
mately 8million km2, typically occurring in November, the expanding
sea ice reaches the Arctic perimeter, where its further southward mo-
tion becomes constrained. This limitation manifests in the form of ice
extending through the straits leading to the Atlantic and Pacific oceans,
as well as through the Canadian Archipelago, Hudson Bay, and Baffin
Bay. This phenomenon implies that when this constriction takes place
later in the respective month, the mean sea-ice area for that season
tends to be lower. Conversely, during the melting season, once the ice
detaches, it exhibits minimal changes within a comparable time frame.

The second cause lies in regions outside the Arctic perimeter that
still have ice at that time of the year. For example, the Hudson Bay
(with an ocean area of 1.2million km2) as well as large parts of the
Canadian Archipelago (with an ocean area of 0.8million km2) both
show an extensive sea-ice coverage as they lose their ice only late in
the season.
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In consequence, this results in the following effects: After summer,
when the sea ice is concentrated in the central part of the Arctic Ocean
and starts to expand due to atmospheric cooling, the sea-ice area that
has grown until the Arctic perimeter is touched is prettymuch equal to
the area encompassed by the Arctic perimeter (around 8million km2).
Depending on the exact timing of the blocking this results in monthly
values slightly below or above this value. After winter, in turn, when
the ice retreats, parts of the Canadian Archipelago, the Hudson Bay,
and the Baffin Bay still exhibit ice coverage, therefore yielding a higher
value in the total sea-ice area when the ice starts detaching from the
Arctic perimeter (Gupta et al., 2022; Hochheim and Barber, 2014).

To investigate the exact timing of the blocking and how this might
change over time, we repeated the above analysis with daily data and
determined the day of the year at which the blocking and detaching
occurs.

Timing and evolution of the geographic blocking

Figure A.7 shows the days of the year at which the blocking and the de-
taching occur. The temperature anomalies are calculated with respect
to the 1961–1990 average, entailing that the values at the beginning of
the time series in 1979 lie around zero and go up to around 1 °C of
global warming with respect to the reference period. The timing of
the ice attaching to the Arctic perimeter takes place during October at
the beginning of the time series and progresses over time with rising
global temperatures through November to the beginning of December.
Accordingly, the October profile in Figure A.6 shows relatively high
values at first (about 50%) before it drops down suddenly to below
20% in 2005, namely when the attaching progresses into November.

The timing of the ice detaching from the land takes place in June at the
beginning of the time series, but then slowly advances into May from
around 2010 onward, resulting in a reduction in the according profile
in Figure A.6 (although not as strong as in the October/November pro-
file). The timing of the ice attaching to the coast delays to later in the year
with a sensitivity of around 43 days per degree warming, equivalent
to a rate of roughly 7.5 days per decade. For the ice detaching from the
coast, the sensitivity is slightly weaker with an advance to earlier in the
year by around −33 days per degree warming, equivalent to a rate of
about −4.4 days per decade. This also indicates that the season during
which the ice is not touching the Arctic perimeter and, therefore, can
move unhindered is prolonged over time (non-hatched area between
the two profiles in Figure A.7).

Due to the timing of the geographic blocking progressing into other
months, the sensitivities of the affected months will change over time,
too. This becomes obvious from Eisenman’s thought model according
to which, once the ice edge does not touch the Arctic perimeter any-
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Figure A.7: The day of the year at which the ice is attaching to (blue line)
or detaching from (red line) the Arctic perimeter, respectively,
plotted against globalmean temperature anomalies (reference pe-
riod: 1961–1990). The attaching delays to later in the year with
a sensitivity of 43 days per degree warming, the detaching ad-
vances with a rate of 33 days per degree warming, corresponding
to about 7.5 days per decade and −4.4 days per decade, respec-
tively. The colored shadings around the regression line mark the
95% confidence interval of the fit and the dashed lines the 95%
prediction interval. The grey hatching marks the season of the
year, during which the Arctic perimeter is fully touched by ice,
that is, the ice is blocked from moving further south during that
time of the year. Days of the year are roughly mapped to the re-
spective month, ignoring leap years. Note that the y axis starts
with August.

more, the resulting area that can freely vary becomes larger, and there-
fore, the sensitivity of the sea-ice cover to external forcing increases.
The difference in the rates is likely due to the different paces of growth
and melt;

Let’s assign a certain latitudinal position of the sea-ice edge to a cer-
tain temperature during the seasonal cycle. If we take global warming
into consideration and assumeuniformly rising seasonal temperatures,
then the point in time at which the blocking/detaching takes place will
be reached later during the freezing period and earlier during themelt-
ing period. At the same time, also as a consequence of global warming,
the sea-ice edge will be located further north. Due to the differences in
growth and melt rates, the sea-ice edge overcomes a greater distance
between 𝑡attaching−1 and 𝑡attaching than during themelting, when the sea-
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ice edge detaches from the coast between 𝑡detaching−1 and 𝑡detaching. Con-
sequently, the resulting area that grows between 𝑡𝑎−1 and 𝑡𝑎 is larger
than the area that melts during 𝑡𝑑−1 and 𝑡𝑑.
A.5. CONCLUSIONS

Weused observationdata from three different satellite products (NASA
Team,NASABootstrap, andOSISAF) alongside atmospheric near-surface
temperature re-analysis data from ERA5 to examine howArctic sea-ice
area responds to global warming both on seasonal and regional scales.
Following up on a study by Notz and Stroeve (2016), we found linear
relationships betweenArctic sea-ice area and near-surface temperature
anomalies also on these higher-resolved scales.

It often seems obvious to extrapolate these results to estimate the
point (in time, temperature, or anthropogenicCO2 emissions) atwhich
the Arctic faces ice-free conditions (commonly defined as the sea-ice
area falling below 1million km2) as is done in a multitude of studies.
However, the seasonal cycle of northern-hemispheric sensitivities ex-
hibits two major breakpoints that hint at external mechanisms other
than just thermodynamics that let us assume that extrapolation of these
trends cannot be robustly performed for all seasons;

We found that these abrupt changes in the seasonal cycle are not an
intrinsic property of seasonal thermodynamics or complex feedback
mechanisms but are linked to the timing of geographic muting—a the-
ory that was introduced by Eisenman (2010). Once the expanding ice
does not extend any further than the Arctic perimeter (defined by the
landmasses surrounding the innerArctic Ocean) in a givenmonth, the
areal fraction that responds to global warming increases significantly.
In the historical record, this is found at the transition points between
May and June and between October and November.

With our analysis, we could demonstrate that the segregation ofwin-
ter and summer sensitivities is closely linked to the timing of the block-
ing of the sea-ice edge by theArctic perimeter, and also, that the strength
of the seasonal sensitivitieswill change accordingly in the future, namely
once the respective month does not experience geographic muting of
the ice edge anymore.

We find that the timing of the ice edge attaching to the Arctic perime-
ter delays with about 43 days per degree of global warming, while the
timing of the ice edge detaching from theArctic perimeter advanceswith
a rate of around 33 days per degree of global warming. The difference
in the rates can likely be attributed to the fact that growing a certain
area of ice happens in a time span relatively short compared to melt-
ing the same area again. This change in winter sensitivities specifically
affects regions located north of the Arctic perimeter.

To investigate the regional impact and spatial patterns of seasonal
sensitivities, we defined a set of 14 different regions in the Arctic. The
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linearity between sea-ice area andmean global temperature also holds
on these higher-resolved scales. Care should be taken, however, when
linear regressions are performed on regional sea-ice area as most re-
gions experience a state of saturation (fully ice-covered or fully ice-
free) during certain time steps and would, therefore, lead to an un-
derestimation of the slope if the data are not pre-filtered accordingly.

The various regions contribute differently to the total sensitivity of
northern-hemispheric sea-ice area. Strongest winter contributions can
be observed in the Barents Sea, which has already lost the majority
of its sea-ice area over the last four decades and is therefore expected
to experience first all-year ice-free conditions. Strongest summer con-
tributions can be attributed to the eastern Russian seas (East Siberian
Sea and Laptev Sea) and also the Chukchi Sea and the Beaufort Sea.

As soon as the winter ice edge does not traverse the openings of the
Arctic perimeter anymore, the total ice area that can dynamically vary
will be much larger than today. Therefore, the sensitivities in the af-
fected seasons are expected to increase significantly compared to the
current winter sensitivities. Regions within the Arctic perimeter that
have shown, until now, no changes in sea-ice coverage in certain sea-
sons of the year will then also exhibit sensitivities as global warming
continues.

We believe furthermore that it is likely that these changes will even
exceed nowadays summer sensitivities as year-to-year changes in win-
ter sea-ice areawill likely be larger due to the faster areal change during
freezing.

DATA AVAILABILITY

We used the following data sets for our study, all being publicly avail-
able: For our sea-ice area estimates we used OSI-SAF (OSI SAF, 2017)
and the NASA Bootstrap and the NASA Team algorithms (Meier et al.,
2021). TheOSI-SAF data can be accessed through the EUMETSATData
Services (https://navigator.eumetsat.int/product/EO:EUM:DAT:MULT:
OSI-450), the NASA data can be downloaded from NSIDC (https://
nsidc.org/data/g02202/versions/4). For the temperature estimateswe
used ERA5 (Muñoz Sabater, 2019), available at ECMWF (www.ecmwf.
int/en/forecasts/dataset/ecmwf-reanalysis-v5),GISTEMP (GISTEMP
Team, 2023; Lenssen et al., 2019, available at https://data.giss.nasa.
gov/gistemp/), andHadCRUT4 (Morice et al., 2012, available at www.
metoffice.gov.uk/hadobs/hadcrut4/).

https://navigator.eumetsat.int/product/EO:EUM:DAT:MULT:OSI-450
https://navigator.eumetsat.int/product/EO:EUM:DAT:MULT:OSI-450
https://nsidc.org/data/g02202/versions/4
https://nsidc.org/data/g02202/versions/4
www.ecmwf.int/en/forecasts/dataset/ecmwf-reanalysis-v5
www.ecmwf.int/en/forecasts/dataset/ecmwf-reanalysis-v5
https://data.giss.nasa.gov/gistemp/
https://data.giss.nasa.gov/gistemp/
www.metoffice.gov.uk/hadobs/hadcrut4/
www.metoffice.gov.uk/hadobs/hadcrut4/
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ADDITIONAL TABLES

The following tables provide the exact values from our sensitivity anal-
ysis, obtained via linear regression. We display the slope of the regres-
sion alongside the standard error of regression in one table plus, in an
additional table, the 𝑟2 for the respective results. Table A.6 shows the
amount of data points that were left after filtering the data according
to appendix B.2. Table A.8 provides an estimate of the ocean area of
each of the 14 regions that we defined in Figure A.1.
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Table A.8: Sizes of the different regions as defined in Figure A.1 including the
total ocean area of the Arctic and the Northern Hemisphere.

Region Size [million km2]

Baffin Bay/Gulf of St. Lawrence 3.9
Baltic Sea 0.5
Barents Sea 1.6
Beaufort Sea 1.0
Bering Sea 2.3
Canadian Archipelago 0.8
Central Arctic 3.5
Chukchi Sea 0.9
East Siberian Sea 1.1
Greenland Sea 3.7
Hudson Bay 1.2
Kara Sea 0.9
Laptev Sea 0.8
Sea of Okhotsk 1.6

Sum of the regions enclosed by the Arctic perimeter† 8.2
†) Defined as the coastline at which the expanding ice is hindered of further southward
expansion.
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Abstract

The Arctic Ocean’s carbon cycle is undergoing vast transformations,
with major implications for ecosystems and the global climate. Yet, ob-
servations of surface ocean pCO2 in these high latitudes are still highly
sparse, resulting in unreliable estimates of seasonal and regional air–
sea CO2 flux changes. Regional studies are consequently restricted to
model data or point-wise observations. This is currently changing as
novel techniques allow for sophisticated gap-filling in the observational
record, providing continuous fields of surface ocean pCO2. However,
uncertainties in these products are still large, and their performance
in the Arctic domain is widely unknown. We use two such data sets,
which rely on distinct gap-filling methods, to investigate regional and
temporal changes in their pCO2 fields. Both products show an increase
in the annual mean pCO2 throughout most of the Arctic domain. How-
ever, the rate of the long-term change varies strongly between regions
and is inconsistent between the products at a regional scale. While
these regional patterns are distinct, a spatio-temporal decomposition
via EOF analysis reveals that seasonal variations show consistent be-
havior between the two products. We find that the first two modes,
which together explain more than 70% of the total variability, capture
the pCO2 changes in the sub-Arctic and the high Arctic. The sub-Arctic
follows a seasonal cycle that correlates negatively with the annual cy-
cle of solar irradiance, hinting at biological activity stimulated by light
availability being the main driver in this domain. Conversely, in the
high Arctic, the seasonal pattern follows the cycle of sea-ice area, in-
dicating that changes in the pCO2 there are mostly caused by varia-
tions in the sea ice cover. Unraveling the complexities of the Arctic
Ocean’s carbon dynamics is a crucial step toward better understand-
ing the dominant processes driving the Arctic carbon cycle. This will
become even more important in the future when regions in the Arctic
experience drastic changes as global warming progresses.
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B.1. INTRODUCTION

The Arctic Ocean’s carbonate system has been relatively isolated from
interactions with the atmospheric carbon cycle due to the perennial
presence of sea ice. Nonetheless, the separation between the Arctic
Ocean and the overlying atmosphere is currently undergoing major
changes as the sea ice cover retreats as a result of human-induced cli-
mate change (IPCC, 2023; Yasunaka et al., 2023). In addition, the Arc-
tic is also the region on Earth that shows the strongest response to
global warming, e.g. with temperatures rising at about four times the
global average rate (Rantanen et al., 2022), posing a high risk of alter-
ing oceanic properties and stressing marine ecosystems. Understand-
ing changes in the carbonate system of the Arctic Ocean and their rela-
tion to changes in the Arctic domain is therefore of great importance,
also for making reliable estimates of future changes as sea ice cover
continues to decline.

As satellite records from the past four decades show, the decline
of sea ice is, however, not uniform across the Arctic. In addition, the
Arctic domain is characterized by intricate geographical features and
multi-layered interactions between the atmosphere, the ocean, and the
cryosphere,making regional characteristicsmeaningful. Therefore, tak-
ing into account these regional differences and changes is of even greater
importance for developing an enhanced comprehension of the subject.
The still long-lasting season of ice coverage and the rough conditions in
these remote areas combined with months of absolute darkness make
it challenging to collect continuous ocean CO2 measurements, result-
ing in a small number of ship measurements (e.g. Bakker et al., 2016).
Consequently, our understanding of the Arctic marine carbon cycle is
largely based on individual point observational studies, typically lim-
ited to a specific period and domain (Cai et al., 2010). Although the
importance of regional studies is regularly emphasized, such studies
are based almost exclusively onmodel data (e.g. Orr et al., 2022). How-
ever, modern climate models still lack sufficient representation of bio-
chemical processes in the Arctic domain, whichmay compromise their
reliability.

Recent advances inmethodology to fill gaps in sparsemeasurements
of the sea surface partial pressure of CO2 (pCO2), which is the main
driver determining direction and magnitude of the air–sea CO2 ex-
change, now allow for more regional investigations (Ritter et al., 2017;
Becker et al., 2021). These data products usually use machine learn-
ing or combine observations with model data, underpinning valuable
insights into the global ocean or large-scale domains. Still, there is a
dearth of literature concerning the Arctic domain. Recently, Yasunaka
et al. (2023) have provided the first synthesis of such data products
alongside state-of-the-art ocean biogeochemical models with a focus
on the Arctic. While there is a broad agreement between methods that
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the Arctic serves as a sink for human-made CO2, one of their conclud-
ing statements notes the significant uncertainty that hinders quanti-
tative analysis in these high-latitude areas. These uncertainties arise,
in part, from the limited observations that serve as the foundation for
these data sets. The greater the quantity of data accessible, the nar-
rower the gaps to fill or the more precise the corresponding method’s
estimates. As visible from the SOCAT database records (Bakker et al.,
2016), which encompass themajority of pCO2 measurements obtained
since 1982, the bulk of them were conducted post-2005.

Here, we use two commonly used pCO2 data products (Rödenbeck
et al., 2022; Landschützer et al., 2016) that employ distinct techniques
for filling large data gaps in theArctic to study the variability of the sur-
face ocean pCO2 and its drivers. We have chosen two complementary
products that span the entire region up to 90 °N and use sophisticated
methods that take into account the dynamics of other proxy variables
to predict the missing values in the pCO2 field. For the rest of the docu-
ment, we proceed as follows: After introducing the two data products
and research methods employed in this study to evaluate the two data
sets, we commence by providing an overview of the mean state and
temporal evolution of the pCO2 fields. We emphasize both similarities
and variations in the two data sets and then conduct an EOF analy-
sis to break down the spatio-temporal information and assess regional
patterns and characteristics of the seasonality. Finally, we attempt to
establish the link between the identified features and potential drivers
and end with some concluding remarks.

B.2. DATA ANDMETHODS

For our analysis, we investigated two pCO2 products, namely the Max
Planck Institute for Meteorology Self-Organizing Map Feed-Forward
Network (MPIM-SOM-FFN) method (Landschützer et al., 2016) and the
Jena-Carboscope mixed layer scheme (Jena-MLS) method (Rödenbeck
et al., 2013). These pCO2 products cover data across the entire Arctic
up to 90 °N. However, they differ in the techniques used to estimate
the pCO2 to fill the gaps in the observational record.

The Jena-MLS is primarily based on spatio-temporal interpolation of
the pCO2 observation data from the SOCAT database but also compati-
ble with the dynamics of ocean mixed-layer carbon content, i.e. taking
into account the buffer effect (Rödenbeck et al., 2013, 2022). The pCO2
field in this product is available at a daily 2.5°×2° resolution from 1957
to 2021.

The MPIM-SOM-FFN uses a two-step neural network approach (i.e.
self-organizing map and feed-forward neural network) that takes as
inputs sea surface temperature, sea surface salinity, mixed-layer depth,
chlorophyll a, atmospheric pCO2 and an ocean pCO2 climatology. This
technique reconstructs the sea surface pCO2 field at a monthly 1°×1°
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resolution over the open ocean and, spanning the period from 1982 to
2021 (Landschützer et al., 2013, 2016; Jersild et al., 2017). Note that the
MPIM-SOM-FFN has some larger areas of missing data points in the high
winter season (Jersild et al., 2017), which stem from gaps in the mixed-
layer depth proxy (De Boyer Montégut et al., 2004). These areas are
mainly attributable to regions with sea-ice cover and thus have little ef-
fect on our analysis. However, for our EOF analysis (see below), where
these missing areas do affect our analysis, we make the assumption of
no changes under sea ice by filling these missing values with zero af-
ter having the data detrended and the long-term mean subtracted to
minimize variability at these points. Sea ice is not used as an input pa-
rameter when estimating the pCO2 fields in either of the two products,
however, both products scale the final air-sea CO2 flux by the fraction
of sea-ice cover in each grid cell.

We also use sea-ice area and sea surface temperature to compare
regional and seasonal pCO2 patterns. Sea-ice area is calculated bymul-
tiplying sea ice concentration with the area of each cell. Land masses
are masked before calculations are performed. As an estimate for the
sea-ice concentration, we use theNASATeam and theNASABootstrap
satellite retrievals from National Snow and Ice Data Center (NSIDC)
(Comiso, 1995; Cavalieri et al., 1996). For sea surface temperatures,
we rely on the estimates from the Optimum Interpolation Sea Surface
Temperature (OISST) data set from NOAA (Huang et al., 2021). The sea-
sonal profile is obtained through the first principal component from
EOF analysis.

To assess the spatial changes of the mean state over time, we use the
monthly data on the native product grids and average into pentads
(5-year periods). The long-term trend is calculated as a linear regres-
sion on the annual means at each pixel. We use spatial averages over
the global domain (all ocean surface area), the Northern Hemisphere,
and the Arctic (here, defined as the oceans north of 60 °N) to create
time series of data to analyze temporal changes over larger regions.

Combined spatial and temporal variability is assessedusing EOF anal-
ysis. The calculation was carried out using the xeofs Python package
Rieger and Levang, 2023, and the EOFs were rotated using Varimax ro-
tation. Some data preparationwas needed prior to calculating the EOFs:
First, the spatial field was restricted to the domain north of 50 °N, and
the Baltic Sea was masked out as this region shows especially large
pCO2 values in the MPIM-SOM-FFN, which would dominate the vari-
ability patterns. Then, at each pixel, the long-term linear trend was
removed from the monthly time series of pCO2, and missing values
were filled with the long-term mean. This way, these pixels can be con-
sidered for the EOF analysis, but the mean-filled missing values would
not contribute to the variability. The average seasonal cycles, which
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we show alongside the time series of the principal components, were
computed from the principal components of each of the first and sec-
ond modes of variability.

Figure B.1: Overview of the different Arctic regions alongside the total num-
ber of pCO2 measurements in the SOCAT database between 1982
and 2021. Regions of the high Arctic: Beaufort Sea (BeaS), Chuk-
chi Sea (ChuS), East Siberian Sea (EasSibS), Laptev Sea (LapS),
and Kara Sea (KarS). Regions of the sub-Arctic: Bering Sea (BerS)
and Sea of Okhotsk (OkhS) on the Pacific Side, and Barents Sea
(BarS), Greenland Sea (GreS) and the Labrador Sea (LabS) on the
Atlantic side, together with the Baffin Bay (BafB), the Hudson Bay
(HudB), and the Canadian Archipelago (CanArc). The magenta
line separates the high Arctic and sub-Arctic. Orange boundaries
indicate basin segments.

To assess the timing of seasonal maxima and minima in different re-
gions and the change in the seasonal amplitude, we use the monthly
time series in each region, then determine the timing (month) of max-
imum and minimum, and finally average over 5-year periods. The am-
plitude is the difference between annual maximum and minimum val-
ues.
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In this work, we discuss features in different regions of the Arctic.
These regions are displayed in Figure B.1 alongside the number of pCO2
measurements that are registered in the SOCATdatabase and that have
been collected between 1982 and 2021 and serve as the base for the two
pCO2 products’ methods.

B.3. RESULTS & DISCUSSION

B.3.1 The mean sea surface pCO2

We begin with a description of the mean state of the pCO2 fields in
the two data products and its evolution over time (Figure B.2). In both
data sets, the regions of the sub-Arctic display relativelymoderate CO2
partial pressures of around 340µatm, indicating that the surface ocean
partial pressure is undersaturatedwith respect to the overlaying atmos-
phere but consistently increasing over time as human emissions pro-
gressed. These sub-Arctic regions are mostly ice-free for the majority
of the year. Substantial variability is present in the high Arctic, both in
terms of spatial distribution and change over time; the deltas between
the 2nd and the 98th percentile for each pentad range from 91µatm
to 160µatm for the MPIM-SOM-FFN and from 165µatm to 185µatm for
the Jena-MLS (compare Figure B.2). Sea ice is present at the air–sea in-
terface in the same area, where observations are highly scarce. Thus,
we also find that the two products show the strongest differences in
ice-covered areas.

Notably, the Jena-MLS exhibits an area of high pCO2 around the Pa-
cific opening, interrupted by a strongminimum in the center of the East
Siberian Sea (west of the opening). Between the late 1980s and 2005,
high pCO2 levels with values exceeding 550µatm markedly expanded
in spatial extent and absolute value. Additionally, the southern Hud-
son Bay registered pCO2 levels higher than 500µatm. The MPIM-SOM-
FFN product exhibits a relatively uniform rise across the Arctic with
some non-uniformity of the trend in the high Arctic. During the latter
period (2017–2021), there was a marked increase in the Hudson Bay
and the Beaufort Sea. In both data sets, we find the high pCO2 areas
within the high Arctic and the Hudson Bay.

Despite the significant spatial differences between pCO2 from the
two products (Figure B.2), both data sets show similar mean state and
evolution on a global scale (Figure B.3), illustrating that (a) the Arctic
is less well understood than its global ocean counterpart and (b) Arc-
tic pCO2 (and subsequent air–sea fluxes) play a minor role as these
local differences do not translate into a global disagreement. Discrep-
ancies appear in particular when we limit the area to the high Arctic.
The global and northern hemisphere pCO2 averages exhibit a positive
trend in both data sets, roughly tracking the atmospheric pCO2 sig-
nal but with a slightly lower rate. In the Arctic, both data sets show
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Figure B.2: Mean states of ocean pCO2 for different pentads (5-year peri-
ods) and long-term trend (2005–2021; right-most column). Or-
ange (white) contour lines mark the respective average Septem-
ber (March) sea-ice edge (NASA Team). In the right-most panels,
the solid (dashed) contour linesmark the respective states in 2005
(2021).

a total increase of the annual mean pCO2 between 1982 and 2021, but
they differ in the interannual variations and in the amplitude of intra-
annual changes. The pronounced high in the Jena-MLS from 1989–1999
is striking in the spatial average, exhibiting a change of around 40
µatm within 10 years. This increase is not apparent in the MPIM-SOM-
FFN product, which shows almost no change in the annual mean over
1984–2004. Given the lack of observations and literature studies, it re-
mains impossible to verify the correct magnitude of the sea surface
pCO2 in this period.

While in the Jena-MLS product, the amplitude of the seasonal cy-
cle changes little over the whole period, in the MPIM-SOM-FFN product,
the amplitude increases nearly 4-fold during the first data sparse years.
From 2000 onward, the amplitude stays reasonably constant, illustrat-
ing that the seasonal cycle proves little reliable before 2000 in theMPIM-
SOM-FFN method. We thus conclude that the distinct phenomena dis-
cussed above in the data products are likely caused by the scarce ob-
servational coverage before 2005 (compare Figure B.6). Therefore, in
the following, we focus on the period between 2005 and 2021, where
pCO2 observations are more abundant in the Arctic (Figure B.6).

Considering the long-term trend from2005 to 2021 (Figure B.2, right-
most panels), we find an increase in ocean pCO2 in almost all regions
with notable exceptions, mainly in the vicinity of the summer sea-ice
margin. Trends are generally higher and more spatially variable in the
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Figure B.3: Time series of atmospheric global (orange), and oceanic global
(green), northern-hemispheric (red) and Arctic (blue) pCO2 for
Jena-MLS (left) and MPIM-SOM-FFN (right).

MPIM-SOM-FFN, reachingmaximumvalues ofmore than+100µatmper
decade in the Kara Sea and around the Beaufort Gyre. The difference
between the two products is largest in the central Arctic. This region
is also the part of the Arctic that is, up to date, covered by sea ice for
most days of the year.

Overall, both products agree on an increase in the annualmeanpCO2
but exhibit considerable spatial and temporal differences in the mag-
nitude of the trend and the change in seasonal variability. In the next
step, we separate the spatial from the temporal information, thereby
examining trends and seasonal variability.

B.3.2 A spatio-temporal decomposition hints at dominating drivers

Figure B.4 displays the first two EOFs and the temporal evolution of
these patterns represented by the respective principal component. In
both data sets, the first two modes together explain more than 70% of
the overall variability, so we limit the following narrative to the first
two modes.

Overall, we find better agreement between the first mode of the Jena-
MLS data set and the second mode of the MPIM-SOM-FFN. This is some-
what surprising given the spatial and temporal difference observed in
the mean and trend. The similarity of the complementary modes is
apparent in both the spatial eigenvectors (EOF maps) and the tempo-
ral variability given by the respective principal component. The EOFs
for each product show the strongest values in the sub-Arctic regions
and share a dipole feature in the Hudson Bay with negative values in
the western part and positive values in the East. Amplitudes are high-
est in the Pacific and lower in the Atlantic. The high in the Chukchi
Sea is more pronounced in the Jena-MLS. However, note that the Jena-
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Figure B.4: Varimax-rotated EOFs and principal components (time series and
seasonality) of the first two modes for each data set. The EOFs rep-
resent the spatial structure of the major patterns being responsi-
ble for the variability in the original time series. Dots mark the ar-
eas where the correlation between the principal component and
the original data is statistically significant (𝑝 < 0.05). The light-
teal path marks the area defined as the high Arctic (also compare
Figure 1.2). Note that the order in the MPIM-SOM-FFN modes is
swapped for easier comparison of the modes between the two
data products. The principal components (PC; time series depicted
in the lower panels) indicate how the amplitude of each EOF pat-
tern (mode 1 and mode 2) varies with time. Next to the PC is the
seasonality of the respective PC (solid lines; the color range from
light to dark magenta represents past to present) alongside the
seasonality of the Arctic sea-ice area (dashed gray line). The val-
ues on the right y-axis represent the sea-ice area in Mio. km2.

MLS product has a relatively coarse spatial resolution, so individual
cells might overestimate a specific value’s spatial extent. Both princi-
pal components show a clear, regular seasonal cycle with its peak in
winter and its minimum in summer.

The second-mode EOF of the Jena-MLS and the first-mode EOF of the
MPIM-SOM-FFN are characterized by strong positive values in the high
Arctic, specifically in the Chukchi Sea and, in the case of the MPIM-SOM-
FFN, also in the Beaufort Sea and north of Canada, potentially extrapo-
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lating the signal from the Chukchi Sea to the neighboring waters. The
Jena-MLS exhibits an area of negative values in the Kara Sea, which the
MPIM-SOM-FFN does not capture. Regions around the southern coast-
lines on the Pacific side and east and west of Greenland are character-
ized by slightly negative values. These spatial patterns go along with
another seasonal pattern in the principal component, with the high in
late spring and the minimum in August/September for the MPIM-SOM-
FFN, or in December for the Jena-MLS—although the latter also exhibits
a temporary low around August.

The spatial patterns displayed by the EOFs suggest that the first (sec-
ond) mode of the Jena-MLS (MPIM-SOM-FFN) explains mainly the sub-
Arctic variability, accompanied by a seasonality pattern in its corre-
sponding PC that is fairly symmetric around summer. On the other
hand, the spatial patterns of the second (first) mode of the Jena-MLS
(MPIM-SOM-FFN) combined with the seasonality of the corresponding
PC seem to represent predominantly changes in the high Arctic.

While processes driving the variations in the two products may dif-
fer for individual methods and could potentially be quantified by do-
ing dedicated response function experiments, we here try to explain
the observed variations and provide a qualitative comparison focusing
on the spatial and temporal features shown by the two data sets.

In sub-Arctic regions that are characterized by perennial absence
of ice, processes related to changes in temperature and/or light avail-
ability appear to dominate. Temperature-induced changes in pCO2 are
well understood and expected to show the characteristic of the tem-
perature profile (Sarmiento and Gruber, 2006; Millero, 2013), which
follows the seasonal cycle of solar irradiance, commonly described by
a continuous profile south of 66 °N. Concurrently, heightened light
availability during summer stimulates photosynthetic biological activ-
ity, leading to a pCO2-reducing drawdown effect. In winter, when sea
ice starts to grow, biological activity is reduced to a minimum, and the
pCO2 drawdown effect is shut down.

Finally, the growth of a solid sea ice layer on top of the ocean sur-
face impedes the physical air-sea gas exchange. It enhances the salinity
and the content of DIC and TA of the under-ice seawater due to brine
drainage (Worster andRees Jones, 2015; Griewank andNotz, 2013; Rys-
gaard et al., 2007), leading to a net increase in surface ocean pCO2 dur-
ing the cold season. The input of freshwater due to the subsequent ice
melt (e.g. Yamamoto-Kawai et al., 2005; Krishfield et al., 2014) leads
to a net decrease of pCO2 levels and enhanced stratification, hindering
the surface water from vertical mixing with deeper layers (e.g. Toole et
al., 2010; Maksym, 2019). These pCO2 changes related to the growth
and melt of sea ice are largely characterized by the so-called Sea-Ice
Carbon Pump (Rysgaard et al., 2007; Grimm et al., 2016; Moreau et al.,
2016).
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The regions further north experience different conditions, mainly
due to the longer-lasting sea-ice cover, which impedes the physical air–
sea gas exchange for an extended period of the year. Enhanced release
of brine and dissolved carbon due to thicker growing sea ice in these
regions leads to elevated pCO2 levels during the cold season. In con-
trast, temperature-driven changes in pCO2 are minimal, especially in
the presence of sea ice, when the temperature remains at the freezing
point. Changes in pCO2 related to biological activity occur slightly later
in the year compared to sub-Arctic regions, as light availability is scarce
inwinter and increases only significantly once the ice is reasonably thin
or has disappeared again.

Processes captured by the EOF analysis

The patterns revealed by the first two EOFs as shown above suggest
that sub-Arctic and high-Arctic pCO2 fields are dominated by different
mechanisms.

The sub-Arctic profiles of the first-mode PC (Jena-MLS) and the second-
mode PC (MPIM-SOM-FFN) show high anti-correlated resemblance to
the seasonal cycle of solar irradiance, suggesting that temperature is
of minor importance for the detected pCO2 changes. A temperature
decomposition following Takahashi et al. (1993) confirms the modest
contribution of the thermal component, contributing less than 20%
of the overall pCO2 trend in most regions, with the maximum values
along the position of thewinter sea-ice edge (not shown). Instead, non-
thermal processes such as mixing or the consumption of CO2 by en-
hanced biological activity during summer and the reverse process dur-
ingwinter aremore likely to explain the behavior of the pCO2 profile in
these areas. Over the past decades, net primary production has been
even enhanced by the reduction in sea ice cover and longer growing
seasons (Arrigo et al., 2008; Arrigo and van Dijken, 2011, 2015).

In contrast, the high Arctic is characterized by a PC that matches the
seasonality of sea-ice area, suggesting that the processes governing the
change in pCO2 in these areas are primarily influenced by the variabil-
ity in the sea ice cover. Since the profiles are strongly correlated, we
argue that, from the processes mentioned above, those that result in
a net decrease in pCO2 dominate during the sea ice melt season, and
those resulting in a net increase in pCO2 dominate during the sea ice
growth season.

The lag between the first mode in Jena-MLS and the second mode in
MPIM-SOM-FFN may be the result of the different amounts of variabil-
ity explained by the respective mode. In the Jena-MLS, the first mode
comprehensively accounts for the variability in the sub-Arctic regions
(zero across large areas in the second mode EOF), explaining over
1.5 times more variability than the second mode. In contrast, in the
MPIM-SOM-FFN, the sub-Arctic variability is captured through a com-
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posite of both modes, explaining approximately the same percentage
of variability. If we picture the sum of the two PC profiles of the MPIM-
SOM-FFN, we obtain a profile that qualitatively resembles a right-shifted
profile of the second mode (compare Figure B.4).

On the other hand, profiles associatedwith the highArctic differ con-
siderably between the two data sets. However, this region also shows
considerable disagreement in the spatial patterns of the EOFs and the
mean state fields (compare Figure B.2) and might be biased accord-
ingly. In addition, the high-Arctic-related PC of theMPIM-SOM-FFN (first
mode) shows a much more pronounced change in the amplitude over
time compared with Jena-MLS, indicated by the different colors in the
plot.

B.3.3 Changes in timing and amplitude of the seasonal cycle

Furthermore, the profile of the differentmodes, particularly in theMPIM-
SOM-FFN, indicates potential for phase shifts in these profiles. A recent
model study by Orr et al. (2022) proposed that the seasonality of the
Arctic Ocean’s pCO2 may experience shifts in timing and amplitude by
the end of the century. While this is a notable result, these projections
might even underestimate the development as regional features may
be smoothed out in the large-scale average the study focuses on.Hence,
changes in seasonality may be already apparent in the present days
if we look at the regional development of the historical pCO2 signal.
Data sparsity, particularly in the period before 2005, however, leaves
us with little confidence that we can already detect such a shift in the
past record.

Focusing on the data-richer period after 2005 and considering the
timing of the seasonal minimum first (Figure B.5, top row), we no-
tice that both data sets agree reasonably well in the regions outside
the area of seasonal ice cover. However, inside the domain of seasonal
ice cover, there are a few regions in which both data sets disagree: In
the area around the Beaufort Sea and the Canada Basin, the Jena-MLS
shows a seasonal minimum in both periods in late winter (early in
the year) whereas the MPIM-SOM-FFN shows the seasonal minimum in
late autumn or early winter. The same is true for the sectors 0°–30 °E
and 150 °N–180 °N north of 80 °N. Note that these are also the regions
where the first mode EOFs disagreed. The areas outside the high Arctic
are similarly represented in both data sets, with only minor changes
between the two time periods. Also, in the sector between 80 °E and
130 °E, the Jena-MLS tends to a timing earlier in summer, whereas the
MPIM-SOM-FFN exhibits a timing in later summer. Looking at the dif-
ferent data sets individually, we notice that the timing in the Jena-MLS
is nearly indistinguishable but varies in the MPIM-SOM-FFN: The latter
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Figure B.5: Timing (month) of the ocean surface pCO2 minimum (top row)
and maximum (middle row) as well as the amplitude (bottom
row) for different 5-year periods. Note the different color map ex-
tents of the amplitudes. The cyclic color bar representing themaps
of timing equates dark shading with winter months and lighter
shadings with summer months.

shows shifts in the minimum timing by a few months towards earlier
in the year inside Hudson Bay as well as in the Barents Sea and the
Norwegian Sea.

Also, concerning the timing of the seasonal maximum (Figure B.5,
middle row), both data sets largely agree in the regions outside the
zone of seasonal ice coverage and show only little change between the
two time periods. However, they disagree in the high-Arctic regions,
with the most extensive disagreements close to Canada and the north-
ern part of Greenland, as well as in the Labrador Sea and around Sval-
bard. Regarding the shifts within the individual data sets, we also no-
tice that the Jena-MLS exhibits only slight to no shifts. In contrast, the
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MPIM-SOM-FFN reveals shifts in the timing of the maximum, in partic-
ular in front of the west coast of Alaska but also in the Baffin Bay and
parts of the Kara Sea and the Barents Sea.

Looking finally at the amplitude of the seasonal cycle (Figure B.5,
bottom row), we find common areas of high amplitudes, for example,
the Chukchi Sea, the southern Hudson Bay, and a sector in the Kara
Sea. The latter is interesting as this was a unique feature of the second
mode EOF in the Jena-MLS data set, not shown by the MPIM-SOM-FFN.
The area with the largest disagreement regarding amplitude charac-
teristics is found north of Canada and Greenland. Here, the Jena-MLS
shows the lowest values within the whole Arctic domain. In contrast,
the MPIM-SOM-FFN reveals a region of high seasonal amplitude that in-
tensifies over time. It is to note, however, that the range of the ampli-
tudes displayed by the Jena-MLS is up to twice as large compared to the
MPIM-SOM-FFN, with ΔpCO2 values of more than 500µatm as opposed
to around 300µatm in the MPIM-SOM-FFN.

We are aware that, due to the large uncertainties, there are some
caveats in how the data we used in this study represent regional in-
formation on seasonal characteristics. Also note that spatial gaps have
been ignored and might lead to an underestimation of the maximum,
which is assumed for most cases to take place in winter when these
gaps occur. However, as themaxima are typically in latewinter or early
spring when the gaps are absent, we expect this to be a minor issue.

Considering the availability of observations in the different regions,
the disagreements north of Canada and in the Russian seas are not too
surprising as these regions have the sparsest observational data cover-
age. In contrast, a decent amount of observations is available for the
Nordic Seas and the area around Alaska, comprising the Beaufort Sea,
the eastern part of the Chukchi Sea, and the surrounding sea south
of Alaska. Given the amount of available observations and the general
differences between the two data sets, we do not attach much value
to these findings in the timing and the seasonal amplitude. However,
regarding the regions we trust more, it is interesting to see both an am-
plitude intensification and a seasonality shift already in the historical
record. These changes can be of major importance for the ecosystems
in these regions and should be further investigated.

B.4. CONCLUSIONS

In this study, we used two ocean surface pCO2 products to investi-
gate the spatial and temporal variability of pCO2 in the Arctic and
sub-Arctic oceans. The basin-scale agreement between the two data
sets improved from 2005, when ship-based underway pCO2 measure-
ments became more routine. However, large discrepancies remain in
the regional patterns of mean states and long-term trends due to the
limited availability of direct pCO2 observations.
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Instead,we investigate the variability in both products, finding a gen-
eral increasing tendency in surface pCO2 concentrations between 2005
and 2021, as would be expected given the increase in atmospheric CO2
concentrations over the sameperiod.On a seasonal basis, the pattern of
change showed strong similarities between the two pCO2 products, in
that there was a dominant seasonal cycle in the sub-Arctic with a peak
in February and minimum in July, while the central Arctic pCO2 con-
centration peaks in March with a minimum in August. The seasonal
cycle of pCO2 in the sub-Arctic obtained from EOF analysis matches
the inverse seasonal cycle of sea surface temperature and solar irradi-
ance. In the high Arctic, on the other hand, the timing coincides with
the seasonal cycle in sea-ice area. As the timing of when the high Arc-
tic is fully covered by sea ice changes under ongoing climate warming,
we expect these variability patterns to change accordingly. In any case,
the combination of the first two modes of the EOF analysis gives us
a simple concept to describe the dynamics of surface ocean pCO2 in
the Arctic domain, which may be helpful for benchmarking other data
products or for developing future product versions.

Given the difficulties of undertaking large-scale observations of ocean
parameters in the Arctic via satellite, these products are a promising
approach for more regional analysis of the oceanic carbon cycle in the
Arctic despite the shortcomings discovered. One notable improvement
can be achieved by continuing the measurement effort in the Arctic
Ocean, as we show that since the start of regular Arctic Ocean obser-
vations around 2005, stronger conclusions can be drawn with respect
to the changing Arctic carbon cycle. Since the Arctic experiences ex-
treme changes under human-induced climate change, improving our
process-understanding in this domain is of great importance and ur-
gency. Our study reveals the strong connection between the seasonal
carbon cycle and sea ice, and future sea-ice retreat may perturb the car-
bon cycle even further. We thus argue for increasing the effort of more
continuous underway pCO2 observations in the Arctic to better under-
stand the seasonal through interannual changes of the Arctic Ocean
carbon cycle and its sensitivity to future sea-ice retreat in a changing
climate.
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OPEN RESEARCH SECTION

We used the following data sets for our study, all being publicly avail-
able: The Jena-MLS data set was obtained from www.bgc-jena.mpg.
de/CarboScope/oc/oc_v2023.html (last accessed: 2024-01-04).
TheMPIM-SOM-FFNdata setwas obtained fromwww.ncei.noaa.gov/
access/ocean-carbon-acidification-data-system/oceans/SPCO2_1982_
present_ETH_SOM_FFN.html (Jersild et al., 2017, last accessed: 2024-
01-04). For the sea-ice area estimates we used the NASA Bootstrap and
the NASA Team algorithms (Meier et al., 2021). The data can be down-
loaded from the NSIDC website (nsidc.org/data/g02202/versions/4).

ADDITIONAL FIGURES

Figure B.6: SOCAT coverage for selected regions. (a) shows the observations
taken in each year between 1980 and 2021 in the domain north
of 66 °N. (b) – (d) show the number of observations for selected
regions and for everymonth for the same period as covered in (a).
The numbers are scaled by a factor of 1000.

www.bgc-jena.mpg.de/CarboScope/oc/oc_v2023.html
www.bgc-jena.mpg.de/CarboScope/oc/oc_v2023.html
www.ncei.noaa.gov/access/ocean-carbon-acidification-data-system/oceans/SPCO2_1982_present_ETH_SOM_FFN.html
www.ncei.noaa.gov/access/ocean-carbon-acidification-data-system/oceans/SPCO2_1982_present_ETH_SOM_FFN.html
www.ncei.noaa.gov/access/ocean-carbon-acidification-data-system/oceans/SPCO2_1982_present_ETH_SOM_FFN.html
nsidc.org/data/g02202/versions/4
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