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A B S T R A C T

The atmosphere at the air-sea interface, supplies matter, energy and momentum to the
ocean, thereby forcing the ocean. The atmospheric forcing and the resulting oceanic
circulation are at large scales. Through nonlinear processes, the energy contained in
the large-scale oceanic circulation is redistributed among various scales, and regions
and converted from one energy form to another. The oceanic Lorenz Energy Cycle
quantifies the energy pathways of energy conversion from atmospheric forcing to mean
total energy, and further to eddy available potential energy, eventually to eddy kinetic
energy. However, the energy cycle depicts only gross features and does not give detailed
information regarding the modality of energy conversion due to the nonlocal nature
of the energy conversion — nonlocality is not captured by the global Lorenz Energy
Cycle. Another important aspect concerns the energy conversion between mean and
eddy kinetic energy. In the atmosphere, the conversion is from eddy kinetic energy to
mean kinetic energy and this is thought to represent an upscale transfer of energy.
However, in the ocean, the transfer is reversed; mean kinetic energy is converted
into eddy kinetic energy. Lastly, there exists only one estimate of the global oceanic
Lorenz Energy Cycle, therefore, it’s not clear whether the basic characteristics of the
previously estimated Lorenz Energy Cycle are robust. Therefore, the extent to which
the previous estimates can reliably reflect the energy transfer processes related to the
Lorenz Energy Cycle in the real ocean is unclear.

In this dissertation, we present a thorough assessment of the above-mentioned aspects
of ocean energetics using eddy-resolving simulations generated using the ICON-O
model. The model is newly developed at the Max Planck Institute for Meteorology
and replaces the firmly established MPI-OM model. To ascertain the robustness of
the Lorenz Energy Cycle, we re-examined the Lorenz Energy Cycle for the global
ocean by assessing its sensitivity to model and forcing differences. We established that
the previous estimate is indeed robust — the Lorenz Energy Cycle is insensitive to
both model and forcing differences. The insensitivity of the Lorenz Energy Cycle to
forcing differences pictures the ocean as an inefficient ‘windmill’ that converts only a
small portion of the inputted mechanical energy into the interior mean and transient
circulations. Furthermore, we show that the exchange of kinetic energy is such that the
mean flow loses energy in the surface layers, and most of the energy released by the
mean flow is used for eddy growth, while the rest is transferred to the deeper ocean
and then, together with the energy released by the eddies, it’s transferred back to the
mean flow. Lastly, a note is made about the sensitivity of the gross features of the
eddy-mean flow interaction to topographic forcing. In contrast to what is observed in
idealistic, 2 layer models, we observed that the general features of energy interaction
remain unchanged in complex OGCMs.
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Z U S A M M E N FA S S U N G

Die Atmosphäre an der Grenzfläche zwischen Luft und Meer führt dem Ozean Materie,
Energie und Impuls zu, wodurch der Ozean angetrieben wird. Der atmosphärische
Antrieb und die sich daraus ergebende ozeanische Zirkulation finden auf großen Skalen
statt. Durch nichtlineare Prozesse wird die in der großräumigen Ozeanzirkulation
enthaltene Energie Durch nichtlineare Prozesse wird die in der großräumigen Ozeanzir-
kulation enthaltene Energie zwischen verschiedenen Skalen und Regionen umverteilt
und von einer Energieform in eine andere umgewandelt. Der ozeanische Lorenz-
Energiezyklus quantifiziert die Wege der Energieumwandlung vom atmosphärischen
Antrieb zur mittleren Gesamtenergie und weiter zur verfügbaren potenziellen Energie
der Wirbel und schließlich zur kinetischen Energie der Wirbel. Der Energiezyklus
stellt jedoch nur grobe Merkmale dar und liefert keine detaillierten Informationen
über die Modalität der Energieumwandlung, da die Energieumwandlung nicht lokal
erfolgt — die Nichtlokalität wird vom globalen Lorenz-Energiezyklus nicht erfasst.
Ein weiterer wichtiger Aspekt betrifft die Energieumwandlung zwischen mittlerer
und wirbelkinetischer Energie. In der Atmosphäre erfolgt die Umwandlung von der
kinetischen Energie der Wirbel in die mittlere kinetische Energie, und man geht
davon aus, dass es sich dabei um eine aufwärtsgerichtete Energieübertragung handelt.
Im Ozean jedoch wird die mittlere kinetische Energie in wirbelkinetische Energie
umgewandelt. Schließlich gibt es nur eine Schätzung des globalen ozeanischen Lorenz-
Energiekreislaufs, so dass nicht klar ist, ob die grundlegenden Merkmale des zuvor
geschätzten Lorenz-Energiekreislaufs stabil sind. Daher ist es fraglich, inwieweit die
bisherigen Schätzungen den Energiekreislauf zuverlässig widerspiegeln können.

In dieser Dissertation präsentieren wir eine gründliche Bewertung der oben genannten
Aspekte der Ozeanenergien anhand von wirbelauflösenden Simulationen, die mit
dem ICON-O-Modell erstellt wurden. Das Modell wurde am Max-Planck-Institut für
Meteorologie neu entwickelt und ersetzt das fest etablierte etablierte Modell MPI-
OM. Um die Robustheit des Lorenz-Energie-Zyklus zu ermitteln, haben wir den
Lorenz-Energie-Zyklus für den globalen Ozean erneut untersucht, indem wir seine
Empfindlichkeit gegenüber Modell- und Antriebsunterschieden bewertet haben. Wir
haben festgestellt, dass die frühere Schätzung in der Tat robust ist - der Lorenz-
Energiezyklus ist unempfindlich gegenüber Modell- und Antriebsunterschieden. Die
Unempfindlichkeit des Lorenz-Energiekreislaufs gegenüber Antriebsunterschieden stellt
den Ozean als eine ineffiziente "Windmühle"dar, die nur einen kleinen Teil der
zugeführten mechanischen Energie in die mittleren und instationären Zirkulationen
im Inneren umwandelt. Darüber hinaus zeigen wir, dass der Austausch von kinetischer
Energie so erfolgt, dass die mittlere Strömung in den Oberflächenschichten Energie
verliert und der größte Teil der von der mittleren Strömung freigesetzten Energie für das
Wirbelwachstum verwendet wird, während der Rest in den tieferen Ozean übertragen
wird und dann zusammen mit der von den Wirbeln freigesetzten Energie wieder
zurückgeführt wird. Wirbeln freigesetzte Energie wieder in die mittlere Strömung



zurückfließt. Abschließend wird auf die Empfindlichkeit der groben Merkmale der
Wechselwirkung zwischen Wirbel und mittlerer Strömung gegenüber topografischen
Einflüssen hingewiesen. Im Gegensatz zu idealistischen, zweischichtigen Modellen haben
wir festgestellt, dass die allgemeinen Merkmale der Energieinteraktion in komplexen
OGCMs unverändert bleiben.
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1 I N T R O D U C T I O N

Everything is energy and that’s all there is to it.
Match the frequency of the reality you want and
you cannot help but get that reality. It can be no
other way. This is not philosophy. This is physics

— Albert Einstein

1.1 energetics of a turbulent climate system

The ocean and the atmosphere are fundamental components of the climate system
and form a complex coupled system through the exchange of matter, momentum
and energy. Understanding how the ocean and the atmosphere function is of primary
importance, among other reasons, in predicting climate change and establishing
strategies to mitigate its effects. Since the earliest theories of circulation (Sandström,
1908), energetics have been at the core of circulation studies. The earliest energetics
work was based on cyclones (Margules, 1905) and then was extended to the large-scale
circulation of the atmosphere (Peixóto and Oort, 1984; Van Mieghem, 1973; Manabe,
1971; Lorenz, 1955; Wiin-Nielsen and Chen, 1993), and afterwards to the oceanic
large-scale circulation (Peixóto and Oort, 1984; Oort et al., 1994). Work-related to
the oceanic large-scale circulation was delayed partly because much of the work in
the early stages was based on theory and observations, however, observations in the
oceanic subsurface are meagre. Furthermore, the frequency of observations is limited
in both space and time, and this limits the extent of what could be learned from
observations like the role of eddies cannot be assessed without sufficient temporal and
spatial resolution.

The advent of high-resolution numerical simulations and new methodical additions to
previous theories and observations has broadened the spectrum of what scientists can
study regarding the energetics of the climate system. While work in the atmosphere
has tremendously increased following advancements in numerical simulations (Li et al.,
2007; Kim and Kim, 2013b; Marques et al., 2009), the progress in understanding
ocean energetics was hampered because of the small-scale nature of the many essential
features and processes in the ocean general circulation — the Rossby radius in the
atmosphere is about O(1000km) compared to O(100km) in the ocean. Nevertheless,
ocean energetics are subject to increasing evaluations — von Storch et al., 2012
comprehensively evaluated the energetics of oceanic global circulation using model
simulations. Different from previous evaluations based on observations (Oort et al.,
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2 introduction

1994), von Storch et al., 2012 assessed the role of eddies in global circulations.

Eddies play a significant role in large-scale circulation — about 75% of the total kinetic
energy of the ocean resides in the eddy field (von Storch et al., 2012). Figure 1.1 shows
a snapshot of the total kinetic energy in the ocean derived from a coupled ICON model
simulation. Small-scale, eddy structures can prominently be observed, especially in
the southern ocean, equatorial region and along the western boundary currents. In
the atmosphere, kinetic energy is nearly evenly split between the mean circulation
and the eddies, however, the kinetic energy of the mean circulation is mostly derived
from that of the eddy field (see red bold arrow in figure 1.2). Furthermore, eddies play
a crucial role in the redistribution of energy (Matsuta and Masumoto, 2023), heat
transport (Jayne and Marotzke, 2002) and energy conversion (von Storch et al., 2012;
Aiki et al., 2016; Holland, 1978).

Figure 1.1: Snapshot (2020-01-02T00:00) of total kinetic energy derived from the coupled
ICON model at 100 m. The resolution of the atmosphere is 10 km and 5 km for
the ocean. Units: m2/s2 (courtesy of nextGEMS project, cycle 4).

Energetics of the large-scale circulation are mostly studied using energy cycles — an
energy cycle is a quantitative framework for understanding how energy proceeds,
through transformation, from generation to dissipation. There are a number of flavours
of the energy cycle: the classical Lorenz Energy Cycle (LEC) framework (Lorenz, 1955),
the Bleck framework (Bleck, 1985) and the energy cycle in spectral space (Augier
and Lindborg, 2013). The key difference between them is in the coordinates used –
The Bleck framework uses the isentropic and isopycnic coordinate system and has
been used in Aiki et al., 2016; Loose et al., 2023, the Lorenz Energy Cycle uses the
z-coordinates and has been studied in von Storch et al., 2012; Li et al., 2007; Kim and
Kim, 2013b; Wu et al., 2017, while the latter is in spectral space and has been used
in Augier and Lindborg, 2013; Read et al., 2018. The main advantage of the Lorenz
Energy Cycle is that it is defined in the same coordinates in which data is stored and
therefore easier to evaluate.
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energetics of a turbulent climate system 3

1.1.1 The Lorenz Energy Cycle

1.1.1.1 Energy Forms and Compartments

Here, energy is broadly classified into kinetic and available potential energy. Available
potential energy is the portion of the total potential energy that can be converted into
kinetic energy and comprises internal energy, gravitational potential energy and latent
energy. For a more elaborate explanation of the components of available potential
energy, see von Storch, 2019 and references therein. In this work, we follow the
definition of available potential originally suggested by Lorenz, 1955 — it is calculated
as the difference between the value of the total potential energy and the potential
energy in the reference state. The reference state is defined as the area mean of total
potential energy at every level. This definition has also been used in Oort et al., 1994;
von Storch et al., 2012; Wu et al., 2017.

The general circulation comprises the time-mean large-scale mean circulation and
the transients, which is dominated by mesoscale eddies in the ocean and synoptic
variations in the atmosphere. Here, we use the Reynolds decomposition to decompose
the time-mean circulation and the transients. For example, for a quantity x, the
decomposition would be

x = x + x′

where x is the steady time-mean (spatial average) component and x′ denotes the
deviations from the steady time-mean component. The deviation is calculated such
that its time average equals zero (x′ = 0). Hereafter, the overbar represents the time
mean component and the prime represents the eddy component. The eddy component
is dominated by mesoscale eddies, however, there are other contributions like the
seasonal cycle and inter-annual variability. Other considerations for defining eddies
have also previously been used in defining eddies, like scale decomposition (Jamet
et al., 2022; Buzzicotti et al., 2022).

The energy forms mentioned above can further be classified into the energy possessed
by eddies and the energy contained in the mean circulation—this results in 4
compartments: available potential energy of the mean circulation, Pm and that of the
eddy field, Pe, and the kinetic energy of the mean circulation, Km and that of the
eddy field, Ke. The definition of the energy compartments is given below.

Pm = −
∫

V

g

(2n◦)ρ∗2 dV

Pe = −
∫

V

g

(2n◦)ρ′2 dV

Km =
∫

V

ρ◦
2
(
u2 + v2

)
dV

Ke =
∫

V

ρ◦
2
(
u′2 + v′2

)
dV

where
∫

V dV indicates the integral over the volume of the ocean or the atmosphere,
u and v is the zonal and the meridional current speed, ρ is the density, ρ◦ is the

3



4 introduction

reference density, ρ∗ is the density minus the reference density defined as the area
mean of density at every level. n◦ = ∂⟨ϱ⟩

∂z , ϱ is the potential density. Capital letters
represent global energies obtained by integrating the respective specific energy over
the entire volume of the ocean or atmosphere. Lowercase letters represent specific
energy defined as energy per unit volume.

1.1.1.2 Interaction processes and the concept of energy conversion

The four energy compartments interact. In a special case when the energy interaction
is represented by the same term but with opposite signs in two energy equations,
then the interaction represents energy conversion between the two compartments.
For example given an interaction term C and 2 energy forms A and B, with energy
equations given by

∂A

∂t
+ . . . = C,

∂B

∂t
+ . . . = −C

The interaction term C appears in the equation of A and B but with opposite signs
and hence acts as a conversion term. Energy conversion plays a central role in global
circulation and is mostly facilitated by eddies. In the real ocean, energy conversion is
through physical processes like an inverse cascade, barotropic and baroclinic instability.

For a conversion term C(X,Y ), the convention used here is such that C(X,Y ) =
−C(Y,X) and the direction of C(X,Y ) goes from X to Y . Hereafter we use capital
letters to indicate globally integrated conversion terms, and lower-case letters to indi-
cate local conversion terms. The conversion terms between the different compartments
are listed below

C(Pm,Pe) = −
∫

V

g

n◦
u′

H ρ′ · ∇Hρ∗ dV

C(Ke,Km) =
∫

V
ρ◦
(
u′v′ · ∇v + u′u′ · ∇u

)
dV

C(Pm,Km) = −
∫

V
gρ∗ w dV

C(Pe,Ke) = −
∫

V
gρ′w′ dV

where
∫

V dV indicates the integral over the volume of the ocean or the atmosphere,
u(u,v,w) is the three dimensional velocity, uH(u,v) is the two dimensional velocity,
w is the vertical velocity and ∇ is the three dimensional gradient operator.

1.1.1.3 Energy sources and sinks

The atmosphere is driven by differential heating — the atmosphere is heated from
below in the tropics and cooled in the poles at a higher altitude. This leads to a
temperature gradient between the equator and the poles and hence mean available
potential energy. Through baroclinic instability, mean available potential energy is
transformed into eddy available potential energy and further to eddy kinetic energy
and eventually to large scale mean kinetic energy (Lorenz, 1967). The large-scale
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energetics of a turbulent climate system 5

atmospheric mean circulation then primarily drives oceanic mean circulation. The
atmospheric forcing and the resulting oceanic circulation are at large scales. Through
nonlinear processes, the energy contained in the large-scale oceanic circulation is
converted from one energy form to another, redistributed among various scales, and
to regions where the energy is dissipated by friction (Ferrari and Wunsch, 2009; Zhai
et al., 2010). In the Lorenz Energy Cycle framework, dissipation is calculated as
residuals. The generation terms of the different energy compartments are listed below

G(Pm) = −
∫

S
α◦

g

n◦
J ρ∗ dS −

∫
S

β◦
g

n◦
G ρ∗ dS

G(Pe) = −
∫

S
α◦

g

n◦
J ′ρ′ dS −

∫
S

β◦
g

n◦
G′ρ′ dS

G(Km) =
∫

S
ρ◦ (τx u + τy v) dS

G(Ke) =
∫

S
ρ◦
(
τ ′

xu′ + τ ′
yv′
)

dS

where
∫

S dS indicates the horizontal-surface integral, α◦ =
(

∂ρ
∂θ

)
S,p

is the thermal

expansion coefficient, and β◦ =
(

∂ρ
∂S

)
θ,p

is the saline contraction coefficient (temporal
variations of the two expansion coefficients are neglected), p is pressure, θ is the
potential temperature and S is the salinity. τx and τy are the zonal and meridional
components of the winds stress respectively. J = (1/ρsc)H is the temperature flux
at the surface, c = 4000J(kgK)−1 is the specific heat of seawater, H the total heat
flux at the surface, ρs is the density of surface water. G = S1(E − P ) is the salinity
flux, S1 is the time-mean sea surface salinity, E is the evaporation rate and P is the
precipitation rate.

1.1.1.4 Budget equations

The resulting budget equations contain sources, sinks and transfers of energy. A
comprehensive derivation of the budget equations is presented in appendix A. Here
we only present the summary of the equations.

∂Km

∂t
= C(Ke,Km) + C(Pm,Km) + G(Km) − D(Km) = 0

∂Ke

∂t
= −C(Ke,Km) + C(Pe,Ke) + G(Ke) − D(Ke) = 0

∂Pm

∂t
= C(Pe,Pm) − C(Pm,Km) + G(Pm) − D(Pm) = 0

∂Pe

∂t
= −C(Pe,Pm) − C(Pe,Ke) + G(Pe) − D(Pe) = 0

1.1.2 Comparative energetics of the Ocean and the Atmosphere

Figure 1.3 and 1.2 show the Lorenz Energy Cycle of the ocean and atmosphere
respectively. Both figures are adopted from von Storch et al., 2012. The oceanic
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Figure 1.2: Atmospheric LEC adopted from von Storch et al., 2012. Energy reservoirs are in
zettajoules (ZJ, 1021), rates of generation, dissipation, and conversion in petawatts
(PW, 1015).

Lorenz energy cycle was derived from global 10 km numerical simulations while the
energy cycle for the atmosphere is derived from reanalysis datasets (Li et al., 2007).
However, estimates of the LEC of the atmosphere based on numerical models show
characteristics similar to those observed while using reanalysis datasets (Boer and
Lambert, 2008).

The main similarity between the two energy cycles is the dominance of the baroclinic
pathway, Pm → Pe → Ke. In the atmosphere this pathway is powered by differential
heating — the atmosphere is heated from below in the tropics and cooled from above in
the poles. This creates available potential energy which is converted to eddy available
potential energy and further to eddy kinetic energy. In the ocean, however, this
pathway is powered by wind forcing. Wind drives divergent and convergent motions
which generate non-uniform vertical motions in the ocean, which are responsible for
transforming mean kinetic energy into mean available potential energy, and lead to the
formation of ‘hills’ and ‘troughs’ at the ocean surface over scales of several hundred
kilometres. The non-uniform vertical motions also lead to the inclination of density
surfaces and horizontal variations in density. Horizontal gradients in density lead to
a geostrophic current with vertical shear. If the shear is strong enough, the current
becomes baroclinically unstable which transfers the mean available potential energy
into eddy available potential and finally to eddy kinetic energy.

The oceanic and atmospheric energy cycles differ in three main aspects: (1) magnitude
of the terms: the energy cycle of the atmosphere is more energetic than that of the
ocean – the energy pathways of the atmosphere are about three orders of magnitude
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Figure 1.3: Oceanic LEC adopted from von Storch et al., 2012. Energy reservoirs are in
zettajoules (ZJ, 1021) and exajoules (EJ, 1018), rates of generation, dissipation,
and conversion in terawatts (TW, 1012).

larger than those of the ocean 1. (2) the way they are forced: While the atmosphere
is driven by latitude-dependent heating, the ocean is primarily driven by surface
momentum forcing at large scales but also the thermohaline circulation in the ocean
is driven by mechanical mixing and buoyancy differences, and lastly (3) the direction
of the energy pathways: in the ocean, mean kinetic energy is converted into mean
available potential energy through upwelling. In the atmosphere, however, this transfer
is small, 0.03 PW and is directed from the mean available potential energy to the mean
kinetic energy. It is this transfer that portrays the ocean as a windmill in contrast to
the atmosphere which operates as a heat engine (von Storch et al., 2012). Lastly, in
the atmosphere, eddy kinetic energy is converted into mean kinetic energy Ke → Km

(red bold arrow in figure 1.3 and 1.2) and this is thought to represent an inverse kinetic
energy cascade. However, in the ocean, this transfer is directed from the mean kinetic
energy to the eddy kinetic energy which could imply that the inverse kinetic energy
cascade is weaker or that there are other overlying processes like barotropic instability
which transfer energy from the mean flow to the eddies.

1 The mean available potential energy in the ocean appears to be larger than that of the atmosphere,
however, the value shown in the oceanic Lorenz Energy Cycle could be erroneous. This is further
discussed in chapter 2
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1.2 research questions

1. How robust are the characteristics of the oceanic Lorenz Energy Cycle
presented in von Storch et al., 2012?

While the atmospheric energy cycle has been overly evaluated by the use of
reanalysis, models and observations, To date, there exists only one estimate of
the global oceanic Lorenz energy cycle (von Storch et al., 2012), therefore, it’s
not clear whether the basic characteristics of the previously estimated LEC are
robust. Therefore, the extent to which the previous estimates can reliably reflect
the energy transfer processes related to the LEC in the real ocean is unclear.

2. How is kinetic energy exchanged between the mean oceanic circulation
and the eddies?

The Lorenz energy cycle depicts only gross features and does not give detailed
information — one aspect that is not captured by the global energy cycle is the
modality of the kinetic energy exchange. The modality of the energy exchange is
not well characterised due to its nonlocal nature (Chen et al., 2014). For global
integrals, nonlocality is suppressed and therefore not represented in the global
energy cycle. Quantifying the nonlocality of the eddy-mean flow interaction is not
only crucial in understanding how oceanic energy, which is inputted at the surface,
is transferred to the interior but also relevant in improving parameterisation
(Ivey and Imberger, 1991; Eden and Greatbatch, 2008; Marshall and Adcroft,
2010).

3. Why is the direction of kinetic energy exchange following eddy-mean
flow interaction in the ocean opposite to that in the atmosphere?

In the atmosphere, kinetic energy conversion, C(Km,Ke) is directed from the
eddies towards the mean flow (see red bold arrow in figure 1.2) and this is
thought to represent an upscale transfer of energy. However, in the ocean, the
transfer is reversed; mean kinetic energy is converted into eddy kinetic energy
(see red bold arrow in figure 1.3). It’s unclear why energy conversion in the
ocean is opposite to that in the atmosphere. Witter and Chelton, 1998, based
on idealistic simulations, pointed out that this reversal in energy conversion is
related to bottom-topography in the ocean (see figure 8 in Witter and Chelton,
1998). It’s not clear whether the sensitivities of the energy conversion to bottom
topography observed in previous idealistic models would also arise in more
complex high-resolution OGCMs. Unlike idealised models, OGCMs have non-
zonal mean flows, planetary β-effect, ageostrophic dynamics, many vertical layers
(not only 2) and so on. Any one of these factors could alter the sensitivity of the
eddy-mean flow interaction.
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1.3 numerical model and simulations

1.3.1 ICON-O model

Figure 1.4: ICON-O horizontal model grid. The small triangles shows the primal grid and the
yellow hexagon shows the dual grid.

To answer the research questions, we use data derived from the ICON-O model. The
model has an unstructured horizontal grid, which is formed from an icosahedron. An
icosahedron is a platonic solid with 20 equilateral triangles (faces), 30 edges and 12
vertices (for details on the icosahedron, see Staniforth and Thuburn, 2012). To form
the horizontal grid, the icosahedron is circumscribed by a sphere such that, all its
vertices are located on the surface of the sphere. Then, the poles are chosen to be
located at two opposite vertices. Lastly, the sphere circumscribing the icosahedron is
successively triangulated using great circle arcs. In the first triangulation step, term
as Rn, each of the great circle arcs joining the 12 vertices is divided into n equal arcs.
The new points form new vertices and are connected using great circle arcs forming n2

equilateral triangles per every original triangle. Using n = 2, the resultant triangles are
recursively triangulated (using great circle arcs) k times in a step termed as Bk. This
results in an unstructured RnBk grid with a total number of cells nc(= 20n24k). When
the circumcenters of the different triangles of the primal grid are connected, (around
a vertex) the dual grid is formed (figure 1.4). The dual grid comprises hexagons and
pentagons. The latter is achieved if the vertex is one from the original icosahedron. In
the vertical, the z-coordinate is used. The three-dimensional cells are referred to as
prisms.

9



10 introduction

Here, the definition of the nominal horizontal grid resolution, is similar to the one
used in (Zängl et al., 2015; Korn et al., 2022), for an RnBk configuration, the nominal
resolution, ∆x is given as the average of the primal cell area which is approximately√

π
5

re

n2k . where re is the Earth’s radius. In this thesis, we use the R2B8 configuration.
The configuration has these 3729001 cells and according to the approximation above,
the horizontal resolution is about 10 km. In the vertical, it has 128 unevenly spaced
levels from 5.5 m to 6262 m below the surface. The thickness of each layer is constant
other than the uppermost layer where the surface elevation is taken into account. The
layer thickness varies from 8.0 to 200.0 m in the deep layers. The topmost layer is
11.0 m thick. ICON-O employs the Arakawa C-type staggering of variables, where
the scalar variables are placed at cell circumcenters and the normal components of
velocity are located at midpoints of cell edges. The vertical velocity is located at the
top and bottom of the triangular prisms, and the rest of the variables are defined on
the middle level of the three-dimensional triangular or hexagonal prisms.

ICON-O solves the primitive equations of large-scale ocean dynamics with a free
surface. The ocean primitive equations are an evolution equation for a state vector
{ v,η,θ,S} that consists of a horizontal velocity field v, the surface elevation η and
the tracers: potential temperature θ and salinity S. Time stepping used in ICON-O is
the classical semi-implicit Adams-Bashford-2 scheme. In the R2B8 configuration used
here, the time step is 5 minutes. The fast dynamics of the free surface equation are
integrated implicitly by solving a two-dimensional elliptic equation in each time step.
This alleviates severe time-step restrictions due to the fast dynamics. The ICON-O
model allows for a nonlinear evolution of the free surface, where the thickness of
each water column varies in time and where freshwater fluxes are applied directly.
After solving the surface-free surface equation, the velocity and tracer variables are
moved forward in time following the Adams-Bashford extrapolation scheme. Turbulent
vertical mixing in ICON is parameterised following the closure suggested in Gaspar
et al., 1990a; Blanke and Delecluse, 1993; Eden et al., 2014. Tracer advection in
ICON-O uses a flux-corrected transport algorithm consisting of an upwind scheme as
the low-order transport component and a higher-order transport scheme that relies in
the horizontal direction on Hilbert space compatible reconstructions and vertically on a
piecewise-parabolic reconstruction. A reader interested in a comprehensive description
of the dynamics of ICON-O, including the sea ice dynamics, is referred to Korn, 2017;
Korn et al., 2022; Jungclaus et al., 2022.

ICON-O is the new model at the Max Planck Institute for Meteorology. Traditionally,
the advent of a new model necessitates a model evaluation — ICON-O has been
assessed and the prowess documented in Korn, 2017; Korn et al., 2022. However,
the previous assessments did not cover the energetic perspective. Figure 1.5 shows
the horizontally (globally) averaged profiles of kinetic energy derived from ICON-O
simulations – such estimates of the ocean energetics have not been conducted before.
ICON-O replaces the firmly established MPI-OM model (Jungclaus et al., 2013). While
ICON-O has an unstructured horizontal grid, MPI-OM has a regular horizontal grid
(a thorough comparison of ICON-O and MPI-Om is presented in section 2.3.1). The
only existing estimate of the Lorenz Energy Cycle was derived from data based on
the MPI-OM model (von Storch et al., 2012).
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Figure 1.5: Kinetic energy derived from ICON-O forced with ERA5 forcing. Data was averaged
over 5 years (2010 - 2014).

1.3.2 Model simulations and Data

Other than the MPIOM/NCEP simulation, the rest of the simulations are generated
using the ICON-O model (a summary of the simulations is presented in table 2.1).
MPIOM/NCEP simulation was generated in 2012 and some of the fields are no longer
available (for details about this simulation, see section 2 in von Storch et al., 2012).
The models are forced with surface fluxes derived from two reanalyses —NCEP/NCAR
and ERA5. NCEP/NCAR is the longest atmospheric reanalysis dataset and has a
resolution of about 200 km and 6 hourly temporal resolution (Kalnay et al., 1996).
ERA5 is a more advanced atmospheric reanalysis with a resolution of about 31 km
and hourly temporal resolution (Hersbach et al., 2020). In addition to the standard
model output, two-variable products xz are generated at every model time step and
outputted on a monthly basis to obtain xz. xz represents the mean flux of z in the
direction of x. Furthermore, producing xz on a monthly basis is used to infer the eddy
flux, x′z′

x′z′ = xz − x z
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2 S E N S I T I V I T Y O F T H E L O R E N Z E N E R G Y
C Y C L E O F T H E G L O B A L O C E A N

Mathematicians seem to have no difficulty
in creating new concepts faster than the
old ones become well understood

— Edward Norton Lorenz

This Paper has been published as: Ssebandeke, J., von Storch, J. S., & Brügge-
mann, N. (2023). Sensitivity of the Lorenz energy cycle of the global ocean. Ocean
Dynamics, 1-16.

2.1 abstract

We re-examine the Lorenz Energy Cycle (LEC) for the global ocean by assessing its
sensitivity to model and forcing differences. We do so by comparing LECs derived from
two simulations based on different eddy-rich ocean models, ICON-O and MPI-OM,
both driven by NCEP/NCAR reanalysis; and by comparing LECs derived from two
simulations generated using ICON-O model but driven by two different reanalyses,
NCEP/NCAR and ERA5. Regarding model difference, we find weaker eddy kinetic
energy, ke in the ICON-O simulation than in the MPI-OM simulation. We attribute
this to the higher horizontal resolution of MPI-OM in the Southern Ocean. The weaker
ke in ICON-O is not caused by the lack of eddy available potential energy, pe, but by
the strong dissipation of pe and the resulting weak conversion from pe to ke. Regarding
forcing difference, we find that considerably more mechanical energy is generated
by the ERA5 forcing, which has a higher spatial-temporal resolution compared to
the NCEP/NCAR forcing. In particular, the generation of ke, which also contains
the resolved part of the internal wave spectrum, is enhanced by about 1 TW (40%).
However, the dominance of the baroclinic and the barotropic pathways forces the
enhanced generation of ke to be balanced by an enhanced dissipation in the surface
layer. The gross features of LEC are insensitive to both model and forcing differences,
picturing the ocean as an inefficient "windmill" that converts only a small portion of
the inputted mechanical energy into the interior mean and transient circulations.

2.2 introduction

The oceanic and atmospheric general circulation comprises both the time-mean large-
scale circulation and the transients, which are dominated by synoptic variations in
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the atmosphere and mesoscale eddies in the ocean. These components of general
circulation exchange energy, and this energy-exchange is well quantified by the Lorenz
Energy Cycle (LEC) (Lorenz, 1955 and references therein). The LEC is a quantitative
framework for identifying how energy in the ocean and atmosphere proceeds, through
transformation, from its generation to its dissipation, and it has become a standard
tool for studying the energetics of the general circulation. While a robust picture of the
atmospheric LEC has been established, through evaluations based on data of different
qualities including those from various reanalyses (Lorenz, 1967; Oort, 1964; Li et al.,
2007; Kim and Kim, 2013a; Marques et al., 2009), the picture of the oceanic LEC is
much less established. The situation comes about, since the oceanic mesoscale eddies,
whose spatial scale is of O(100 km) and hence one order of magnitude smaller than
that of synoptic variations — O(1000 km)— cannot be observed at a high enough
frequency with a sufficient spatial coverage, nor truly be captured by the current ocean
reanalyses. Capturing these eddies is however important for properly assessing energy
transfer between the mean and the transient compartments of circulation. One way to
advance is to use simulations in which mesoscale eddies are largely resolved. To our
knowledge, there exist one estimate for the LEC of the global ocean (von Storch et al.,
2012). It is not clear whether the basic characteristics of the previously estimated
LEC are model independent, and therefore, the extent to which the previous estimates
can reliably reflect the energy transfer processes related to the LEC in the real ocean
is unclear. It is also not clear whether and to what extent the previously identified
energy transfer processes change when an ocean model is forced with surface fluxes
derived from a more advanced atmospheric reanalysis. This paper addresses these two
questions.

We do so by comparing estimates of the ocean LEC obtained from two pairs of
simulations. The first pair is performed with the same ocean model forced with
surface fluxes derived from two different reanalyses — the NCEP/NCAR (hereafter
NCEP) (Kalnay et al., 1996) and the newly released ERA5 reanalysis (hereafter ERA5)
(Hersbach et al., 2020). We will refer to differences between this pair of simulations as
"forcing differences" (note that other forcing products leading to potentially different
LECs are not included within our reference). The second pair consists of simulations
performed with two different ocean models — MPI-OM (Marsland et al., 2003;
Jungclaus et al., 2013) and ICON-O (Korn, 2017; Korn et al., 2022) — but forced
with the surface fluxes derived from the same reanalysis. Differences between this
other pair of simulations will be referred to as "model differences" (note again that we
only refer to the differences between these two models). The MPI-OM simulation is
the one from which the previous estimate by von Storch et al., 2012 is derived and
the ICON-O simulation is the same as used for the aforementioned inter-comparison
with respect to different forcing products. ICON-O is a newly developed model at the
Max Planck Institute for Meteorology (Korn et al., 2022).

The comparison will be based on the balance equations for the mean and the transient
kinetic energy, Km and Ke, and those for the mean and transient available potential
energy, Pm and Pe. While the definitions of Km and Ke are straightforward, those of
Pm and Pe rely on approximations. In this paper we follow the definition originally
proposed by Lorenz, 1955 and approximate the available potential energy in terms of
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the deviations of density from a spatially constant reference density ρref (Oort et al.,
1994). Potential energy associated with these density deviations can be, at least in
principle, turned into motions via the related pressure gradients. The resulting LEC,
including the definitions of all terms, is introduced in more detail in Appendix A. We
note that this definition of available potential energy, together with its associated
energy transfers and budgets, differs from the other considerations e.g. that by Winters
et al., 1995. As reviewed by von Storch, 2019, the LEC as defined e.g. by Oort et al.,
1994; von Storch et al., 2012 focuses on the energy transfers associated with the
mesoscale eddy field while the one defined in Winters et al., 1995 focuses on the effect
of mixing related to diabatic processes inside the ocean.

This paper is organized as follows: section 2 describes the models and the surface
forcing. Section 3 describes the LEC estimated from the ICON-O simulation forced
with the NCEP forcing. Differences arising from using different models and from using
different surface forcings will be addressed in Section 4. Discussions and a summary
are provided in the final section.

2.3 the numerical simulations

2.3.1 Numerical models

ICON-O (Korn, 2017; Korn et al., 2022) and MPI-OM (Marsland et al., 2003; Jungclaus
et al., 2013) are both primitive equation models; however, they employ completely
different model architectures and are coupled to completely different sea ice models.
ICON-O was designed to improve parallel computing on high performance computers
and has recently become the work horse at Max-Planck Institute for Meteorology. The
Gent–McWilliams parameterization (Gent and Mcwilliams, 1990) that describes the
effect of mesoscale eddies is switched off in MPI-OM and in all ICON-O configurations
considered in this study. Vertical mixing is parameterized using the Richardson-number
dependent formulation following Pacanowski and Philander, 1981 in MPI-OM and by
the TKE scheme following Gaspar et al., 1990b in ICON-O. These parameterizations
are responsible for most of the diapycnal mixing in the upper ocean.

In the vertical, both ICON-O and MPI-OM use the standard z-coordinate framework.
In the horizontal, both are considered to have a nominal resolution of about 10 km,
which allows resolving the bulk of mesoscale eddies outside the polar regions. However,
MPI-OM is formulated on a tripolar grid with rectangular shaped grid cells, whereas
ICON-O is formulated on an icosahedral grid with triangular shaped grid-cells. The
different structure of the grids results in a different number and a different distribution
of grid points. The ICON-O grid has a total of 3,699,276 wet grid points in the surface
layer and total 128 vertical levels. The MPIOM grid has a total of 5,558,745 wet grid
points in the surface layer and total 80 vertical levels. the larger number of grid points
in MPI-OM is due to the fact that the grid size, south of the equator, is refined based
on the cosine of the latitude — 0.1◦ cos(ϕ), where ϕ is the latitude. Thus, the MPIOM
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grid in the Southern hemisphere is much less uniform, ranging from about 10 km near
the equator, up to 5-6 km near 60◦S, and up to about 2-3 km in the Weddell and Ross
sea. In the northern hemisphere, the grid size of the MPI-OM grid is more comparable
to that of ICON-O.

Overall, there are considerable differences between ICON-O and MPI-OM in the
numerics, in the applied parameterizations, and horizontal and vertical grid used. This
is why we consider both model configurations as independent. A comparison of the
LEC diagnosed for both of these model configurations in Section 2.4, allows us to
identify the robust and model-independent features of the ocean’s energy pathways.

To enhance comparability, the treatment of the output for both ICON-O simulations
are carried out in the same way as it was done with the MPI-OM simulation in von
Storch et al., 2012. The MPI-OM simulation was obtained by forcing MPI-OM with the
NCEP reanalysis, hereafter referred to as MPIOM/NCEP (see von Storch et al., 2012
for more details of the setup). One of the two ICON-O simulations, hereafter referred
to as ICON/NCEP, is conducted exactly in the same way as MPIOM/NCEP. It is
spun up for 25 years using heat, freshwater and momentum fluxes obtained from the
German Ocean Model Inter-comparison Project (OMIP) climatology forcing (Röske,
2006). After the spin-up phase, the forcing is switched to the 6-hourly NCEP reanalysis
dataset (Kalnay et al., 1996) and the model is integrated from 1948 to 2019. The second
ICON-O simulation, ICON/ERA5, is generated by branching from the ICON/NCEP
simulation in 1980 and replacing the NCEP forcing with the ERA5 forcing dataset
(Hersbach et al., 2020). A summary of the model simulations is presented in table 2.1.

Data output from the same 10 years, namely from 2001-2010, are used to estimate
the 10-year averaged LEC in the three simulations. Analogous to von Storch et al.,
2012, eddies are defined as deviations from the time mean that fluctuate on timescales
ranging from the model time step to 10 years. The individual terms of LEC, namely
the energy reservoirs Km, Ke, Pm and Pe, the generations of these reservoirs G(Km),
G(Pe), G(Km) and G(Ke), as well as the conversion terms C(Pm,Km), C(Pm,Pe),
C(Pe,Ke) and C(Km,Ke), are defined in Appendix A. For a conversion term C(X,Y ),
the convention is such that C(X,Y ) = −C(Y,X) and the direction of C(X,Y ) goes
from X to Y . Hereafter we use capital letters to indicate globally integrated energy
terms, and small letters to indicate local energy terms. Since the magnitudes of the
mean and eddy available potential energy depend on the reference density ρref used,
it is difficult to discuss the magnitudes of these energy terms.

There might also be an error in Pm obtained from MPIOM/NCEP, which is two
orders of magnitudes larger than Pm in ICON/NCEP and ICON/ERA5. This however
cannot be further confirmed, since not all data from MPIOM/NCEP, which was
carried out more than 10 years ago, are available for us. Pm and Pe will nevertheless
be calculated and listed for the sake of completeness. The data still available from
MPIOM/NCEP are the 3-dimensional velocities and the global integrated numbers as
listed in von Storch et al., 2012. The comparison with the MPIOM/NCEP LEC, to
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be discussed in Section 2.5.1, will hence be based essentially on the published results
(von Storch et al., 2012). Analogous to MPIOM/NCEP, the second moments needed
for calculating the LEC terms for ICON/NCEP and ICON/ERA5 are generated at
every model time step, and outputted on a monthly basis. We note that in this way,
pe and ke result from transient motions that vary on timescales ranging from the
model time step to the time average period of 10 years. We expect that the transients
are dominated by mesoscale eddies arising from baroclinic and barotropic instability
throughout the ocean and by near-inertial waves near the surface. For simplicity, we
refer to ke and pe as eddy kinetic energy and eddy available potential energy, even
though they are not related to mesoscale eddies only.

2.3.2 Surface forcing

We use two reanalyses data sets ERA5 (Hersbach et al., 2020) and NCEP (Kalnay
et al., 1996) as surface forcing for the temperature, salinity and momentum equations
of the ICON-O simulations. The wind stress, used to mechanically drive ICON-O and
MPI-OM, is thereby taken directly from the reanalyses products without considering
the ocean velocity in the derivation of the stresses. This leads to an overestimation of
the wind energy input, which needs to be kept in mind when interpreting our results
(Zhai et al., 2012). The heat and freshwater flux are derived based on bulk formulae
using a combination of meteorological variables from the reanalyses and the simulated
ocean surface temperature.

The surface forcing from the NCEP reanalysis product differs significantly from the
ERA5 reanalysis product, concerning both the mean and the variability of the surface
fluxes. The higher spatial-temporal resolution of ERA5 (31 km, hourly) relative to
NCEP (200 km, 6 hourly) leads to stronger variability in the surface fluxes in ERA5
than in NCEP. As shown by the difference between standard deviation of ERA5 fluxes
and that of NCEP fluxes (Fig.2.1), enhanced variability is found for all three fluxes
in most part of the ocean outside the polar regions. Regarding the wind stress, the
largest difference in variability is found in the storm track regions over the mid-latitude
oceans where a maximum of about 0.02 N/m2 is reached. A similar picture is found
for the heat flux, where the difference in the variability reaches values up to 30 W/m2

in the Gulf Stream and Kuroshio. For the freshwater flux, the largest difference of
more than 4 mm/day is found in the tropics, especially in the central and eastern
tropical Pacific and in the tropical Atlantic. These differences in standard deviations
are of comparable magnitudes as the zonally averaged time-mean fluxes shown Fig.2.2.
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18 sensitivity of the lec of the global ocean

Figure 2.1: Difference in the standard deviation of surface forcing (ERA5 minus NCEP) for a)
magnitude of wind stress, b) net heat flux, and c) net fresh water flux, obtained
from 1 hourly ERA5-reanalysis and 6 hourly NCEP-reanalysis over the common
10-year period from 2001-2010. The standard deviations of heat and freshwater are
estimated using monthly averages and therefore represent time-variations between
one month and 10 years
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Figure 2.2: Time-mean zonal-mean fluxes (left) of momentum (top), heat (middle), and fresh
water (bottom), derived from ERA5- (black) and NCEP-reanalysis (red) and the
difference between ERA5 and NCEP (right). The fluxes are calculated for the
common 10-year period from 2001-2010

The zonally averaged time-mean fluxes obtained from the ERA5-reanalysis (black
lines in the left column of Fig.2.2) are mostly comparable to those obtained from the
NCEP-reanalysis (red lines in the left column of Fig.2.2). However, there exists also
noticeable differences between the two (right column of Fig.2.2). Relative to NCEP,
ERA5 wind stress is stronger over the tropical and subtropical oceans and weaker
over the high-latitude oceans. ERA5 heat flux is noticeably larger than the NCEP
heat flux near and south of the Equator. For the freshwater flux, the ERA5 flux in a
narrow latitudinal band just north of the equator is more than twice as strong as the
NCEP flux.

The large differences in the variability of fluxes, together with the changes in the mean
fluxes, could produce differences in the generation of kinetic energy and available
potential energy at the sea surface. Whether and how these different generations affect
the energy pathways inside the ocean will be analyzed in section 2.5.2.
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Table 2.1: Summary of the simulations
ICON/NCEP ICON/ERA5 MPIOM/NCEP

Model ICON-O ICON-O MPI-OM

Model
horizontal
resolution

10 km 10 km
10 km. South of the equator,
the grid size is 0.1◦ cos(ϕ),

where ϕ is latitude

Model
vertical
resolution

128 (8 - 200) m 128 (8 - 200) m 80 (10 - 279) m

Forcing NCEP/NCAR ERA5 NCEP/NCAR

Forcing
resolution

200 km, 6 hr 31 km, 1 hr 200 km, 6 hr

2.4 lorenz energy cycle in icon/ncep

This section describes the LEC derived from ICON/NCEP, which will be used as
the reference LEC for assessing the sensitivity of LEC to model difference and to
forcing difference. The ICON/NCEP LEC is depicted by black bold numbers in Fig.
2.3. Overall, the generation and dissipation terms, GX and DX , are larger than the
conversion terms, C(X,Y ). This suggests that a large portion of the energy input
does not lead to transformations between eddies and mean circulation or between
kinetic and potential energy but that the energy which is put in at the ocean surface
might be dissipated without being transformed to another energy compartment of
the LEC. The generation of Pe, G(Pe) in ICON/NCEP is consistent with the new
findings in Bishop et al., 2020, namely that when G(Pe) is decomposed into two parts,
one associated to the seasonal cycle and the other with all non-seasonal time scales,
the latter is a sink for Pe, especially along the Gulf stream, Kuroshio and in the
tropical oceans. The strongest conversion among the LEC energy compartments is
that between mean available potential and eddy available potential energy C(Pm,Pe)
and the consecutive conversion from eddy available into eddy kinetic energy C(Pe,Ke).
This energy pathway is frequently associated with baroclinic instability arising from
vertical shear of horizontal velocity.

Hereafter, we will refer to the conversion from Pm via Pe to Ke as the baroclinic
pathway; However, it should be noted that also a considerable amount of eddy available
potential energy is introduced and an even larger amount is dissipated along this
pathway. We would like to note that diapycnal mixing within the geostrophic mesoscale
circulation is expected to be small in reality. In this regard, the large dissipation of Pe

might either occur within regions of enhanced diapycnal mixing like the upper-ocean
mixed layer or it occurs due to numerical mixing by the discretized tracer advection.
In the ICON/NCEP run, the baroclinic pathway consists of C(Pm,Pe) that amounts
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to 0.84 TW and C(Pe,Ke) that amounts to 0.49 TW.

The third strongest conversion is that of C(Km,Pm), which amounts to about 0.4 TW.
The weakest conversion is C(Km,Ke), which amounts to about 0.17 TW. Since
C(Km,Ke) is related to momentum flux along the horizontal gradient of horizontal
velocity, and since a strong horizontal shear in horizontal velocity can result in
barotropic instability, C(Km,Ke) will be hereafter referred to as the barotropic
pathway. Below we describe the conversions associated with different pathways in
ICON/NCEP in more detail.
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Figure 2.3: LEC for ICON/NCEP (black), ICON/ERA5 (blue) and MPIOM/NCEP (red). The
values corresponding to MPIOM/NCEP are adopted from von Storch et al., 2012.
The energy reservoirs are in exajoules (EJ, 1018) and zettajoules (ZJ, 1021). The
generation, exchange and dissipation terms are in terawatts (TW, 1012). The red
bracketed numbers are model differences (MPIOM/NCEP minus ICON/NCEP)
and the blue bracketed numbers are forcing differences (ICON/ERA5 minus
ICON/NCEP). Only those differences, which are larger than the typical magnitude
of sampling errors, are indicated by bracketed numbers
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Integrated vertically, the conversion from pm to pe (Fig.2.4, top) tend to occur at
the same place where pe is converted into ke (Fig.2.4, bottom), such as along the
Gulf Stream and Kuroshio, around Azores in the North Atlantic, along fronts in
the Southern Ocean, as well as in the central eastern equatorial Pacific and the
central eastern equatorial Atlantic. Outside the equatorial region, this co-occurrence
is indicative of the baroclinic pathway from pm to pe and eventually to ke. Less clear
is the co-occurrence near the equator where geostrophy breaks down, but the energy
is nevertheless transferred from pm to pe and subsequently to ke as if it is driven
by baroclinic instability. In the Gulf Stream and Kuroshio, especially where the two
currents start to be detached from the coast, and also occasionally in Southern Ocean
fronts, the opposite pathway going from ke to pe and eventually to pm is also observed.

Figure 2.4: Horizontal distribution of the vertically integrated conversion rate from mean
available potential energy to eddy available potential energy, c(pm,pe) (top) and
from eddy available potential energy to eddy kinetic energy, c(pe,ke) (bottom)

Fig.2.5 shows the latitude and depth cross-section of the zonally integrated conversion
c(pm,pe) and the conversion c(pe,ke). Since these conversions occur mainly along the
boundary currents outside the Southern Ocean, but all over the place in the Southern
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Ocean, the zonally integrated conversions are much stronger in the Southern Ocean
than elsewhere. In the Southern Ocean, the baroclinic conversion, with magnitudes
larger than 80 mW/m2, occurs up to a depth of 4 km. The strong conversion from pm

to pe and to ke found in the equatorial Pacific and equatorial Atlantic in Fig.2.4 is
confined to a thin surface layer.

Figure 2.5: Depth-latitude sections of the zonally integrated conversions c(pm,pe) (top) and
c(pe,ke)

Away from the baroclinic pathway, there is a sizable conversion of mean kinetic energy
to mean available potential energy (i.e. negative c(pm,km)). This happens where
relatively dense water masses are moved upwards or relatively light water masses are
moved downwards, resulting in the spatial distribution of c(pm,km) shown in Fig.2.6
(top). Note that dense and light waters are defined relative to the reference density
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ρref . The strong positive values along the equator result from upwelling of light water,
or more precisely upwelling of water lighter than ρref . Generally, the distribution of
c(pm,km) is strongly linked to the distribution of Ekman pumping / sucking velocity,
which is predominantly strong in the upper 100 m in the equatorial region (Chereskin
and Roemmich, 1991). Regions with strong Ekman velocities e.g. the Southern Ocean,
along eastern boundaries and the tropical ocean have strong c(pm,km) conversion
rates. The stronger negative values in the Southern Ocean are due to upwelling of
water denser than the reference density profile. In the mid-latitudes, the conversion is
positive due to the down-welling of relatively dense water. The bottom panel of Fig.2.6
shows that the conversion c(pm,km), with absolute magnitude of above 0.8 W/m2,
is confined to the upper 100 m near the equator, but extends to about 3000 m in
the Southern Ocean. The horizontally integrated c(pm,km) is negative in the upper
3000 m and positive below (Fig.2.7, left) indicating that the conversion is from the
mean kinetic energy km to mean available potential energy pm above but the other
way around below 3000 m.

Figure 2.6: (top) Horizontal distribution of the vertically integrated (above 100 m) conversion
rate from mean available potential energy to mean kinetic energy, c(pm,km)
(bottom) depth-latitude section of the zonally integrated c(pm,km)
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Figure 2.7: Vertical profiles of c(pm,km) (left) and c(ke,km)

The weakest globally integrated conversion of the ICON/NCEP LEC is that from mean
kinetic energy to eddy kinetic energy (negative c(ke,km)). Large values of c(ke,km)
that change their sign within a short distance of a few grid cells are found in the Gulf
Stream, Kuroshio and in the frontal regions in the Southern Ocean (not shown). Loose
et al., 2023 observed a similar behaviour — abrupt sign change in the barotropic
exchange term — after applying spatial filtering on simulations from an isopycnal
1/32◦ idealised model of the Southern and Atlantic ocean. When c(ke,km) integrated
zonally (Fig.2.8), a systematic picture emerges. We find a conversion from mean
kinetic energy to eddy kinetic energy (negative c(ke,km)) in the upper 3 km of the
ocean, and a conversion from eddy kinetic energy to mean kinetic energy (positive
c(ke,km)) below 3 km. The former likely arises from barotropic instability due to the
strong horizontal shears in the upper ocean velocities. The latter might be a sign of
an inverse energy cascade where energy is transferred back from the eddy field (ke)
to the mean circulation (km). The vertical profile of horizontally integrated c(ke,km)
(Fig.2.7, right) confirms the reversal of the sign of c(ke,km) at about 2.8 km. It shows
further that the strength of the conversion from km to ke in the upper 100 to 200 m is
much stronger than the opposite conversion from ke to km with a maximum just below
4.5 km. Integrated not only horizontally but also vertically, this therefore results in
a global energy conversion from km to ke as the residue from counter acting energy
fluxes.
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Figure 2.8: Depth-latitude section of zonally integrated conversion c(ke,km).

2.5 sensitivity of lorenz energy cycle

In the following, we will discuss two sensitivities of the reference LEC obtained from
ICON/NCEP: first with respect to the difference of LEC obtained with MPIOM/NCEP
and second with respect to the difference LEC obtained with ICON/ERA5. In Fig.2.3,
we indicate the different values for the energy reservoirs and the energy conversions
with black for the reference ICON/NCEP simulation, with blue for ICON/ERA5 and
with red for MPIOM/NCEP. Differences to the reference simulation for ICON/ERA5
and MPIOM/NCEP are indicated by the numbers in brackets.

To estimate the significance of these changes, we compare them against the typical
magnitude of LEC variability ∆ arising from sampling errors. Therefore, we split the
10 years of the ICON/NCEP output into two 5-year chunks and estimate the LEC for
each of these two chunks. This difference of the LEC components obtained from the
two chunks of the same simulation is then ∆, our measure for the LEC variability due
to sampling error that also exists without changing model or changing surface forcing
(a more precise estimate of the sampling error is cost intensive and beyond the scope
of this study). Hereafter, a model or forcing differences of single LEC components
will be considered significant when they are larger than this ∆ from sampling error
variability. Only those differences which pass this "poor-man’s" significance test are
indicated in Fig.2.3. In most cases, the model or forcing differences are, however,
substantially larger than the sampling variability which gives us confidence that most
observed changes can be considered as significant.
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2.5.1 Sensitivity to model difference

The LEC terms derived from MPIOM/NCEP (red numbers in Fig.2.3, taken from
von Storch et al., 2012) and those derived from ICON/NCEP (black numbers) reveal
the following same gross features: First, the generation and dissipation terms balance
each other to the lowest order and have magnitudes that are noticeably larger than
those of the conversion terms. Secondly, the directions of all interior conversions are
the same in MPIOM/NCEP and ICON/NCEP. Finally, the strongest pathway is the
baroclinic pathway that converts Pm to Pe and eventually to Ke; the second strongest
pathway is the conversion from mean kinetic energy Km to mean available potential
energy Pm; and the weakest one is the conversion from mean kinetic energy Km to
eddy kinetic energy Ke.

These agreements are encouraging, given that MPI-OM and ICON-O are two com-
pletely different ocean models since they suggest that the described gross features of the
energy pathways are robust not only in terms of their directions, but also in terms of
their magnitudes. For both models, the conversion from mean available potential energy
Pm to eddy available potential energy Pe is about 0.8 TW, the conversion from mean
kinetic energy Km to eddy kinetic energy Ke is about 0.4-0.5 TW, and the conversion
from mean kinetic energy Km to eddy kinetic energy Ke is about 0.1-0.2 TW. While
the similarity of these numbers is encouraging, it should also be noted that both models
have relatively similar resolution over large parts of the ocean. Thus, both models
do not resolve scales substantially smaller than the first baroclinic Rossby radius. To
this end, they also do not resolve sub-mesoscale dynamics or lee wave generation by
eddies. We can therefore not conclude that the numbers which we obtain from the
models considered here will also hold when these other dynamical regimes are explored.

Apart from the above common features, the LEC derived from ICON/NCEP, especially
with respect to interior conversions, deviates from that derived from MPIOM/NCEP
in some aspects. While the first part of the baroclinic pathway, i.e. the conversion
from Pm to Pe, is comparable in ICON/NCEP and MPIOM/NCEP, the second part
of this pathway, i.e. from Pe to Ke, is about 50% stronger in MPIOM/NCEP than
in ICON/NCEP. For the conversion from mean kinetic energy Km to eddy kinetic
energy Ke, it is about 30% stronger in ICON/NCEP than in MPIOM/NCEP. Below
we analyse these differences in the baroclinic pathway and in the barotropic pathway
in more detail.

For the baroclinic pathway, we first compare the geographical distributions of
vertically integrated c(pm,pe) and c(pe,ke) in ICON/NCEP (Fig.2.4) with those
in MPIOM/NCEP (Fig.8 and Fig.9 in von Storch et al., 2012). These distributions
compare well with each other, not only with respect to the locations of maxima of
c(pm,pe) and c(pe,ke) in the regions of expected strong baroclinic instability along the
Gulf Stream, Kuroshio and the fronts in the Southern Ocean, but also in the central
and eastern equatorial Pacific and the central and eastern equatorial Atlantic. Thus,
the weaker conversion C(Pe,Pm) in ICON/NCEP than in MPIOM/NCEP cannot be
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explained by the difference in the overall spatial distribution of these conversions.

Since the conversion c(pe,ke) is determined by the covariance between density anomaly
ρ′ and vertical velocity anomaly w′, we suspect that the weak conversion C(pe,ke)
in ICON/NCEP is related to the smaller magnitude of w′ in ICON/NCEP than in
MPIOM/NCEP. Given that the 3-dimensional velocity from MPIOM/NCEP is still
available to us, we check this by calculating the standard deviation of w′, σw′ , and use
the area averaged σw′ as a measure for typical magnitude of w′ in ICON/NCEP and
MPIOM/NCEP (Fig.2.9, left). We find that in MPIOM/NCEP, σw′ is about factor
5 to 6 stronger between 50◦S - 70◦S than north of 10◦N, reaching values of about
0.5 to 0.6 mm/s between 50◦S - 70◦S below 1 km (red solid and red dashed line).
In ICON/NCEP, however, σw′ has comparable magnitude, around 0.1 to 0.2 mm/s,
both between 50◦S - 70◦S and north of 10◦N (black solid and black dash line). Some
of these variations in w′ may be correlated with ρ′, resulting in weaker C(Pe,Pm) in
ICON/NCEP than in MPIOM/NCEP.

Figure 2.9: Standard deviation of w′ over 5 years (2001 - 2005) (left) averaged horizontally
over the latitudinal band from 70◦S to 50◦S (solid) and over the region north
of 10◦N (dashed), and the global averaged magnitude of the time-mean vertical
velocity |w| (right) in MPIOM/NCEP (red) and in ICON/NCEP (black).

The large variability in w′ shown in Fig.2.9 can be, at least partially, related to quasi-
geostrophic eddies emerging from baroclinic instability. Note that Fig.2.10b points
to a stronger eddy activity (stronger ke) in the Southern Ocean in MPIOM/NCEP
compared with ICON/NCEP. This stronger eddy activity in the Southern Ocean
in MPIOM/NCEP is likely a consequence of the higher horizontal resolution of
MPIOM/NCEP compared with ICON/NCEP.

From the assumption that the mesoscale eddy field is not causing substantial amounts
of diapycnal mixing in the ocean interior, it would follow that c(pm,pe) and c(pe,ke)
should have comparable magnitudes below the mixed layer. However, the numbers in
Fig.2.3 show that C(Pe,Ke) is slightly weaker than C(Pm,Pe) in MPIOM/NCEP. This
highlights the effect of either upper ocean diapycnal mixing or nonphysical numerical
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mixing.

In ICON/NCEP this difference is even stronger, with c(pe,ke) amounting to 58%
of c(pm,pe) in ICON/NCEP, compared to 88% in MPIOM/NCEP. The difference
between the models suggests that the ICON-O configurations applied here have more
diapycnal mixing compared to MPIOM. Support for this hypothesis comes from the
result of Mohammadi-Aragh et al., 2015 that in a configuration with a lower grid
Reynolds number, baroclinic instability occurring close to the grid scale can lead to
higher numerical mixing. With the lower resolution of ICON-O than in MPI-OM
in the eddy-active Southern Ocean, the grid Reynolds number in ICON-O is lower
than that in MPI-OM there. The numerical dissipation of pe and ke and with that
the reduction in c(pe,ke) can be stronger in the Southern ocean in ICON-O than in
MPI-OM.

Probably, the strength of C(Pe,Ke) in ICON/NCEP can be enhanced by increasing
the resolution at higher latitudes, however, this investigation is beyond the scope
of this study. It remains an open question to which degree the diapycnal mixing
responsible for the dissipation of pe in all model simulations (but strongest in ICON)
is caused by diabatic processes in the upper-ocean mixed layer or by interior physical
or numerical water mass conversions.

For the barotropic pathway described by c(km,ke), whose global integral is smaller in
MPIOM/NCEP (0.11 TW) than in ICON/NCEP (0.17 TW), we compare the vertical
profile of horizontal integrated c(ke,km) shown in Fig.2.7 (right) with the same profile
derived from MPIOM/NCEP (Fig.11a) in von Storch et al., 2012. Both profiles show a
similar sign reversal around 2.5 to 3 km. However, the horizontal integral of c(ke,km)
is noticeably smaller in the ocean interior in ICON/NCEP than in MPIOM/NCEP.
The maximum of the positive conversion from ke to km around 4 km amounts to about
0.35 ×1010 W in MPIOM/NCEP, but is below 0.1 ×1010 W in ICON/NCEP. So the
larger value of C(Km,Ke) in ICON/NCEP is caused by weaker counter conversion in
the deep ocean in ICON/NCEP than in MPIOM/NCEP.

For the conversion from mean kinetic energy to mean available potential energyc(km,pm),
whose global value is larger in MPIOM/NCEP than in ICON/NCEP, we compare
the vertical profile of horizontally integrated c(pm,km) shown in Fig.2.7 (left) with
the same profile derived from MPIOM/NCEP (Fig.12 in von Storch et al., 2012).
Both profiles show negative values of c(pm,km) above 3 km and positive values below
3 km. However, the magnitude of c(pm,km) is larger in MPIOM/NCEP than that in
ICON/NCEP. The minimum of the horizontally integrated c(pm,km) amounts almost
to -1.5×1010 W in MPIOM/NCEP, but is barely - 0.8×1010 W in ICON/NCEP. The
maximum of the horizontally integrated c(pm,km) at about 4 km amounts to about
0.6×1010 W in MPIOM/NCEP, but reaches barely 0.2×1010 W in ICON/NCEP. The
smaller magnitude of c(pm,km) in ICON/NCEP compared with MPIOM/NCEP is
most likely caused by a weaker time-mean vertical velocity in ICON/NCEP than in
MPIOM/NCEP as can be inferred from Fig.2.9b. Since the same surface forcing is
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Figure 2.10: Differences in zonally averaged km/ρ◦ between MPIOM/NCEP and ICON/NCEP
(top) and in zonally averaged ke/ρ◦ between MPIOM/NCEP and ICON/NCEP
(bottom) in m2/s2.

used, the increase in mean vertical velocity is likely caused by the different time-mean
circulations in ICON/NCEP and MPIOM/NCEP. When integrated globally, the strong
conversion from Km to Pm in MPIOM/NCEP results in a global C(Km,Pm) of about
0.49 TW, which is larger than C(Km,Pm) of about 0.4 TW in ICON/NCEP.
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2.5.2 Sensitivity to forcing difference

In this section, we assess the sensitivity of the global LEC to surface forcing by
comparing the LEC terms derived from ICON/ERA5 (blue numbers in Fig.2.3) with
those derived from ICON/NCEP (black numbers).

For each of the four energy compartments, Km, Ke, Pm, and Pe, the generation terms
increase substantially. However, also the dissipation terms increase by nearly the same
amount (compare blue bracketed numbers in Fig. 2.3 for the forcing differences in the
generation and dissipation terms). More specifically, G(Ke) is increased by about 42%
from its value in ICON/NCEP and becomes almost 1 TW stronger in ICON/ERA5.
The generation of eddy available potential energy G(Pe) is increased by about 23%
from its value in ICON/NCEP and becomes almost 0.2 TW stronger in ICON/ERA5.

Fig.2.13 shows that the large increases in the generation of eddy kinetic energy g(ke) is
most dominant in the mid- to high-latitude regions, whereas the large increases in the
generation of eddy available potential energy g(pe) are more concentrated on the Gulf
Stream and Kuroshio region. Dissipation increases in ICON/ERA5 by about 36% for
Ke and 18% for Pe. Regarding the mean kinetic energy and mean available potential
energy, the increases in the generation, reaching 13% in G(Km) and 15% in G(Pm),
are accompanied by increases in dissipation as well, reaching 16% in Km and 15% in Pm.

The largest changes in the conversion terms concerns the barotropic pathway from Km

to Ke, which is about 24%, or 0.04 TW, stronger in ICON/ERA5 than in ICON/NCEP.
The baroclinic pathway increases by about 8% for C(Pm,Pe) and 6% for C(Pe,Ke) in
ICON/ERA5 than in ICON/NCEP. The conversion from Km to Pm is not notably
affected by the forcing difference. Except for C(Km,Pm), forcing-induced changes in
all terms of the LEC are statistically significant with respect to our "poor man’s" test.
Nevertheless, since the test is not precise, we will focus only on the biggest change in
the generation G(Ke) and the biggest relative change in the conversion C(Km,Ke).
Both affecting the eddy kinetic energy Ke.

We start our consideration with the forcing difference in conversion c(ke,km). Fig.2.11
shows that the mean kinetic energy km is more strongly converted to eddy kinetic
energy in ICON-ERA5 than in ICON/NCEP in the upper 500 m in the low-latitude
oceans equator-ward of about 40◦. This latitudinal band coincides roughly with the
band where the time-mean wind stress is stronger in ERA5 than in NCEP (upper
right panel in Fig.2.2). Integrated globally, the generation of mean kinetic energy is
somewhat stronger in ICON/ERA5 than in ICON/NCEP. We hence hypothesize that
the stronger mean wind stress in ERA5 leads to a stronger generation in mean kinetic
energy and with that stronger time-mean currents. Fig.2.12a shows indeed that apart
from a few interruptions by narrow latitudinal bands where km decreases, the zonally
averaged value in ICON/ERA5 is increased from 40◦S to 45◦N; albeit, the increase is
much stronger in the tropical oceans from about 10◦S to 10◦N. The stronger time-mean
currents could then lead to a stronger conversion c(km,ke). The enhanced zonally
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Figure 2.11: Differences in the conversion c(ke,km) between ICON/ERA5 and ICON/NCEP.

averaged ke equator-ward of about 40◦ above roughly about 500 m (Fig.2.12b) could
be the result of the stronger conversion c(km,ke) in ICON/ERA5 than in ICON/NCEP.

We consider now the largest forcing difference found in the generation of eddy kinetic
energy g(ke), which amounts to nearly 1 TW when integrated globally. Fig.2.13 shows
that g(ke) is almost everywhere stronger in ICON/ERA5 than in ICON/NCEP. The
stronger generation is due to the stronger wind stress variability in ERA5 than in
NCEP (Fig.2.1). It is however unclear how the higher variability in surface winds
should systematically generate an enhanced eddy field (note that this requires a
correlation between the wind fluctuations which typically occur on time scales of hours
to days and the eddy field which acts on time scales of weeks to months). The more
likely explanation is that the stronger wind fluctuations in ERA5 lead to an enhanced
excitation of ageostrophic dynamics like inertial oscillations. Such enhanced excitation
in ICON/ERA5 relative to ICON/NCEP is consistent with the systematic increase
in the generation of near-inertial motions with increasing temporal resolution of the
wind forcing found by Rimac et al., 2013.

According to Rimac et al., 2016, most of the excited inertial oscillations (about 90%)
dissipate within the ocean’s mixed layer. This could affect the fate of the nearly 1 TW
stronger generation G(Ke) due to the wind stress fluctuations in ERA5.

It will be interesting to see from future studies with higher resolution model config-
urations (e.g. resolving sub-mesoscale dynamics) and more energetically consistent
parameterizations (e.g. allowing additional energy fluxes from ke to either a pa-
rameterized internal wave or turbulent kinetic energy compartment) whether and
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Figure 2.12: Differences in zonally averaged km/ρ◦ between ICON/ERA5 and ICON/NCEP
(top) and in zonally averaged ke/ρ◦ between ICON/ERA5 and ICON/NCEP
(bottom).

how a feedback between the ke compartment and the resolved circulation is established.

2.6 summary

In this paper, we investigate the sensitivity of the LEC to model difference and to
forcing difference. The investigation due to model difference is based on two pairs
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Figure 2.13: Differences in eddy kinetic energy generation gke (top) and in eddy available
potential energy generation g(pe) (bottom) between ICON/ERA5 and ICON/N-
CEP.

of ocean-only simulations at nominal O(10 km) resolution. The first pair consists
of ICON/NCEP and MPIOM/NCEP, performed with two ocean general circulation
models with completely different model architectures — MPI-OM and ICON-O —
driven by the same surface forcing (NCEP). The second investigation due to forcing
difference is based on the ICON/NCEP and ICON/ERA5 simulations, performed both
with the same ocean model and configuration (namely ICON-O with 10 km resolution)
but driven by surface fluxes obtained from two different reanalyses — NCEP and ERA5.

The first remarkable result which we obtain is the relative insensitivity of the energy
conversions between the different compartments of the LEC — no matter whether
we consider a forcing or a model difference. In particular, we note that not only the
directions of the conversions stay the same but also the magnitudes of the LEC terms
themselves as well as the overall spatial distributions of the conversion terms change
little, no matter whether we consider the forcing or the model differences.
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Despite these overall similarities, we also detect differences when comparing the
underlying ICON-O to MPI-OM simulations. The first one concerns the baroclinic
pathway that converts mean available potential energy pm to eddy available potential
energy pe via c(pm,pe) and further converts eddy available potential pe to eddy kinetic
energy ke via c(pe,ke). We find that the first transformation c(pm,pe) is comparable in
both simulations but the second c(pe,ke) is considerably weaker in ICON. Consequently,
there is enhanced dissipation of pe in ICON/NCEP compared with MPIOM/NCEP.
This might be related to the coarser resolution of the ICON-O configuration in the
Southern Ocean where the resolution of 10 km only marginally resolves the first
baroclinic Rossby radius. This probably leads to a too strong damping of the eddy
kinetic energy field and to too strong diabatic mixing which reduces the eddy available
potential energy.

The second difference concerns the conversion c(km,ke) in the deep ocean, which
is in the opposite direction compared to the upper 2.5 km. This deep conversion,
which is noticeably weaker and results in a larger global value of C(Km,Ke) in
ICON/NCEP than in MPIOM/NCEP, is likely related to the weaker mesoscale eddies
in ICON/NCEP which also most likely reduces the amount of energy transferred
towards larger scales and therewith the mean circulation in the case of geostrophic
turbulence.

The third difference concerns the conversion c(pm,km), which quantifies the generation
of mean available potential energy in terms of wind-driven Ekman velocity. The
c(pm,km) term is weaker in ICON/NCEP than in MPIOM/NCEP, due to weaker
mean vertical velocity in ICON/NCEP than in MPIOM/NCEP.

The largest change among the terms of the LEC induced by forcing difference when
comparing ICON/NCEP with ICON/ERA5 is the increase in the generation of eddy
kinetic energy g(ke). Integrated globally, G(Ke) is larger than all other generation
terms. Using high-frequency ERA5 wind stress further increases G(Ke) obtained from
NCEP wind stress by about 1 TW. This enhanced generation is most likely balanced
by an enhanced dissipation of eddy kinetic energy in the ocean’s mixed layer, without
having strong effects on the interior circulation. Note that in addition to the mesoscale
eddy field, transient motions such as inertial oscillations are part of what we refer to
as eddy dynamics (e.g. ke but also D(ke) etc.).

The gross features of the LEC pictures the ocean as a "windmill" which transfers
the forcing of the ocean by the winds into the circulation of the ocean (von Storch
et al., 2012). The insensitivity of the LEC with respect to the enhanced high-frequent
wind forcing (G(ke)) indicates that this "windmill" is not able to effectively use this
enhanced energy input for large scale currents. In this regard, it might be considered
as an inefficient "windmill" regarding the large-scale circulation. On the other hand, it
may become a more efficient "mixer" since the energy within the inertial oscillations
and internal waves might ultimately lead to energy transfers from these compartments
to small-scale turbulence. In parts, this is already reflected by the TKE scheme used
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in our ICON configurations where energy dissipated by vertical shear is transferred
to turbulent kinetic energy. It will be interesting to observe to what degree such
energy pathways change if simulations are performed at higher resolutions, such as
those in which sub-mesoscale dynamics and a larger fraction of the internal wave field
are resolved. Changes in the LEC may also be expected when more sophisticated
parameterizations are used, such as those which enable consistent transfers between
resolved and unresolved energy compartments.
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3 O N T H E E X C H A N G E O F K I N E T I C E N E R G Y
B E T W E E N T H E M E A N F L O W A N D T H E
E D D I E S

People should treat the oceans like we do
anything else that we care about – with
consideration, with care, and affection.
That’s it. For that we must educate

— Walter Munk

This Paper is in preparation: Ssebandeke, J., von Storch, J. S., & Brüggemann,
N. (2023). On the exchange of kinetic energy between the mean flow and the eddies.
Ocean Dynamics.

3.1 abstract

We evaluate how kinetic energy is exchanged between the eddies and the mean
circulation following eddy-mean flow interactions using an eddy-rich, 10 km horizontal
resolution, numerical simulation based on the ICON-O model. We show that the
exchange of kinetic energy is nonlocal — nonlocality is most prominent in the Southern
Ocean, western boundary currents and in the equatorial regions. Furthermore, we
show that the exchange of energy is such that the mean flow loses energy in the surface
layers, and most of the energy released by the mean flow is used for eddy growth,
while the rest is transferred to the deeper ocean and then, together with the energy
released by the eddies, it’s transferred back to the mean flow.

3.2 introduction

It is well established that kinetic energy of the mesoscale variability in the ocean is
primarily generated through instabilities, represented as eddy-mean flow interactions
in the Lorenz Energy Cycle framework, however, the way in which kinetic energy
is gained by the eddies is not well characterised due to the nonlocal nature of the
energy interactions and hence exchange (Harrison and Robinson, 1978; Chen et al.,
2014; Murakami, 2011). Nonlocality in eddy-mean flow interactions originates when
the energy extracted from the mean flow does not locally sustain energy-growth of
eddies (or vice versa), but rather redistributed and consequently used to support
energy-growth of eddies in remote regions. Quantifying the redistribution of energy
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following nonlocal interactions is not only crucial in understanding how oceanic energy,
which is inputted at the surface, is transferred to the interior, but also relevant in
improving parameterisation (Ivey and Imberger, 1991; Eden and Greatbatch, 2008;
Marshall and Adcroft, 2010) — most of the parameterizations describe local effects of
unresolved motions, but unresolved motions do not have only local effects. While the
regional energy-redistribution following nonlocal interactions has increasingly been
studied (Chen et al., 2014; Kang and Curchitser, 2015; Capó et al., 2019; Jamet et al.,
2022; Matsuta and Masumoto, 2021; Bryden, 1982), the global redistribution has not
been evaluated before.

Another aspect concerns the downward redistribution of energy by fluxes resulting
from nonlocal interactions. Previous studies have mostly considered integrals over
the full water-column depth (Chen et al., 2014; Kang and Curchitser, 2015) — this
only outlines the contribution of the horizontal fluxes because the full water-column
depth is closed in the vertical, and therefore vertical fluxes vanish. Jamet et al., 2022
highlighted the contribution of vertical fluxes resulting from nonlocal interactions,
however, that study was limited to the sub-mesoscale regime. Here, we use a layer-
wise consideration to quantify the downward redistribution of energy resulting from
nonlocal eddy-mean flow interactions in the mesoscale regime. The rest of the article
is organized as follows: section 3.3 presents the diagnostic framework, and section 3.4
presents the description of the model and numerical simulation. Results are presented
in section 3.5. Lastly, a summary is presented in section 3.6.

3.3 diagnostic framework

3.3.1 Budget of kinetic energy per unit volume

The equations for eddy kinetic energy, ke = 1
2ρ◦

(
v′2 + u′2

)
and mean kinetic energy,

km = 1
2ρ◦

(
v2 + u2) can be written as (for details, see equation (A.8) and (A.15) in

Appendix A; Olbers et al., 2012; von Storch et al., 2012):

∂

∂t
ke + . . . = ike (3.1)

∂

∂t
km + . . . = ikm (3.2)

where ike = −ρ◦
(

u′
hv′ · ∇hv + u′

hu′ · ∇hu
)

− ρ◦
(

w′v′ ∂v
∂z + w′u′ ∂u

∂z

)
. The former is

the along-layer component and represents interactions that are limited to a partic-
ular layer. The latter component represents across-layer interactions. ∇h represents
the two dimensional gradient operator, uh is the two dimensional velocity with
components (u,v) and ρ◦ is the reference density. The prime represents variations
in time, while the overbar represents a time mean. ike represents the change of
eddy kinetic energy due to the eddy-mean flow interaction. When this term is
positive, it implies that eddy kinetic energy is intensified otherwise it’s dissipated.
ikm = −ρ◦

(
v · ∇hu′

hv′ + u · ∇hu′
hu′

)
− ρ◦

(
v ∂

∂z w′v′ + u ∂
∂z w′u′

)
. Similarly, the for-
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mer component is the along-layer component while the latter is the across-layer
component of the interaction term. ikm represents the change of mean kinetic energy
due to eddy-mean flow interaction. If this term is negative, the mean flow is slowed
down otherwise, it’s intensified. ikm can further be decomposed1as:

ikm = −ρ◦
(

v∇ · u′v′ + u∇ · u′u′
)

= −ρ◦∇ ·
(

u u′u′ + v v′u′
)

+ ρ◦
(

u′v′ · ∇v + u′u′ · ∇u
)

= ik − ike (3.3)

where ik = ∇ · tk, tk = −ρ◦
(

u u′u′ + v v′u′
)

is the energy flux per unit vol-

ume, with components: tx
k ı̂ + ty

k ȷ̂ + tz
k k̂, tx

k = −ρ◦
(

u u′u′ + v v′u′
)
, iy

k =

−ρ◦
(

u u′v′ + v v′v′
)

, iz
k = −ρ◦

(
u u′w′ + v v′w′

)
⇒ ∂

∂t
km + . . . = ik − ike (3.4)

Notice that ike appears in equation 3.1 and 3.4, but with opposite signs, and therefore
represents exchange of energy between mean kinetic energy and eddy kinetic energy.
Note that, equation (3.3) could as well be used in equation (3.1), to replace ike with
ikm + ik. This implies that in the case of non-vanishing flux divergence, ik the
exchange between eddy and mean kinetic energy is not necessarily local but e.g. energy
extracted from the eddies could be transferred horizontally or vertically instead of
being directly transferred to the mean flow or vice versa. ik represents the nonlocal
redistribution of energy. For closed regions, like the global ocean, ik vanishes. This
implies that, ike acts as an energy conversion term. For regions with open boundaries,
ik can either vanish or not. Regions where ik vanishes undergo local energy exchange,
otherwise the energy exchange is nonlocal. The equation for total kinetic energy, k

can be obtained by summing the equation for eddy kinetic energy (equation (3.1))
and that of mean kinetic energy (equation (3.2)). i.e. k = ke + km

∂

∂t
k + . . . = ik (3.5)

We observe that ik appears in the equation for total kinetic and therefore modifies
the total kinetic energy. Where this term is negative, total kinetic energy is reduced
otherwise it’s intensified. A similar derivation has been presented in Chen et al., 2014;
Harrison and Robinson, 1978.

1 We use the following identity in the decomposition of ikm. For a vector A and scalar ψ, ∇ · (ψA) =
ψ∇ · A + A · ∇ψ
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3.3.2 Budget of kinetic energy integrated over a volume

When equation (3.5) is integrated over a volume, V enclosed by a closed-surface, S

we obtain

∂

∂

∫∫∫
V

k dV + . . . = Ik =
∫∫∫

V
ik dV =

∫∫∫
V

∇ · tk dV

= −ρ◦

∫∫∫
V

∇ ·
(

u u′u′ + v v′u′
)

dV

= −ρ◦

∮
S

(
u u′u′ + v v′u′

)
· n̂dS (3.6)

Based on Gauss’s theorem, the volume integral over the flux divergence can be
decomposed into fluxes perpendicular to the bounding surfaces of that volume. Here,
we assume the volume is a box with boundaries along constant depth, constant latitude
and constant longitude. Here, we focus on two cases:

Case I: Global layered ocean. Here, we consider the total ocean area. In this consideration
the horizontal components of equation 3.6 vanish.

Case II: Latitudinal bands. Here, we consider zonal bands that are open in the vertical
and in the meridional direction but closed in the zonal direction.

The notation is such that small letters represent interaction terms per unit volume
while capital letters represent the interaction terms integrated over a volume i.e.

Ik =
∫∫∫

V
ik dV, Ike =

∫∫∫
V

ike dV, Ikm =
∫∫∫

V
ikm dV

3.4 numerical simulation

We use the ICON-O model — a primitive equation model, which has an unstructured
horizontal grid, with a C-type staggering of variables (Korn, 2017). The fidelity
of ICON-O in simulating key features of global ocean dynamics and energetics is
documented in Korn et al., 2022; Ssebandeke et al., 2023. The model configuration
used in this study has a horizontal resolution of about 10 km and 128 z-levels with
thicknesses varying from 8 to 200 m.

As initial conditions, we used data from the Ocean ReAnalysis System 5 (ORAS5)
reanalysis dataset – ORAS5 is the latest ocean reanalysis dataset produced by the
ECMWF and has a horizontal resolution of 25 km, and 75 vertical levels (Zuo et al.,
2019). We interpolated salinity and temperature for January 2010 from the ORAS5
reanalysis dataset onto the ICON-O grid and then forced the model with ERA5 forcing
(Hersbach et al., 2020). We then allow the system to evolve for 10 years – 2010 to
2020. Fig 3.1 shows the total kinetic energy from the starting time, January 2010 to
the end, January 2020. Within the first year, the monthly mean kinetic energy reaches
a stable state and oscillates around 3 × 10−3J for the following years. Only the last 5
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Figure 3.1: Time series of the monthly-mean global kinetic energy derived from our ICON-O
simulation with 10 km horizontal grid spacing. The grey shaded area shows the
study period, 2015 - 2020

years of the simulation, 2015-2020 are analysed.
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Figure 3.2: Kinetic energy branch of the Lorenz Energy Cycle. The energy reservoirs are
in exa-joules (EJ, 1018). The generation, exchange and dissipation terms are in
tera-watts (TW, 1012).

We evaluate the numerical simulation by comparing the kinetic energy branch of
the Lorenz Energy Cycle derived from the simulation here to that derived from
ICON/NCEP (see figure 3 in Ssebandeke et al., 2023). Some of the main differences
between the simulations are related to (1) the averaging period in Ssebandeke et
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al., 2023 is 10 years compared to 5 years used here, surface fluxes in ICON/NCEP
are derived from NCEP reanalysis, instead of ERA5 as used here and lastly, (3)
ICON/NCEP was initially spun-up for 25 years and NCEP forcing was applied from
1948 to 2010. This is a much longer spin-up compared to the 5 years used here. This
can lead to fundamental differences in circulation and stratification which then might
also affect the energy cycle. Regardless of these differences, the overall magnitude,
direction of energy pathways, and horizontal structure of the different terms of the
LEC are consistent in both estimates of the Lorenz energy cycle. For this work, we
concentrate on the eddy-mean flow interaction split into the single contributions as
discussed in section 3.3 (c(ke,km) = −ike = ikm − ik). For the sake of comparing
the results from this simulation with those from the ICON/NCEP simulation in
Ssebandeke et al., 2023, the reader is referred to compare Fig. 3.5 and 3.4 (b) of this
study, with Fig. 7 (b) and 8 from Ssebandeke et al., 2023. Here, we only note that
overall, the results are relatively similar. The largest values are located in the surface
layers. Above 2.7 km, the values are mostly positive representing a transfer from mean
kinetic energy to eddy kinetic energy. In the deeper layers, the transfer is directed
from eddies to the mean flow. The global integral of the conversion in ICON/NCEP,
(-0.17 TW) is only slightly weaker than that observed in the simulation (-0.18 TW)
used here (figure 3.2). The difference appears to be caused by excessive gain of energy
by eddies in the surface layer in this simulation.

3.5 results

3.5.1 Non-local energy exchange

Figure 3.3 (a) and (b) shows the horizontal distribution of the energy interaction
terms — ike , and ikm — at 96 m. The other levels have a similar spatial structure

— the largest values are observed along strong major mean currents, in the southern
ocean, western boundaries and in the equatorial regions. Note that ik is not zero (Fig.
3.3 (c)) which implies that there are notable differences between ikm and ike . The
difference in magnitude of the values of ike and ikm , which can, for instance, be seen
in the Southern Ocean represent nonlocal energy exchange. Nonlocality in the Pacific
sector and Indian Ocean sector of the Southern Ocean has been reported in Chen
et al., 2014. However, Chen et al., 2014 observed locality in the Atlantic sector (see
figure 7 in Chen et al., 2014), but we observe nonlocality in this sector of the southern
ocean.

An outstanding challenge in the interpretation of the interaction terms concerns
the abrupt change in sign of the interaction terms — positive and negative values
are situated right next to each other (see also Loose et al., 2023). To circumvent
this impediment, we diagnose the depth-latitude cross-section. Figure 3.4 shows the
depth-latitude cross-section of section Q in figure 3.3, and that of the global ocean. We
observe in figure 3.4 (a) that absolute values of |ike |, greater than 160 × 10−6 Wm−3

are only located between 50◦S and 52◦S, else where the values are less than 80 × 10−6

Wm−3. In contrast, the absolute values for |ikm | and |ik| larger than 160 × 10−6 Wm−3
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Figure 3.3: Horizontal distribution of (a) ike , (b) ikm and (c) ik at 96 m. Units: 1 × 10−6

Wm−3. The depth-latitude cross section of line, Q is shown in figure 3.4.
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are observed at various locations within the region (figure 3.4 (c) & (e)). This clearly
shows that nonlocality plays a crucial role in regional dynamics. It should however,
be noted that ike , ikm and ik have different structures in other regions of the global
ocean — there are various forms of interactions as noted by Murakami, 2011. The
right column of Fig. 3.4 shows that when integrated over a latitudinal band of each
layer, there is by and large a compensation between ike and ikm . The left column
shows that without integration, ike can be much weaker than ikm . This is consistent
with ikm = ik - ike . The pattern for ikm (figure 3.4 (d)) is similar to that of ike (figure
3.4 (b)), but with reverse signs and hence portrays exchange of energy between mean
kinetic energy and eddy kinetic energy.

Figure 3.4: Depth-latitude cross-section along the line Q in figure 3.3 (a) ike , (c) ikm and
(e) ik. Global depth-latitude zonal integral of (b) ike , (d) ikm and (f) ik. Units
1 × 10−6 Wm−3.

Figure 3.5 shows the vertical profiles of Ik, Ikm and Ike . The conversion is dominated
by Ikm and Ike — generally Ikm and Ike are higher than Ik by a factor of about
3. However, since Ik is nonzero it means the conversion is not totally local — Ik

represents the vertical rate of transfer of kinetic energy. The profile for Ik is negative
in the upper about 200 m, below this layer the profile is positive. The largest value of
Ik, −0.14 × 1010 W is about 25% of the corresponding value for Ike . Above 2.7 km,
Ikm is negative, and Ike is positive. This implies that, above 2.7 km, the mean flow
loses kinetic energy and the eddy kinetic energy is intensified. Below 2.7 km, Ikm is
positive and Ike is negative. This implies that the mean circulation is intensified while
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eddy kinetic energy becomes weaker — similar to what is observed in the atmosphere
(Li et al., 2007).

Figure 3.5: Vertical profiles (integral over a global horizontal layer of depth, dz) of Ik, Ikm

and Ike

3.5.2 Vertical redistribution of energy

In this section, we concentrate on the redistribution of energy given by Ik (nonlocal
term, ik integrated over a volume). Following case II (see classification in section 3.3.2),
we analysed the latitudinal redistribution of energy; this includes both meridional and
vertical redistribution of energy. The latitudinal energy redistribution shows three key
regions where nonlocality is prominent: the Southern Ocean, equatorial Ocean and
western boundaries (not shown). The subtropics and polar regions are mostly local.
Outside the Southern Ocean, nonlocality is limited to the upper 500 meters. In the
Atlantic basin, nonlocality is only prominent in the Gulf Stream latitudinal band —
the tropical Atlantic experiences local interactions. In contrast, equatorial regions in
both the Indian and Pacific Ocean basin are nonlocal. In the Pacific, furthermore,
nonlocality is also observed in the Kuroshio latitudinal band. This is re-affirms results
from Chen et al., 2014. In that article, prominence of nonlocality was found in the
Kuroshio, Gulf Stream, Pacific and Indian Ocean sectors of the southern ocean. The
subtropical gyres were found to be local. This is also in line with several other regional
studies (Kang and Curchitser, 2015; Matsuta and Masumoto, 2021). As mentioned
in section 3.2, most of the previous studies emphasised the horizontal redistribution
of energy. Here, we compare the horizontal redistribution, and vertical redistribution
of kinetic energy following nonlocal interactions. Figure 3.6 shows the ratio of the
magnitude of vertical energy flux to the magnitude of horizontal energy flux |tz

k|
|tx

k
+ty

k|
in the Southern Ocean. We concentrate on the southern Ocean because most of the
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activity regarding the interaction is located in the southern ocean (see figure 3.4),
however, the spatial pattern (of the ratio) in the western boundary regions is similar
to that observed in the Southern Ocean. Horizontal redistribution dominates vertical
redistribution along strong mean currents. Away from strong mean currents, vertical
redistribution of energy tends to dominate the total energy redistribution.

Figure 3.6: Ratio of the magnitude of vertical energy flux to the magnitude of horizontal
energy flux, |tz

k|
|tx

k
+ty

k| at 96m in the Southern Ocean. Values greater than 1 show
regions where vertical redistribution is greater than horizontal redistribution.
Hatches show regions where log10

{
0.5(u2 + v2)

}
> −3

To understand how energy is vertically redistributed, we diagnose the vertical energy
flux, per unit volume tz

k. For simplicity, we only analyse u u′w′ + v v′w′, since we are
only interested in the direction of propagation, not the magnitudes. The largest values
are located in the equatorial region (not shown). In the mid-latitudes, the values are
negative and represent a downward propagation of energy. In the subtropics the values
are positive, indicating an upward transfer of the energy (figure 3.7(a)). Large values
in the mid-latitudes, over −5 × 10−6 m3/s3, extend below about 2 km, however, values
with similar magnitudes are limited to the upper 1km in the subtropics. The difference
in the direction of the energy propagation between the mid-latitudes and subtropics
appears to be related to the mismatch in depth at which excess energy is released by
the mean flow. In the mid-latitudes — in the upper 100m — the mean flow releases
more energy (figure 3.7 (b)) than the eddies take up (figure 3.7 (c)). The redundant
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Figure 3.7: (a) u u′w′ + v v′w′. Positive values indicate upward orientation, otherwise it’s
downward. (b) vertical component of the ikm/ρ◦ (c) vertical component of the
ike/ρ◦ in the South-Atlantic (10◦ S - 60◦ S, 30◦ W - 10◦ E).
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excess energy is then transported downwards and used to intensify the mean flow in
the subsurface. Equator-ward of about 35 ◦S, the excess release of energy by the mean
flow is situated below the surface and therefore necessitates an upward transport of
energy.

3.6 summary

Figure 3.8: Summary of how kinetic energy is exchanged between the mean flow and the
eddies

In this study, we have established how kinetic energy is exchanged between the eddies
and the mean flow. We have shown that this exchange, on a regional basis, is nonlocal

— nonlocality is an essential source of energy especially in the eddy-rich regions like
the Southern Ocean and in the western boundaries. This is conforming with the
previous regional studies (Chen et al., 2014; Kang and Curchitser, 2015; Matsuta and
Masumoto, 2021). The global exchange is nearly local; the mean flow loses energy in
the surface layers, and most of the energy released by the mean flow is used for eddy
growth, while the rest is transferred to the deeper ocean and then, together with the
energy released by the eddies, it’s transferred back to the mean flow. This exchange is
summarised in figure 3.8. Regarding the nature of vertical redistribution of energy, we
observed that redistribution of energy is oriented downward in the mid-latitudes and
upward in the subtropics. This mismatch in the direction of the energy redistribution
is related to the position of excess energy. In the mid-latitudes, excess energy is located
in the surface layers and in the subtropics, excess energy is located at a deeper layer.
Therefore to reconcile the difference in the location of excess energy, the energy is
transported downwards in the mid-latitudes but upwards in the subtropics.
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4 A B R I E F N O T E O N T H E S E N S I T I V I T Y O F
K I N E T I C - E N E R G Y E X C H A N G E T O
T O P O G R A P H I C F O R C I N G

Shall I refuse my dinner because I do not
fully understand the process of digestion?

— Oliver Heaviside

Here, I present some brief but interesting results which may lay the
foundation for further research.

4.1 abstract

We assess the sensitivity of the gross features of eddy-mean flow interaction, C(Ke,Km)
to topographic forcing in a complex OGCM. We do so through a series of sensitivity
experiments; the series of experiments comprise two simulations that differ only by
the configuration of the used topography — topo_10km, with 10 km resolution of
bottom-topography, and topo_160km, with 160 km resolution of bottom-topography.
The forcing, horizontal resolution and other model parameters are similar in both
simulations. We observe that the mean circulation and transient eddies are notably
sensitive to the variations in topography. In the simulation with smoother topography,
the flow has increased kinetic energy. We have established that contrary to what
is observed in the idealised 2-layer model, the gross features of the kinetic energy
exchange in a complex OGCM are insensitive to topographic variations.

4.2 introduction

As mentioned in section 1.1.1.2, the exchange of kinetic energy between the mean flow
and the transient eddies, C(Ke,Km) is given by

C(Ke,Km) =
∫

V
ρ◦
(
u′v′ · ∇v + u′u′ · ∇u

)
dV

where
∫

V dV indicates the integral over the volume of the ocean, u is the three
dimensional velocity with components (u,v,w), ∇ is the three dimensional gradient
operator, ρ◦ is the reference density. The overbar indicates a time-mean and the prime
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represents deviations from the time-mean.

In the atmosphere, the exchange of kinetic energy, C(Ke,Km) is directed from the
eddies towards the mean circulation and this is thought to represent an upscale transfer
of energy (figure 1.2). However, in the ocean, the transfer is reversed; mean kinetic
energy is converted into eddy kinetic energy (figure 1.3). It’s unclear why energy
conversion in the ocean is opposite to that in the atmosphere. A more plausible way of
thinking is that this is related to the fact that the two systems are forced differently,
the atmosphere is driven by differential forcing while the ocean is mainly driven
by wind forcing and tides. The wind forcing in the ocean drives mean currents and
then through barotropic and baroclinic instability, energy is transferred to the eddies.
Regarding integrated net direction of the kinetic energy transfer between mean and
eddy flow, one might conclude that barotropic instability overwhelms other processes
like the inverse cascade that would transfer the energy from small scales (eddies) to
the large-scale circulation.

Table 4.1: Comparison of simulations used in Witter and Chelton, 1998 and in this study.
Cases 1, 3 and 6 are idealistic simulations from Witter and Chelton, 1998.
topo_10km and topo_10km are simulations performed using ICON-O model
with 10 km horizontal resolution. Bottom topography used in ICON-O is obtained
from SRMT30 (Cowan and Cooper, 2005)

Simulation Resolution
(Time period)

Forcing Topography

Case 1
20 km

(5 - 7200 days)

Steady, zonal jet
τ◦ sin2 (πy/Ly)

τ◦ = 0.025 Nm−2

Ly = 1200 km

zonally uniform ridge
(400 m tall, 800 km wide)

Case 3 zonal modulation of the
ridge height in case 1

Case 6
zonal modulation of the

ridge height and width in
case 1

topo_10km 10 km
(5 min - 5 years)

ERA5
SRTM30 topography
at 10 km resolution

topo_160km SRTM30 topography
at 160 km resolution

However, with an idealized ocean model configuration — 2-layer, wind-forced quasi-
geostrophic channel model — Witter and Chelton, 1998 used a series of three sensitivity
experiments (case 1, 3, & 6) summarised in table 4.1 with variations in bottom
topography (see figure 2 in Witter and Chelton, 1998 for details regarding topographic
variations), and showed that reverse direction of the energy transfer in the ocean is
related to bottom topography (figure 4.1). In case 1, with a zonally uniform ridge,
the conversion is positive in both layers — energy conversion is directed from eddy
kinetic energy to mean kinetic energy. In cases 3 & 6, where the ridge is modulated,
the conversion is positive in the deeper layer but negative in the upper layer. This
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is similar to what is observed in the complex OGCM (figure 1.3). It is unclear if the
sensitivities observed in the idealistic simulations will be observed in more complex
OGCMs as well.
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Figure 4.1: Energy cycle for cases 1, 3 & 6 (adapted from Witter and Chelton, 1998). The
units for the energies are m3/s2, rounded to the nearest unit. Those for the
transfer rates are 10−5 m3/s3, rounded to the nearest 0.1 unit. The definitions
of the different terms is available in McWilliams et al., 1978. The subscripts 1,&2
represent the model layers, 1 & 2 respectively.
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4.3 methods

To study the sensitivity of the energy exchange with respect to bottom topography,
replaced the bottom topography in the model setup used in chapter 3, with smoother
bottom topography— modified SRMT30 topography (Cowan and Cooper, 2005) at
160 km (derived from the R2B4 configuration of ICON-O), and run the model over a
period of 10 years, 2010 - 2020. Analogous to the simulation in chapter 3, within the
first year, the monthly-mean kinetic energy reaches a stable state and oscillates around
3.4×10−3 J for the following years (not shown). Hereafter, the simulation performed
in chapter 3 with 10 km resolution modified SRMT30 topography (derived from the
ICON-O R2B8 configuration) is referred to as the topo_10km simulation. The new
simulation with smoother topography (160 km) is referred to as topo_160km. The
bottom topography and the resulting circulation in the Kuroshio region are shown
in figure 4.2. Effects of topographic steering can be seen — in the topo_10km
version the mean current continuously flows along the coast. In contrast, the current
is detached from the coast at about 37.5◦N in the topo_160km version.

Figure 4.2: (a) topo_10km bottom topography (b) topo_160km bottom topography in
kilometers. Bottom topography is derived from the modified SRTM30 (Cowan
and Cooper, 2005). (c) mean kinetic energy for the topo_10km simulation and
(d) mean kinetic energy for the topo_160km simulation at 1983 m. Arrows show
the direction of flow. Units in m2/s2.
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4.4 results

4.4.1 Sensitivity of kinetic energy to topographic forcing

Figure 4.3 (a) & (b) shows the horizontal distribution of mean kinetic energy in the
topo_160km and topo_10km configuration respectively. In both configurations,
kinetic energy is concentrated in sharp boundary currents and filaments in the Southern
Ocean. However, the mean currents are more intense in the topo_160km configura-
tion, especially in the Southern Ocean. For example, values of u2 + v2 > 0.01m2/s2

are observed in the Drake Passage area in the topo_160km configuration. The
corresponding values in the topo_10km configuration are generally weaker than
0.01m2/s2. Similarly, the horizontal distribution of eddy kinetic energy in the two
configurations is notably different — topo_160km has stronger eddy kinetic energy,
especially in the Southern Ocean (figure 4.3 (c) & (d)). Figure 4.4 (a) shows the
horizontally integrated profiles of mean kinetic energy (solid curve) and eddy kinetic
energy (dashed curve) in the two configurations. Above about 1 km, the energies are
comparable. Below about 1 km, the profiles for topo_160km are stronger than those
of topo_10km. The largest difference of the energy compartments can be found for
eddy kinetic energy which amounts 3.46 EJ for topo_160km once globally integrated
and therewith exceeds the value for topo_10km by 0.32EJ. The corresponding
global integrals of mean kinetic energy are 0.95 EJ for topo_160km and 0.86
EJ in topo_10km the configuration. Overall, topo_160km is more energetic
than topo_10km. This is expected since topo_10km has a more rough bottom
topography — rough bottom topography is associated with enhanced dissipation
(Feddersen et al., 2003; Yang et al., 2021; Trossman et al., 2017).

4.4.2 Sensitivity of the gross features of C(Ke,Km) to topographic forcing

There are two main gross features of C(Ke,Km) for the global ocean: (1) the global
integral of C(Ke,Km) is negative — overall, kinetic energy exchange is directed
from mean kinetic energy to the eddy kinetic energy. This is contrary to what is
observed in the atmosphere — overall, in the atmosphere, the kinetic energy exchange
is directed from eddy kinetic energy to the mean kinetic energy (Li et al., 2007).
(2) The exchange is mainly negative above 2.7 km, but positive below (see figure
4.5 & 4.4 (b)). We observe that the spatial pattern C(Ke,Km) is similar in both
configurations — C(Ke,Km) is mostly negative in the upper about 2.7 km and positive
below. However, there are notable differences in the magnitudes of the C(Ke,Km) in
the two configurations especially in the Southern Ocean (figure 4.4 (c)). The global
integral of C(Ke,Km) in both configurations is negative — -0.18 TW in topo_10km
and -0.16 TW in topo_160km. Overall, the inherent nature of the conversion remains
unchanged, only subtle changes in magnitude are observed.
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Figure 4.3: Horizontal distribution of log(u2 + v2) for (a) topo_160km and (b) topo_10km,
and horizontal distribution of log(u′2 + v′2) for (c) topo_160km, and (d)
topo_10km at 1983 m depth. Data is derived from 5 years of data, 2015 -
2020.
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4.4.3 Sensitivity of the energy cycle to topographic forcing

Here we concentrate on the kinetic branch of the Lorenz Energy Cycle because we are
only concerned about kinetic energy and its conversion, C(Ke,Km) between the mean
circulation and the transients. A summary of the kinetic energy branch of the Lorenz
Energy Cycle derived from the two simulations — topo_10km and topo_160km —
is shown in figure 4.6. The energy cycle is derived from data averaged over 5 years, 2015
- 2020. Therefore, the variability considered here includes mesoscale eddies, seasonal
variability and inter-annual variability.

Overall, the magnitudes are comparable, and the directions of energy exchange are
consistent in both configurations. The energies are more intense in the topo_160km
configuration — as shown in section 4.4.1, the differences are located below 1 km in the
ocean interior. The dissipation is also moreless comparable, however, it is more intense
in the topo_160km configuration. However, it should be noted that dissipation here
is calculated as a residual term, and therefore ambiguous to interpret as it also includes
numerical errors and also the time change of energy which might not be negligible.
Energy generation, G(Km) and G(Ke) is mostly unchanged, partly because the two
configurations are forced in the same way— with the same ERA5 surface fluxes. The
generation values obtained here are also comparable to 3.22 TW (G(Ke)), and 1.89
TW (G(Km)) obtained from the ICON/ERA5 simulation in Ssebandeke et al., 2023.

The most notable differences in energy conversion are located in the baroclinic
pathway, C(Pm,Km) → C(Pm,Pe) → C(Pe,Ke). The largest differences are located in
the C(Pm,Km), which is related to the processes of upwelling — these differences are
located at almost all model layers (figure 4.7 (a)). The global integral of C(Pm,Km)
in topo_10km, 0.64 TW is 0.16 TW greater than the value in topo_160km. For

Figure 4.4: Vertical profiles of (a) kinetic energy — mean kinetic energy, Km (solid line)
and eddy kinetic energy, Ke (dashed line), (b) C(Ke,Km), globally (horizontally)
integrated, and (c) C(Ke,Km), horizontally integrated over the Southern Ocean.
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Figure 4.5: Depth-latitude section of the zonally integrated C(Ke,Km) in (a) topo_160km
configuration, and (b) topo_10km configuration. Units: 1×104 W.

the C(Pm,Pe) term, topo_160km is 0.02 TW stronger than that in topo_10km.
Similarly, C(Pe,Ke) is more intense in topo_160km (figure 4.7 (b)). The global
integral of C(Ke,Km) in topo_10km is only 0.02 TW stronger than that of the
topo_160km simulation, however the direction of the energy interaction remains
unchanged.

4.5 conclusion

Here, we assess whether the sensitivities observed in the idealised, 2-layer simulations
are also observed in a complex OGCM. The sensitivities of kinetic energy observed
in the complex OGCM are contrary to what was observed in the idealistic, 2-layer
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Figure 4.6: Kinetic energy branch of the Lorenz Energy Cycle derived from (black)
topo_160km, and (red) topo_10km configuration. The energy reservoirs
are in exa-joules (EJ, 1018). The generation, exchange and dissipation terms are
in tera-watts (TW, 1012). Data is averaged over a 5 year period, 2015 - 2020.

model. In the idealistic model, case 1 with the smoothest topography (uniform zonal
ridge) has mostly less intense kinetic energy (figure 4.1). In the complex OGCM,
topo_160km with a smoother bottom topography has more intense kinetic energy.
The sensitivities for the C(Pm,Km) term, are also contrary — in the idealistic, 2-layer
model, C(Pm,Km) is largest in case 1 with the smoothest topography. However, in the
complex OGCM, C(Pm,Km) is largest in topo_10km with the rougher topography.
In the deeper layer, in the idealistic model, the sensitivities for the C(Pe,Ke) are
similar to those in the complex OGCM, but contrary in the surface layers. Similarly,
the sensitivities of C(Ke,Km) in the deeper layer, for the ideal model are similar to
those in the complex OGCM. In the surface layer however, C(Ke,Km) is positive
for case 1 but we observed that for a complex OGCM, the gross features of the
eddy-mean flow interaction remain unchanged.

The results presented here are preliminary. Further analysis will be conducted for a
more complete picture and : (1) to understand why some of the sensitivities in the
complex OGCM are contrary to those in the ideal, 2-layer model. (2) assess changes
in C(Ke,Km) over regions. The gross features of C(Ke,Km) might be insensitive
to topographic variations, but there could be regional changes in the C(Ke,Km)
caused by topographic variations. (3) Maybe conduct more extreme simulations —flat
bottom experiments using an OGCM. topo_160km is not everywhere smoother
than the topo_10km topography. The former has dedicated jumps at certain points
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58 sensitivity of C (Ke , Km) to topographic forcing

Figure 4.7: Global vertical profiles of (a) C(Pm,Km) and (b) C(Pe,Ke)

(topo_160km triangle edges) and is constant until the next topo_160km edge.
However, these jumps could be quite intense in contrast to smooth variations in
the topo_10km case. (4) It would also be interesting to investigate the effect of
topography on non-locality presented in chapter 3.
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5 C O N C L U S I O N S A N D O U T L O O K

One never notices what has been done;
one can only see what remains to be done

— Marie Curie

5.1 answering the research questions

1. How robust are the characteristics of the oceanic Lorenz Energy Cycle
presented in von Storch et al., 2012?

Because we use a newly developed model — ICON-O, we started by assessing
the model prowess from an energetic perspective. The assessment was done by
comparing the energy cycle obtained from ICON-O simulations to that obtained
from the MPI-OM model, which is an already firmly established model. We
observed that ICON-O can effectively simulate global energetics, but it’s less
energetic compared to MPI-OM with similar resolution 1. This is an extension
to ICON-O model evaluation studies performed before (Korn, 2017; Korn et al.,
2022).

As mentioned in section 1.2, to date, there is only one estimate of the global
oceanic Lorenz Energy Cycle (von Storch et al., 2012), and therefore it’s unclear
whether the characteristics observed in that study are robust. In chapter 2,
we evaluated the sensitivity of the energy cycle to both model and forcing
differences by comparing LECs derived from two simulations based on different
eddy-rich ocean models, ICON-O and MPI-OM, both driven by NCEP/NCAR
reanalysis; and by comparing LECs derived from two simulations generated
using ICON-O model but driven by two different reanalyses, NCEP/NCAR and
ERA5. Regarding model difference, we found weaker eddy kinetic energy, ke in
the ICON-O simulation than in the MPI-OM simulation. We attribute this to
the higher horizontal resolution of MPI-OM in the Southern Ocean (see table
2.1 for details regarding the differences in the model resolutions). Weaker ke was
observed not to be caused by the lack of eddy available potential energy, pe, but

1 Note that in this study we have used the R2B8 configuration of ICON-O, which has a different
configuration compared to the MPI-OM model used in the STORM/NCEP simulation. For details,
see chapter 2
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by the strong dissipation of pe and the resulting weak conversion from pe to ke.
Regarding forcing difference, we find that considerably more mechanical energy
is generated by the ERA5 forcing, which has a higher spatial-temporal resolution
compared to the NCEP/NCAR forcing. In particular, the generation of ke, which
also contains the resolved part of the internal wave spectrum, is enhanced by
about 1 TW (40%). However, the dominance of the baroclinic and the barotropic
pathways forces the enhanced generation of ke to be balanced by an enhanced
dissipation in the surface layer. The gross features of LEC are insensitive to both
model and forcing differences, picturing the ocean as an inefficient ‘windmill’
that converts only a small portion of the inputted mechanical energy into the
interior mean and transient circulations.

Overall, we observed that the direction and magnitude of all Lorenz Energy
Cycle terms are consistent in all simulations and therefore the characteristics
observed in von Storch et al., 2012 are robust.

2. How is kinetic energy exchanged between the mean oceanic circulation
and the eddies?

It is well established that kinetic energy of the mesoscale variability in the
ocean is primarily generated through instabilities, represented as eddy-mean
flow interactions in the Lorenz Energy Cycle framework, however, the modality
of the interactions is not well characterised due to the nonlocal nature of these
energy interactions. In chapter 3, we described how kinetic energy is exchanged
between the mean flow and the eddies following eddy-mean flow interactions
and outlined the relevance of nonlocality in the distribution of kinetic energy.
We showed that the exchange of kinetic energy is such that the mean flow loses
energy in the surface layers, and most of the energy released by the mean flow
is used for eddy growth, while the rest is transferred to the deeper ocean and
then, together with the energy released by the eddies, it’s transferred back to
the mean flow.

3. Why is the direction of kinetic energy exchange following eddy-mean
flow interaction in the ocean opposite to that in the atmosphere?

While kinetic energy transfer is directed from the eddies towards the mean flow
in the atmosphere, in the ocean, mean kinetic energy is converted into eddy
kinetic energy. It’s unclear why these two systems behave differently regarding
kinetic energy exchange. Using an idealized 2-layer model, Witter and Chelton,
1998 showed that bottom topography has a large influence on the direction of
the energy transfer in the ocean. However, we show that the gross features of
the energy exchange are insensitive to bottom topography in a realistic OGCM.
Therefore, it remains unclear why the ocean behaves differently compared to
the atmosphere regarding the direction of kinetic energy exchange.
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5.2 outlook

We have presented new insights regarding several aspects of the oceanic Lorenz Energy
cycle — a framework which is rarely evaluated due to the scarcity of double-variable
products of data which are essential for inferring eddy fluxes in the ocean. We have
shown that ocean circulation is insensitive to increased energy input, and therefore
functions as an inefficient ‘windmill’ which converts only a small portion of the inputted
mechanical energy into the interior mean and transient circulations. Furthermore, we
have established that the exchange of kinetic energy is such that the mean flow loses
energy in the surface layers, and most of the energy released by the mean flow is used
for eddy growth, while the rest is transferred to the deeper ocean and then, together
with the energy released by the eddies, it’s transferred back to the mean flow.

However, several questions remain unanswered, especially relating to the eddy-mean
flow interaction. Key amongst these questions is, why the direction of energy conversion
in the atmosphere is opposite to that in the ocean. As mentioned above, idealistic
studies suggested that this is related to bottom topography. However, our analysis
shows that for a realistic OGCM, changes in bottom topography don’t affect the
global direction of the energy conversion. Therefore, the cause of the disparity in the
direction of energy conversion in the atmosphere and the ocean remains unclear. The
scales controlling the eddy-mean flow interaction in the ocean are also unknown.

All the work in this dissertation is based on numerical models, however, numerical
models are prone to biases (Farneti et al., 2022). It would be interesting to explore
these aspects using observations. Alas, observations necessary for investigating the
global ocean Lorenz Energy Cycle are still not available which requires the community
to focus on single aspects of the LEC, i.e. a regional focus or a focus on the ocean
surface. However, the combination of such observations with high-resolution model
simulations provides an interesting potential for future studies.
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A D E R I VAT I O N O F T H E L O R E N Z E N E R G Y
C Y C L E

Another advantage of a mathematical
statement is that it is so definite that it
might be definitely wrong. . . Some verbal
statements have not this merit.

— Lewis Fry Richardson

a.1 kinetic energy

Starting from the momentum equation under the Boussinesq approximation and a
small aspect ratio:

duH
dt

+ fk × uH = − 1
ρ◦

∇Hp + ∂τ

∂z

where u = (uH,w) = (u,v,w), τ = (τx, τy) = Az
∂
∂z uH, with Az the turbulent vertical

viscosity, ∇H is a horizontal gradient operator and ρ◦ = 1025.022 kg m−3 in ICON-O
and p is the hydro-static pressure.

d
dt

= ∂

∂t
+ u · ∇ = ∂

∂t
+ uH · ∇H + w

∂

∂z

Decompose the variables in the momentum equation in x and y directions into a time
average part, over-bar, and a fluctuating part, prime.

∂

∂t
(v + v′) + (u + u′) · ∇(v + v′) + f(u + u′) = − 1

ρ◦

∂

∂y
(p + p′)

+ ∂

∂z
(τy + τ ′

y) (A.1)

∂

∂t
(u + u′) + (u + u′) · ∇(u + u′) − f(v + v′) = − 1

ρ◦

∂

∂x
(p + p′)

+ ∂

∂z
(τx + τ ′

x) (A.2)
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Averaging properties:

x = x + x′

y = y + y′

xy = x y + x′y′ (A.3)

x = x, x′ = x − x = x − x = 0 (A.4)

a.1.1 Eddy kinetic energy

Equation (A.1) is multiplied by u′ and averaged.

u′ ∂(u + u′)
∂t

+ u′(u + u′) · ∇(u + u′) − u′f(v + v′) = − u′

ρ◦

∂(p + p′)
∂x

+ u′ ∂(τx + τ ′
x)

∂z
(A.5)

Using the averaging properties in A.4, equation (A.5) becomes:

∂

∂t

(
u′2
2

)
+ ∇ ·

(
u1

2u′2
)

+ u′u′ · ∇u + ∇ ·
(1

2u′u′2
)

− fu′v′ = − u′

ρ◦

∂p′

∂x

+ u′ ∂τ ′x
∂z

(A.6)

Similarly, equation (A.2) is multiplied by v′ and averaged.

∂

∂t

(
v′2
2

)
+ ∇ ·

(
u1

2v′2
)

+ u′v′ · ∇v + ∇ ·
(1

2u′v′2
)

+ fu′v′ = − v′

ρ◦

∂p′

∂y

+ u′ ∂τ ′
y

∂z
(A.7)

Summing up equation (A.6) & (A.7) and multiplying through by ρ◦ gives:

∂

∂t

[
ρ◦
2
(
v′2 + u′2

)]
+ ∇ ·

[
uρ◦

2 (u′2 + v′2)
]

+ ρ◦
(
u′Hu′ : ∇uH

)
= −u′H · ∇Hp′

+ ρ◦u′h · ∂τ ′

∂z
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∂ke

∂t
+ ∇ ·

(
uke

)
+ ρ◦

(
u′

Hu′ : ∇uH
)

= w′ ∂p′

∂z
+ ρ◦

∂

∂z

(
τ ′

xu′ + τ ′
yv′
)

− ρ◦Az

(
∂u′

∂z

)2

− ρ◦Az

(
∂v′

∂z

)2

⇒
(

∂

∂t
+ u · ∇

)
ke + ∇ ·

(
ρ◦
2 u′(u′2 + v′2)

)
= −ρ◦

(
u′Hu′ : ∇uH

)
− gρ′w′

+ ρ◦
∂

∂z

(
τ ′xu′ + τ ′yv′

)
− ϵ(ke) (A.8)

where ke = ρ◦
2

(
v′2 + u′2

)
, ϵ(ke) = ρ◦Az

(
∂u′

∂z

)2
+ ρ◦Az

(
∂v′

∂z

)2
, u′Hu′ : ∇uH = u′v′ ·

∇v + u′u′ · ∇u (colon denotes the double scalar product). Notice that we have used
the continuity equation and hydrostatic equation.

a.1.2 Mean kinetic energy

Equation (A.1) is multiplied by u and averaged.

u
∂(u + u′)

∂t
+ u(u + u′) · ∇(u + u′) − uf(v + v′) = − u

ρ◦

∂(p + p′)
∂x

+ u
∂(τx + τ ′

x)
∂z

(A.9)

Using the averaging properties in A.4, equation (A.9)

∂

∂t

(
u2

2

)
+ ∇ ·

(
u 1

2u2
)

− u′u′ · ∇u + ∇ ·
(
u u′u′

)
− fu v = u

ρ◦

∂p

∂x

+ u
∂τx

∂z
(A.10)

Similarly, equation (A.2) is multiplied by v and averaged. This gives:

∂

∂t

(
v2

2

)
+ ∇ ·

(
u 1

2v2
)

− u′v′ · ∇v + ∇ ·
(
v u′v′

)
+ fu v = v

ρ◦

∂p

∂x

+ v
∂τy

∂z
(A.11)
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Summing up equation A.10 & A.11 and multiplying through by ρ◦

(
∂km

∂t
+ u · ∇

)
km + ∇ ·

(
ρ◦uH · u′u′

H + p u
)

− ρ◦u′
Hu′ : ∇uH = w

∂p

∂z

+ ρ◦uh · ∂τ

∂z

we define a density, ρ∗ (x,y,z, t) and pressure, p∗ (x,y,z, t) perturbation
relative to a stratified background state

ρ (x,y,z, t) = ρ∗ (x,y,z, t) + ⟨ρ⟩ (z)
p (x,y,z, t) = p∗ (x,y,z, t) + ⟨p⟩ (z)

ρ∗ = ρ∗ + ρ∗′

⇒ ρ∗′ = ρ∗ − ρ∗

= (ρ − ⟨ρ⟩) − (ρ − ⟨ρ⟩)
= ρ − ρ

∴ ρ∗′ = ρ′

ρ (x,y,z, t) = ρ∗ (x,y,z, t) + ρ′ (x,y,z, t) + ⟨ρ⟩ (z) (A.12)
p (x,y,z, t) = p∗ (x,y,z, t) + p′ (x,y,z, t) + ⟨p⟩ (z)

∇ · (p u) = ∇ · (p∗ u) + ∇ · (⟨p⟩ u)

= ∇ · (p∗ u) + w
∂⟨p⟩
∂z

= ∇ · (p∗ u) − gw ⟨ρ⟩
= ∇ · (p∗ u) − gw ρ + gw ρ∗

∴ ∇ · (p u) + gw ρ = ∇ · (p∗ u) + gw ρ∗ (A.13)

(
∂km

∂t
+ u · ∇

)
km + ∇ ·

(
ρ◦uH · u′u′

H + p u
)

= ρ◦u′
Hu′ : ∇uH

+ ρ◦
∂

∂z
(τx u + τy v) − gw ρ − ρ◦Az

(
∂u

∂z

)2
− ρ◦Az

(
∂v

∂z

)2

(
∂km

∂t
+ u · ∇

)
km + ∇ ·

(
ρ◦uH · u′u′

H + p u
)

= ρ◦u′
Hu′ : ∇uH

+ ρ◦
∂

∂z
(τx u + τy v) − gw ρ − ϵ(km) (A.14)
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Using equation (A.14) and (A.13), the equation for mean kinetic energy becomes:

(
∂km

∂t
+ u · ∇

)
km + ∇ ·

(
ρ◦uH · u′u′

H + p∗ u
)

= ρ◦u′
Hu′ : ∇uH − gw ρ∗

+ ρ◦
∂

∂z
(τx u + τy v) − ϵ(km) (A.15)

where km = ρ◦
2
(
v2 + u2), ϵ(km) = ρ◦Az

(
∂u
∂z

)2
+ ρ◦Az

(
∂v
∂z

)2

a.2 available potential energy

ρ (x,y,z, t) = ρ (θ,S,ρ◦gz)

dρ

dt
=

(
∂ρ

∂θ

)
S,z

dθ

dt
+
(

∂ρ

∂S

)
θ,z

dS

dt
+
(

∂ρ

∂z

)
S,θ

dz

dt

The temporal variations of the thermal expansion coefficient and the
haline contraction coefficient are neglected.(

∂ρ

∂θ

)
S,z

≈
(

∂ρ

∂θ

)
S,z

≡ α◦ (λ,φ,z)(
∂ρ

∂S

)
θ,z

≈
(

∂ρ

∂S

)
θ,z

≡ β◦ (λ,φ,z)

dθ

dt
= ∂J

∂z
,J = 1

ρsc
H,c = 4000J/kg/K

dS

dt
= ∂G

∂z
, G = −S1(E − P )

dρ

dt
= α◦

∂J

∂z
+ β◦

∂G

∂z
+ w

(
∂ρ

∂z

)
S,θ

(A.16)

Putting equation (A.16) & (A.12) together:

∂

∂t
(ρ∗ + ρ′) + u · ∇ (ρ∗ + ρ′ + ⟨ρ⟩) = α◦

∂J

∂z
+ β◦

∂G

∂z
+ w

(
∂ρ∗

∂z

)
S,θ

+ w

(
∂⟨ρ⟩
∂z

)
S,θ
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∂

∂t
(ρ∗ + ρ′) + u · ∇ (ρ∗ + ρ′) + w

∂⟨ρ⟩
∂z

− w

(
∂⟨ρ⟩
∂z

)
S,θ

= α◦
∂J

∂z
+ β◦

∂G

∂z

+ w

(
∂ρ∗

∂z

)
S,θ

The last term on the right is neglected i.e. compressibility difference between in-situ
density and the background state. This makes the in-situ density identical to potential
density i.e we only need potential density for the calculation

∂

∂t
(ρ∗ + ρ′) + u · ∇ (ρ∗ + ρ′) + w

[
∂⟨ρ⟩
∂z

−
(

∂⟨ρ⟩
∂z

)
S,θ

]
= α◦

∂J

∂z
+ β◦

∂G

∂z

∂⟨ρ⟩
∂z −

(
∂⟨ρ⟩
∂z

)
S,θ

≈ ∂⟨ϱ⟩
∂z = n◦ (z). Where ϱ is the potential density.

∂

∂t
(ρ∗ + ρ′) + u · ∇ (ρ∗ + ρ′) + n◦w = α◦

∂J

∂z
+ β◦

∂G

∂z
(A.17)

a.2.1 Eddy available potential energy

Decompose variables in equation (A.17) into a time average, over-bar, and fluctuating
part, prime. Then multiply by (− g

n◦
ρ′) and finally average the entire equation

− g

n◦
ρ′ ∂

∂t
(ρ∗ + ρ′) − g

n◦
ρ′ (u + u′) · ∇ (ρ∗ + ρ′) − gρ′ (w + w′)

= −α◦
g

n◦
ρ′ ∂

∂z

(
J + J ′

)
− β◦

g

n◦
ρ′ ∂

∂z

(
G + G′

)

∂

∂t

(
− g

(2n◦)ρ′2
)

+ ∇ ·
(

−u g

(2n◦)ρ′2
)

− g

(2n◦)ρ′2 · w

n◦

∂n◦
∂z

− g

n◦
ρ′u′ · ∇ρ∗

− gρ′w′ = −α◦
g

n◦
ρ′ ∂J ′

∂z
− β◦

g

n◦
ρ′ ∂G′

∂z

(
∂

∂t
+ u · ∇

)
pe − g

n◦
ρ′u′ · ∇ρ∗ − gρ′w′ = α◦

g

n◦
J ′ ∂ρ′

∂z
+ β◦

g

n◦
G′ ∂ρ′

∂z

− α◦
g

n◦

∂J ′ρ′

∂z
− β◦

g

n◦

∂G′ρ′

∂z
+ R(pe)
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Where pe = − g
(2n◦)ρ′2, R(pe) = g

(2n◦)ρ′2 · w
n◦

∂n◦
∂z and ϵ(pe) = −α◦

g
n◦

J ′ ∂ρ′

∂z − β◦
g

n◦
G′ ∂ρ′

∂z

(
∂

∂t
+ u · ∇

)
pe = g

n◦
ρ′u′ · ∇ρ∗ + gρ′w′ − α◦

g

n◦

∂J ′ρ′

∂z
− β◦

g

n◦

∂G′ρ′

∂z

− ϵ(pe) + R(pe) (A.18)

a.2.2 Mean available potential energy

Decompose variables in equation (A.17) into a time average, over-bar, and fluctuating
part, prime. Then multiply by (− g

n◦
ρ∗) and finally average the entire equation

− g

n◦
ρ∗ ∂

∂t
(ρ∗ + ρ′) − g

n◦
ρ∗ (u + u′) · ∇ (ρ∗ + ρ′) − gρ∗ (w + w′)

= −α◦
g

n◦
ρ∗ ∂

∂z

(
J + J ′

)
− β◦

g

n◦
ρ∗ ∂

∂z

(
G + G′

)

(
∂

∂t
+ u · ∇

)
pm + ∇ ·

(
− g

n◦
ρ∗ u′ρ′

)
+ pm · w

n◦

∂n◦
∂z

+ g

n◦
u′æ′ · ∇ρ∗

− gρ∗w + gρ∗ρ′w′ ∂

∂z

( 1
n◦

)
= −α◦

g

n◦
ρ∗ ∂J

∂z
− β◦

g

n◦
ρ∗ ∂G

∂z

(
∂

∂t
+ u · ∇

)
pm + ∇ ·

(
− g

n◦
ρ∗ u′ρ′

)
= −pm · w

n◦

∂n◦
∂z

− g

n◦
u′æ′ · ∇ρ∗

+ gρ∗w − α◦
g

n◦

∂Jρ∗

∂z
+ α◦

g

n◦
J

∂ρ∗

∂z
− β◦

g

n◦

∂Gρ∗

∂z

+ β◦G
g

n◦

∂ρ∗

∂z
− gρ∗ρ′w′ ∂

∂z

( 1
n◦

)

Where pm = − g
(2n◦)ρ∗2, R(pm) = −gρ∗ρ′w′ ∂

∂z

(
1

n◦

)
− pm · w

n◦
∂n◦
∂z and ϵ(pm) =

−β◦G g
n◦

∂ρ∗

∂z − α◦
g

n◦
J ∂ρ∗

∂z

(
∂

∂t
+ u · ∇

)
pm + ∇ ·

(
− g

n◦
ρ∗ u′ρ′

)
= − g

n◦
u′æ′ · ∇ρ∗ + gρ∗w

− α◦
g

n◦

∂Jρ∗

∂z
− β◦

g

n◦

∂Gρ∗

∂z
− ϵ(pm) + R(pm) (A.19)
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g

n◦
u′ρ′ · ∇ρ∗ = g

n◦
u′

Hρ′ · ∇Hρ∗ + g

n◦
w′ρ′ ∂

∂z
ρ∗ (A.20)

The last term of equation (A.20), R(pe) and R(pm) aren’t involved in quasi-
geostrophic eddy dynamics and therefore neglected (von Storch et al., 2012;
Chen et al., 2014; Olbers et al., 2012).

Mean available potential energy

(
∂

∂t
+ u · ∇

)
pm + ∇ ·

(
− g

n◦
ρ∗ u′ρ′

)
= − g

n◦
u′

Hæ′ · ∇Hρ∗ + gρ∗w − α◦
g

n◦

∂Jρ∗

∂z

− β◦
g

n◦

∂Gρ∗

∂z
− ϵ(pm)

Eddy available potential energy

(
∂

∂t
+ u · ∇

)
pe = g

n◦
u′

Hæ′ · ∇Hρ∗ + gρ′w′ − α◦
g

n◦

∂J ′ρ′

∂z
− β◦

g

n◦

∂G′ρ′

∂z

− ϵ(pe)

a.3 lorenz energy cycle

Reservoir terms

Pm = −
∫

V

g

(2n◦)ρ∗2 dV

Pe = −
∫

V

g

(2n◦)ρ′2 dV

Km =
∫

V

ρ◦
2
(
u2 + v2

)
dV

Ke =
∫

V

ρ◦
2
(
u′2 + v′2

)
dV
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Generation terms

G(Pm) = −
∫

S
α◦

g

n◦
Jρ∗ dS −

∫
S

β◦
g

n◦
Gρ∗ dS

G(Pe) = −
∫

S
α◦

g

n◦
J ′ρ′ dS −

∫
S

β◦
g

n◦
G′ρ′ dS

G(Km) =
∫

S
ρ◦ (τx u + τy v) dS

G(Ke) =
∫

S
ρ◦
(
τ ′

xu′ + τ ′
yv′
)

dS

Conversion terms

C(Pm,Pe) = −
∫

V

g

n◦
u′

Hρ′ · ∇Hρ∗ dV

C(Ke,Km) =
∫

V
ρ◦
(
u′

Hu′ : ∇uH
)

dV

C(Pm,Km) = −
∫

V
gρ∗w dV

C(Pe,Ke) = −
∫

V
gρ′w′ dV

In steady state:

∂Pm

∂t
= C(Pe,Pm) − C(Pm,Km) + G(Pm) − D(Pm) = 0

∂Pe

∂t
= −C(Pe,Pm) − C(Pe,Ke) + G(Pe) − D(Pe) = 0

∂Km

∂t
= C(Ke,Km) + C(Pm,Km) + G(Km) − D(Km) = 0

∂Ke

∂t
= −C(Ke,Km) + C(Pe,Ke) + G(Ke) − D(Ke) = 0
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