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Preface

In April 2004 the first meeting of what would become a series of HERA-LHC meetings took place at CERN.
Over 250 participants joined and helped to shape the goals and objectives of this workshop. These are:

• To identify and prioritize those measurements to be made at HERA which have an impact on the
physics reach of the LHC;

• to encourage and stimulate transfer of knowledge between the HERA and LHC communities and
establish an ongoing interaction;

• to encourage and stimulate theory and phenomenology efforts;

• to examine and improve theoretical and experimental tools;

• to increase the quantitative understanding of the implication of HERA measurements on LHC physics;

That HERA deep inelastic scattering and photoproduction data and knowledge acquired will have an impact
on the analysis of LHC data is a priori obvious. First and foremost there is the question on the structure
of the proton. HERA is the first and so far only collider for lepton-proton scattering to date. The data
from the 27.5 GeV electron beams scattered on the 820 (920) GeV protons have delivered an accurate
picture of the Structure of the proton in a wide kinematic range. Precise predictions of cross sections
at the LHC critically depend on the knowledge of the parton density functions (PDFs) in the proton. It
can be the largest uncertainty in measurements, as the detector systematics will get under control to the
anticipated level. The precision measurements at HERA in the last 15 years have boosted our knowledge
on the parton distributions by several orders in magnitude in kinematic reach and by specific measurements
of heavy flavors, such as bottom and charm quark PDFs. Final states allow to study multi-jet production,
complementing the impressive LEP results by measurements in an environment with an additional important
complication, namely in the presence of an object containing color: the proton. The understanding of these
data will be a key to the study of LHC jet data especially at medium jet energies. Measurements of this type,
together with the PDF data, allow for precision tests of QCD dynamics, e.g. to test classical approaches such
as DGLAP evolution, or more sophisticated ideas, including e.g. special log(1/x) terms, angular ordering
etc. The HERA data are also instrumental in understanding double parton scattering, a phenomenon which
is expected to be very important at the LHC. HERA has elevated the studies of diffraction to precision
physics, and the LHC is expected to carry on that program. Finally, many tools have been developed over
the last years for the analysis and understanding of HERA data, which can be adapted for future studies at
the LHC.
In view of this anticipated synergy between HERA and the LHC the workshop has defined six working
groups

• Parton density functions and related questions

• Multi-Jet final states and energy flows

• Heavy quarks (charm and beauty)

• Diffraction

• Cosmic Rays, HERA and the LHC

• Monte Carlo generators and tools
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The Parton Density Functions working group had the most obvious task, namely getting to understand
what the present precision - both from data and from theory– is to determine parton distributions, and what
are the consequences of these uncertainties on LHC measurements. At an early stage in the workshop it
became obvious that the combination of the H1 and ZEUS experiments would be very beneficial. Such
lessons had been learned from LEP and are now applied at HERA. It turns out that the gain of a common
analysis of the data of the two experiments on the precision of the PDFs is substantially larger than when
these data-sets are used individually in fits. Benchmark test have been performed to check the systematics
of the different assumptions in the QCD fit procedures, keeping certain assumptions and data sets in the fits
fixed. At the start of the workshop there was some controversy on the NLO gluons at low-x, being very
different between different PDF fit groups. This could be resolved by measuring FL, requiring lower energy
running at HERA. The workshop has strongly supported that proposal and the last months of HERA have
been used to measure FL. First results are now being released by the experiments. Steps on getting towards
common procedures to be used in the PDF fitting community and to get the most optimal PDFS are being
defined and followed up in a special PDF forum called PDF4LHC, which is a spin-off of this workshop
The Multi-Jet final states and energy flows working group has studied in detail the novel jet algorithms,
designed to be infrared and collinear safe, such as the SISCone and the (anti)-kT algorithms. Jet algorithms
and performances as used in the experiments are discussed. A jet quality measure has been defined. The
perturbative calculation of higher order corrections has been studied in detail and a comparison of all order
analytical resummation with Monte Carlo parton shower approaches has been performed. An important
issue to understand better the details of the final states in experimental data is the concept of kT factorization.
A formalism for extracting e.g. the needed unintegrated gluon distributions from fits to data is proposed.
Implications for the LHC are studied e.g. on the case of gauge boson production, and boson production
in association with heavy quarks. Forward so called ”Mueller-Navalet” jets predictions have been made
for the LHC. Very forward jet measurements opportunities e.g. using forward CASTOR detector in CMS
look promising. Finally prompt photon production, high density systems and handles to multi-parton event
discoveries have been discussed.
In the Heavy Quarks (Charm and Beauty) working group a summary of experimental results on fragmen-
tation functions, gluon densities and charm/beauty masses from HERA has been collected. Prospects for
heavy quark measurement at the LHC are discussed. In the theory area important and significant progress
has been made in the understanding of heavy quark mass effects in the evolution of parton density functions.
In a common contribution from members of CTEQ and MRST the progress in understanding of mass effects
and its impact on the global analysis of parton density functions is reviewed and documented. In addition
also progress in the calculation of fragmentation functions including mass effects is discussed. Finally the
progress in calculation of higher order corrections to tt̄ production at the LHC is summarized.
The working group Diffraction brought about an important information transfer between HERA (and Teva-
tron) and the LHC on the experience with near beam detectors operation and calibration issues. Since the
start of the workshop, there are several near beam detector projects that have been launched in the exper-
iments. Diffractive and forward physics is now in the blood of the LHC experiments. CMS, TOTEM and
ALICE present their physics program, also what can be achieved without near beam detectors by using
rapidity gaps instead. Major progress has been achieved in understanding central exclusive production at
pp colliders, with a tight re-evaluation of the theoretical calculations, and foremost with the exclusive mea-
surements made at the Tevatron. Factorization in diffractive processes remains mysterious. It is known not
to work between ep and pp data. Now also within ep data at HERA it is found not to work for diffractive
di-jet photoproduction events. The deployment of diffractive PDFs from ep to pp data has therefore to be
done with care.
In the working group Cosmic Rays, HERA and the LHC the impact of laboratory measurements for the
understanding of the source and propagation of high energy cosmic rays has been discussed. These cos-
mic rays are measured mainly via air-showers and for their simulation measurements at high energy lepton
hadron and hadron hadron colliders are important. The main sources of uncertainties come from cross sec-
tions (elastic and inelastic), secondary particle production and multiplicity distributions. Hadron production
in the forward region especially from HERA and also the LHC can provide important constraints. On the
theory side the application of perturbative QCD for the calculations, hadron production in the forward re-
gion, the relation to multi-parton interaction and non-linear effects arising at highest energies (i.e. at small
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x) have been discussed.
The goals of working group Monte Carlo and Tools was to examine and improve the Monte Carlo event
generators for the use at LHC, to provide a framework for tuning and to develop new tools and libraries for
the analysis of data. The available Monte Carlo generators are reviewed and tools like HZtool and RIVET,
tools for fitting like Professor and Proffit (in Multi-Jet nal states and energy flows WG) are discussed.
Multiparton interaction and underlying event structures was a major issue, also in close connection with
Multi-Jet nal states and energy flows.
The special character of this workshop was – apart from its clear charge on the connection between HERA
and LHC – that it was alternative held at CERN and at DESY. Note that Tevatron was always an invited
guest at the table, and its data and interpretation of the results have always been part of the input in the
discussions.
The last workshop in this series was held at CERN, where the series started, and over 200 participants at-
tended. This clearly shows that the workshop has been established to be a beacon and forum for discussions
of QCD for the preparation of the LHC. With the termination of the HERA accelerator in 2007 and the turn
on of the LHC, the series was terminated and the results are written up in these extensive proceedings. But
clearly there is a need and community for targeted forum on LHC QCD questions, and no doubt a workshop
of this kind will emerge in the near future, as soon as the first data arrive.
Finally we wish to thank all the participants of the HERA an the LHC workshops for making this series so
interesting and lively. We thank especially the conveners for their enormous work in the preparation of the
many meetings and finally the proceedings
Last but not least we wish to thank A. Grabowksy, D. Denise, S. Platz and L. Schmidt for their continuous
help and support during all the meetings. We thank B. Liebaug for the design of the poster. We are grateful
to R. Eisberg, O. Knak and S. König for recording the talks and all technical help. We thank M. Mayer,
K. Sachs and M. Stein for their help in printing the proceedings. We are grateful to the CERN and DESY
directorates for financial support of the workshops and for their encouragement to investigate the HERA -
LHC connection in detail.

Hannes Jung and Albert De Roeck
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Abstract
We provide an assessment of the state of the art in various issues re-
lated to experimental measurements, phenomenological methods and
theoretical results relevant for the determination of parton distribution
functions (PDFs) and their uncertainties, with the specificaim of pro-
viding benchmarks of different existing approaches and results in view
of their application to physics at the LHC.
We discuss higher order corrections, we review and compare different
approaches to smallx resummation, and we assess the possible rele-
vance of parton saturation in the determination of PDFS at HERA and
its possible study in LHC processes. We provide various benchmarks
of PDF fits, with the specific aim of studying issues of error propaga-
tion, non-gaussian uncertainties, choice of functional forms of PDFs,
and combination of data from different experiments and different pro-
cesses. We study the impact of combined HERA (ZEUS-H1) structure
function data, their impact on PDF uncertainties, and theirimplica-
tions for the computation of standard candle processes, andwe review
the recentFL determination at HERA. Finally, we compare and assess
methods for luminosity measurements at the LHC and the impact of
PDFs on them.

With the start of data–taking at the LHC getting closer, the importance of a detailed under-
standing of the physics of parton distributions (PDFs) has increased considerably, along with the
awareness of the LHC community for the importance of the issues related to it. Clearly, the main
reason why PDFs are important at the LHC is that at a hadron collider a detailed understand-
ing of PDFs is needed in order to obtain accurate predictionsfor both signal and background
processes. Indeed, for many physical processes at the LHC, PDFs are the dominant source of un-
certainty. On the other hand, an accurate control of PDF uncertainties allows one to use selected
processes as “standard candles”, for instance in the determination of luminosities. However, this
also means that experimentation at the LHC will provide a considerable amount of new experi-
mental information on PDFs, and it will enable us to test the adequacy of their current theoretical
understanding.

The main aim of this document is to provide a state of the art assessment of our under-
standing of PDFs at the dawn of the LHC. Since the previous HERA-LHC workshop [1], we
have witnessed several important directions of progress inthe physics of PDFs. On the theo-
retical side there has been conclusive progress in extending the treatment of perturbative QCD
beyond the current default, namely, the next–to–leading perturbative order. On the phenomeno-
logical side there has been a joint effort between experimental and theoretical groups involved in
the extraction of PDFs, specifically from global fits, in agreeing on common procedures, bench-
marks and standards. On the experimental side, new improvedresults from the HERA runs are
being finalized: these include both the construction of a joint determination of structure function
which combines the result of the ZEUS and H1 experiments, andthe first direct measurements of
the structure functionFL which have been made possible by running HERA at a reduced proton
beam energy in 2007. Also, the LHC experiments (ATLAS, CMS and LHCb) are now assessing
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the use of standard candle processes for luminosity measurements.

All these issues are discussed in this document. In each case, our main goal has been
to provide as much as possible a joint treatment by the various groups involved, as well as a
comparison of different approaches and benchmarking of results. In particular, in Sect. [2], after
briefly reviewing (Sect. [3]) the current status of higher–order calculations for DIS, we provide
(Sect. [4]) detailed comparisons of techniques and resultsof different existing approaches to
smallx resummation, and then we summarize (Sect. [5]) the current status of studies of parton
saturation at HERA, their possible impact on current PDF extraction and the prospects of future
studies at the LHC. In Sect. [6] we discuss methods and results for the benchmarking of PDF fits:
with specific reference to two benchmark fits based on a commonagreed set of data, we discuss
issues related to error propagation and non-gaussian errors, to the choice of functional form and
corresponding bias, to possible incompatibilities between different data sets. In Sect. [7] we turn
to recent progress in the extraction of PDFs from HERA data, specifically the impact of combined
ZEUS-H1 structure function data on PDF determination and the ensuing calculation ofW andZ
cross-sections (Sect. [8]) and the recent first determination of the structure functionFL (Sect. [9]).
In Sect. [10] we discuss and compare luminosity measurements based on absolute proton–proton
luminosity measurements to those based on the use of standard candle processes, and the impact
on all of them of PDF uncertainties. Finally, in Sect. [11] wepresent the PDF4LHC initiative,
which will provide a framework for the continuation of PDF studies for the LHC.

Note: Most of the contributions to this workshop are the result of collaboration between
various groups. The common set of authors given for each section or subsection has read and
approved the entire content of that section or subsection; however, when a subset of these authors
is given for a specific part of the section or subsection, theyare responsible for it.
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Theoretical issues

S. Moch, M. Rogal, J. A. M. Vermaseren, A. Vogt, G. Altarelli,R. D. Ball, M. Ciafaloni,
D. Colferai, S. Forte, G. P. Salam, A. Staśto, R. S. Thorne, C. D. White, G. Beuf, F. Caola,
F. Gelis, L. Motyka, C. Royon, D.Šálek, A. M. Staśto

1 Precision calculations for inclusive DIS: an update1

With high-precision data from HERA and in view of the outstanding importance of hard scat-
tering cross sections at the LHC, a quantitative understanding of deep-inelastic processes is in-
dispensable, necessitating calculations beyond the standard next-to-leading order of perturbative
QCD.

In this contribution we briefly discuss the recent extensionof the three-loop calculations
for inclusive deep-inelastic scattering (DIS) [1–8] to thecomplete set of coefficient functions for
the charged-current (CC) case. The new third-order expressions are too lengthy for this short
overview. They can be found in Refs. [9,10] together with thecalculational methods and a more
detailed discussion. Furthermore the reader is referred toRefs. [11,12] for our first results on the
three-loop splitting functions for the evolution of helicity-dependent parton distributions.

Structure functions in inclusive deep-inelastic scattering are among the most extensively
measured observables. The combined data from fixed-target experiments and the HERA collider
spans about four orders of magnitude in both Bjorken-x variable and the scaleQ2 = −q2 given
by the momentumq of the exchanged electroweak gauge boson [13]. Here we consider theW-
exchange charged-current case, see Refs. [14–20] for recent data from neutrino DIS and HERA.
With six structure functions,F W±

2 , F W±
3 andF W±

L , this case has a far richer structure than, for
example, electromagnetic DIS with only two independent observables,F2 andFL.

Even taking into account a forthcoming combined H1/ZEUS final high-Q2 data set from
HERA, more detailed measurements are required to fully exploit the resulting potential, for in-
stance at a future neutrino factory, see Ref. [21], and the LHeC, the proposed high-luminosity
electron-proton collider at the LHC [22]. Already now, however, CC DIS provides important
information on the parton structure of the proton, e.g., itsflavour decomposition and the valence-
quark distributions. Moreover, present results are also sensitive to electroweak parameters of the
Standard Model such assin2 θW , see Ref. [23], and the space-likeW-boson propagator [24]. As
discussed, for example, in Refs. [25–28], a reliable determination ofsin2 θW from neutrino DIS
requires a detailed understanding of non-perturbative andperturbative QCD effects.

Previous complete results on unpolarized DIS include the three-loop splitting functions
[4, 5] as well as the 3-loop coefficient functions for the photon-exchange structure functions
F 2,L [6, 7]. However, most coefficient functions for CC DIS were not fully computed to three
loops so far.

For this case it is convenient to consider linear combinations of the structure functions
F W±

a with simple properties under crossing, such asF νp±ν̄p
a (a = 2, 3, L) for neutrino DIS.

1Contributing authors: S. Moch, M. Rogal, J. A. M. Vermaseren, A. Vogt
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For all these combinations either the even or odd moments canbe calculated in Mellin-N space
in the framework of the operator product expansion (OPE), see Ref. [29]. The results for the
third-order coefficient functions for the even-N combinationsF νp+ν̄p

2,L can be taken over from
electromagnetic DIS [6, 7]. Also the coefficient function for the odd-N based charged-current
structure functionF νp+ν̄p

3 is completely known at three-loop accuracy, with the results only pub-
lished via compact parameterizations so far [8]. For the remaining combinationsF νp−ν̄p

2,L and

F νp−ν̄p
3 , on the other hand, only recently the first six odd or even integer moments of the respec-

tive coefficient functions have been calculated to third order in Ref. [9] following the approach
of Refs. [1–3] based on the MINCER program [30,31].

The complete results of Refs. [6–8] fix all even and odd momentsN . Hence already the
present knowledge of fixed Mellin moments forF νp−ν̄p

2,L and F νp−ν̄p
3 is sufficient to determine

also the lowest six moments of the differences of corresponding even-N and odd-N coefficient
functions and to address a theoretical conjecture [32] for these quantities, see Ref. [10]. Fur-
thermore these moments facilitatex-space approximations in the style of, e.g, Ref. [33] which
are sufficient for most phenomenological purposes, including the determination of the third-order
QCD corrections to the Paschos-Wolfenstein relation [34] used for the extraction ofsin2 θW from
neutrino DIS.

The even-odd differences of the CC coefficient functionsCa for a = 2, 3, L can be
defined by

δ C2,L = C νp+ν̄p
2,L − C νp−ν̄p

2,L , δ C3 = C νp−ν̄p
3 − C νp+ν̄p

3 . (1)

The signs are chosen such that the differences are always ‘even – odd’ in the momentsN acces-
sible by the OPE [29], and it is understood that thedabcdabc part of C νp+ν̄p

3 [3, 8] is removed
before the difference is formed. Withas = αs/(4π) these non-singlet quantities can be expanded
as

δ Ca =
∑

l=2

a l
s δc

(l)
a . (2)

There are no first-order contributions to these differences, hence the above sums start atl = 2 .

We start the illustration of these recent results by lookingat the approximations for the
νp − ν̄p odd-N coefficient functionsc(3)2,L(x) (see Ref. [10] for a detailed discussion). These
are compared in Fig. 1 to their exact counterparts [6, 7] for the even-N non-singlet structure
functions. The dashed lines represent the uncertainty banddue to the limited number of known
moments. The third-order even-odd differences remain noticeable to larger values ofx than at
two loops, e.g., up tox ≃ 0.3 for F2 andx ≃ 0.6 for FL for the four-flavour case shown in
the figure. The momentsN = 1, 3, . . . , 9 constrain δ c(3)2,L(x) very well at x >∼ 0.1, and
approximately down tox ≈ 10−2.

Concerning low values of Bjorken-x one should recall that the uncertainty bands shown by
the dashed lines in Fig. 1 do not directly indicate the range of applicability of these approxima-
tions, since the coefficient functions enter observables only via smoothening Mellin convolutions
with non-perturbative initial distributions. In Fig. 2 we therefore present the convolutions of
all six third-order CC coefficient functions with a characteristic reference distribution. It turns
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Fig. 1: The exact third-order coefficient functions of the even-N structure functionsF νp+ν̄p
2,L for four massless

flavours, and the approximate odd-moment quantities forνp− ν̄p combination.

out that the approximations of the previous figure can be sufficient down to values even below
x = 10−3, which is amply sufficient for foreseeable applications to data. The uncertainty of
δc

(3)
3 (x), on the other hand, becomes relevant already at larger values, x ∼< 10−2, as the lowest

calculated moment of this quantity,N = 2, has far less sensitivity to the behaviour at lowx.

The three-loop corrections to the non-singlet structure functions are rather small even well
below thex-values shown in the figure – recall our small expansion parameteras : the third-
order coefficient are smaller by a factor2.0 · 10−3 if the expansion is written in powers ofαs.
Their sharp rise forx→ 1 is understood in terms of soft-gluon effects which can be effectively
resummed, if required, to next-to-next-to-next-to-leading logarithmic accuracy [35]. Our even-
odd differencesδc(3)a (x), on the other hand, are irrelevant atx > 0.1 but have a sizeable impact

at smallerx in particular on the corrections forF 2 andFL. The approximate results forδc(3)a (x)
facilitate a first assessment of the perturbative stabilityof the even-odd differences (1). In Fig. 3
we illustrate the known two orders forF2 andFL for αs = 0.25 andnf = 4 massless quark
flavours, employing the same reference quark distribution as in Fig. 2.

Obviously our newα 3
s corrections are important wherever these coefficient-function dif-

ferences are non-negligible. On the other hand, our resultsconfirm that these quantities are very
small, and thus relevant only when a high accuracy is required. These conditions are fulfilled for
the calculation of QCD corrections for the so-called Paschos-Wolfenstein relation. This relation
is defined in terms of a ratio of neutral-current and charged-current cross sections for neutrino-
nucleon DIS [34],

R− =
σ(νµN → νµX) − σ(ν̄µN → ν̄µX)
σ(νµN → µ−X) − σ(ν̄µN → µ+X)

. (3)

S. MOCH, M. ROGAL, J. A. M. VERMASEREN, A. VOGT, G. ALTARELLI, R. D. BALL, . . .

10 HERA and the LHC



x

(ca,ns ⊗  f ) / f
(3)

ν + ν  exact

ν − ν  approx.

a = L

a = 2

a = 3

nf = 4 ,  xf = x0.5 (1-x)3
-2000

-1000

0

1000

2000

10
-3

10
-2

10
-1

1

Fig. 2: Convolution of the six third-order CC coefficient functions forF2, 3, L in νp + ν̄p and νp− ν̄p DIS with a

schematic but typical non-singlet distributionf . All results have been normalized tof(x), suppressing the large but

trivial variation of the absolute convolutions.

The asymmetryR− directly measuressin2 θW if the up and down valence quarks in the target
carry equal momenta, and if the strange and heavy-quark sea distributions are charge symmetric.
Beyond the leading order this asymmetry can be presented as an expansion inαs and inverse
powers of the dominant isoscalar combinationu− + d−, whereq− =

∫ 1
0 dx x (q(x)− q̄(x)) is

the second Mellin moment of the valence quark distributions. Using the results for differences
δc

(3)
a (x), a = 2, L, 3 one can present it in a numeric form,

R− =
1
2
− sin2 θW +

u− − d− + c− − s−

u− + d−

{
1− 7

3
sin2 θW +

(
1
2
− sin2 θW

)
·

8
9
αs

π

[
1 + 1.689αs + (3.661 ± 0.002)α2

s

]
}

+ O
(
(u− + d−)−2

)
+ O

(
α4

s

)
, (4)

where the third term in the square brackets is determined by theα3
s correctionsδ c(3)a (x), a =

2, L, 3. The perturbation series in the square brackets appears reasonably well convergent for
relevant values of the strong coupling constant, with the known terms reading, e.g., 1 + 0.42
+ 0.23 forαs = 0.25. Thus theα2

s andα3
s contributions correct the NLO estimate by 65% in

this case. On the other hand, due to the small prefactor of this expansion, the new third-order
term increases the complete curly bracket in Eq. (4) by only about 1%, which can therefore by
considered as the new uncertainty of this quantity due to thetruncation of the perturbative ex-
pansion. Consequently previous NLO estimates of the effectof, for instance, the (presumably
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Fig. 3: The first two approximations, denoted by LO and NLO, ofthe differences (1) forF2 andFL in charged-current

DIS. The results are shown for representative values ofαs andnf after convolution with the reference distribution

f(x) also employed in Fig. 2. The dashed curves correspond to the two approximation uncertainties for the newα 3
s

contributions.

mainly non-perturbative, see Refs. [36–38]) charge asymmetry of the strange sea remain practi-
cally unaffected by higher-order corrections to the coefficient functions.

To summarize, we have extended the fixed-N three-loop calculations of inclusive DIS
[1–3] to all charged-current cases not covered by the full (all-N ) computations of Refs. [6–8].
The region of applicability of these new results is restricted to Bjorken-x values above about
10−3, a range amply sufficiently for any fixed-target or collider measurements of those charged-
current structure functions in the foreseeable future. Except for the longitudinal structure function
FL, the present coefficient functions are part of the next-to-next-to-next-to-leading order (N3LO)
approximation of massless perturbative QCD. Analyses at this order are possible outside the
small-x region since the corresponding four-loop splitting functions will have a very small impact
here, cf. Ref. [39].

2 Small x resummation 2

The splitting functions which govern the evolution of the parton distributions (PDFs), together
with the hard cross sections which relate those partons to hadronic physical observables, are
potentially unstable at high energy due to logarithmicallyenhanced contributions. In particular,
parametrizing observables such as deep-inelastic structure (DIS) functions or Drell-Yan (DY) or
Higgs production cross section in hadronic collisions in terms of a dimensionful scaleQ2 (photon
virtuality or invariant mass of the final state in DIS and DY respectively) and a dimensionless ratio

2Contributing authors: G. Altarelli, R. D. Ball, M. Ciafaloni, D. Colferai, S. Forte, G. P. Salam, A. Staśto,
R. S. Thorne, C. D. White
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x (the Bjorken variable orQ
2

s in DIS and DY respectively), whenx→ 0 there are logarithmically
enhanced contributions to the perturbation expansion of the formx−1αn

S(Q2) logm(1/x) (n ≥
m − 1). Whenx is sufficiently small, one must resum such terms, reorderingthe perturbation
expansion in terms of leading logarithmic (LL) terms followed by next-to-leading logarithmic
(NLL) terms and so on.

The problem can be traced to ladders oft-channel gluon exchanges at LL order, with some
quark mixing at NLL order and beyond. The underlying framework for the resummation pro-
cedure is the BFKL equation [40, 41], an integral equation for the unintegrated gluonf(k2, Q2

0)
that is currently known up to full NLL order [42–44], and approximate NNLL order [45]. This
has the schematic form (up to NLL):

Nf(k2, Q2
0) = NfI(Q2

0) + ᾱS(k2)
∫
dk′2

[
K0(k2, k′2, Q2

0) + ᾱS(k2)K1(k2, k′2, Q2
0)

]
f(k′2),

(5)
wherefI(Q2

0) is a non-perturbative initial condition at some initial scale Q0, ᾱS = 3αS/π and
K0,1 are the LL and NLL BFKL kernels. Different choices for the argument of the running
coupling are possible, leading to accordingly modifiedK1 [46,47].

The solution of the BFKL equation can be used to extract leading and subleading singular
contributions to singlet DGLAP splitting functions. The BFKL equation can either be solved
numerically in its form given by Eq. (5), or else analytically by performing a double Mellin
transform with respect tox andk2:

f(γ,N) =
∫ ∞

0
(k2)−γ−1

∫ 1

0
dxxNf(x, k2), (6)

whereby the BFKL equation becomes a differential equation,with kernelsχ0,1(γ) defined re-
spectively as the Mellin transforms ofK0,1. Furthermore, by using thekt-factorisation theo-
rem [48], one may determine leading smallx contributions to all orders to hard partonic cross
sections for physical processes such as heavy quark electroproduction [48] and deep-inelastic
scattering [49]. Approximate subleading results are also available [50,51].

These results for splitting functions and hard partonic cross sections can then be combined
with fixed-order results to obtain resummed predictions forphysical observables. However, it
has now been known for some time that the LL BFKL equation is unable to describe scattering
data well, even when matched to a fixed order expansion. Any viable resummation procedure
must then, at the very least, satisfy the following requirements:

1. Include a stable solution to the BFKL equation with running coupling up to NLL order.

2. Match to the standard DGLAP description at moderate and high x values (where this is
known to describe data well).

3. Provide the complete set of splitting and coefficient functions for F2 andFL in a well
defined factorisation scheme.

Over the past few years, three approaches have emerged which, to some extent, aim at
fulfilling these conditions. Here we call these the ABF [52–59], CCSS [47, 60–66] and TW
[67–72] approaches. In the ABF scheme all three requirements are met, and resummed splitting
functions in the singlet sector have been determined. Furthermore, a complete control of the
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scheme dependence at the resummed level has been achieved, thereby allowing for a consistent
determination of resummed deep-inelastic coefficient functions, and thus of resummed structure
functions. However, the results obtained thus have not beenfit to the data yet. In the CCSS
formalism, resummed splitting functions have also been determined. However, results are given
in a scheme which differs from theMS scheme at the resummed level; furthermore, resummed
coefficient functions and physical observables haven’t been constructed yet. The TW approach,
instead, has already been compared to the data in a global fit.However, this approach makes a
number of simplifying assumptions and the ensuing resummation is thus not as complete as that
which obtains in other approaches: for example, this approach does not include the full collinear
resummation of the BFKL kernel.

A comparison of resummed splitting functions and solution of evolution equations deter-
mined in the ABF and CCSS approaches withnf = 0 was presented in Ref. [73]; the main
features and differences of these approaches were also discussed. Here, we extend this compar-
ison to the case ofnf 6= 0 resummation, and also to the TW approach. First, we will briefly
summarize the main features of each approach, and in particular we display the matrix of split-
ting functions determined in the ABF and CCSS approaches. Then, we will compareK-factors
for physical observables determined using the ABF and TW approach.

Note that there are some difference in notations between various groups, which are retained
here in order to simplify comparison to the original literature. In particular, the variableN in
Eq. (6) will be referred to asω in the CCS approach of Section 2.2, and the variableγ in the
same equation will be referred to asM in the ABF approach of Section 2.1.

2.1 The Altarelli-Ball-Forte (ABF) Approach

In the ABF approach [52–59,74–77] one concentrates on the problem of obtaining an improved
anomalous dimension (splitting function) for DIS which reduces to the ordinary perturbative re-
sult at largeN (large x), thereby automatically satisfying renormalization group constraints,
while including resummed BFKL corrections at smallN (small x), determined through the
renormalization-group improved (i.e. running coupling) version of the BFKL kernel. The or-
dinary perturbative result for the singlet anomalous dimension is given by:

γ(N,αs) = αsγ0(N) + α2
sγ1(N) + α3

sγ2(N) . . . . (7)

The BFKL corrections at smallN (smallx) are determined by the BFKL kernelχ(M,αs):

χ(M,αs) = αsχ0(M) + α2
sχ1(M) + . . . , (8)

which is the Mellin transform, with respect tot = ln k2

k2
0
, of theN → 0 angular averaged BFKL

kernel.

The ABF construction is based on three ingredients.
1. The duality relationbetween the kernelsχ andγ

χ(γ(N,αs), αs) = N, (9)

which is a consequence of the fact that at fixed coupling the solutions of the BFKL and
DGLAP equations should coincide at leading twist [52, 74, 78]. By using duality, one
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can use the perturbative expansions ofγ andχ in powers ofαs to improve (resum) each
other: by combining them, one obtains a ”double leading” (DL) expansion which includes
all leading (and subleading, at NLO) logs ofx andQ2. In particular, the DL expansion
automatically resums the collinear poles ofχ atM = 0. This eliminates the alternating
sign poles+1/M,−1/M2, ..... that appear inχ0, χ1,. . . , and make the perturbative ex-
pansion ofχ unreliable. This result is a model independent consequenceof momentum
conservationγ(1, αs) = 0, whence, by duality:

χ(0, αs) = 1. (10)

2. The symmetry of the BFKL kernelupon gluon interchange. In Mellin space, this symmetry
implies that at the fixed-coupling level the kernelχ for evolution in ln s

kk0
must satisfy

χ(M) = χ(1 −M). By exploiting this symmetry, one can use the collinear resumma-
tion of the regionM ∼ 0 which was obtained using the double-leading expansion to also
improve the BFKL kernel in the anti–collinearM ≃ 1 region. This leads to a symmetric
kernel which is an entire function for allM , and has a minimum atM = 1

2 . The sym-
metry is broken by the DIS choice of variablesln 1

x = ln s
Q2 and by the running of the

coupling; however these symmetry breaking contribution can be determined exactly. This
then leads to a stable resummed expansion of the resummed anomalous dimension at the
fixed coupling level.

3. The running-coupling resummationof the BFKL solution. Whereas running coupling cor-
rections to evolution equations are automatically included when solving the DGLAP evo-
lution equation with resummed anomalous dimensions, the duality relation Eq. (9) itself
undergoes corrections when the running coupling is included in the BFKL equation (5).
Running coupling corrections can then be derived order by order, and turn out to be af-
fected by singularities in MellinM space. This implies that after Mellin inversion the as-
sociate splitting functions is enhanced asx→ 0: their contribution grows as

(
αsβ0 ln 1

x

)n

with the perturbative order. However the series of leading enhanced contribution can be
summed at all orders in closed form, because it corresponds to the asymptotic expansion
in powers ofαs of the solution to the running coupling BFKL equation (5) when the kernel
χ is approximated quadratically about its minimum. This exact solution can be expressed
in terms of Airy functions [53, 79] when the kernel is linear in αs and in terms of Bate-
man [55] functions for generic kernels. Because both the exact solution and its asymptotic
expansion are known, this BFKL running coupling resummation can be combined with the
DGLAP anomalous dimension, already resummed at the BFKL fixed coupling level, with
full control of overlap (double counting terms). Schematically, the result has the following
form:

γrc
Σ NLO(αs(t), N) = γrc, pert

Σ NLO(αs(t), N) + γB(αs(t), N) − γB
s (αs(t), N)

−γB
ss(αs(t), N)− γB

ss,0(αs(t), N) + γmatch(αs(t), N) + γmom(αs(t), N),(11)

whereγrc, pert
Σ NLO(αs(t), N) contains all terms which are up to NLO in the double-leading

expansion of point 1, symmetrized as discussed in point 2 above so that its dualχ has a
minimum;γB(αs(t), N) resums the series of singular running coupling correctionsusing
the aforementioned exact BFKL solution in terms of a Batemanfunction; γB

s (αs(t), N),
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Fig. 4: The resummed splittings functionsPqq, Pqg , Pgq andPgg in the ABF approach, all fornf = 4 andαs = 0.2:

LO DGLAP (dashed black), NLO DGLAP (solid black), NNLO DGLAP(solid green), LO resummed (red dashed),

NLO resummed in theQ0MS scheme (red) and in theMS scheme (blue).

γB
ss(αs(t), N) γB

ss,0(αs(t), N) are double counting subtractions between the previous two
contributions;γmom subtracts subleading terms which spoil exact momentum conserva-
tion; γmatch subtracts any contribution which deviates from NLO DGLAP and at largeN
doesn’t drop at least as1N .

The anomalous dimension obtained through this procedure has a simple pole as a leading
small-N (i.e. smallx) singularity, like the LO DGLAP anomalous dimension. The location of
the pole is to the right of the DGLAP pole, and it depends on thevalue ofαs. Thanks to the
softening due to running of the coupling, this value is however rather smaller than that which
corresponds to the leading BFKL singularity: for example, for αs = 0.2, whennf = 0 the pole
is atN = 0.17.

The splitting function obtained by Mellin inversion of the anomalous dimension eq. (11)
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Fig. 5: The resummed DIS coefficient functionsC2q , C2g , CLq andCLg in the ABF approach, all fornf = 4 and

αs = 0.2. The curves are labelled as in the previous figure.

turns out to agree at the percent level to that obtained by theCCSS group by numerical resolution
of the BFKL equation for allx ∼< 10−2; for larger values ofx (i.e. in the matching region) the
ABF result is closer to the NLO DGLAP result.

In order to obtain a full resummation of physical observables, specifically for deep-inelastic
scattering, the resummation discussed so far has to be extended to the quark sector and to hard
partonic coefficients. This, on top of various technical complications, requires two main concep-
tual steps:

• A factorization scheme must be defined at a resummed level. Because only one of the two
eigenvectors of the matrix of anomalous dimensions is affected by resummation, once a
scheme is chosen, the resummation discussed above determines entirely the two-by-two
matrix of splitting functions in the singlet sector. The only important requirement is that
the relation of this smallx scheme choice to standard largex schemes be known exactly,
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since this enables one to combine resummed results with known fixed order results.

• PDFs evolved using resummed evolution equations must be combined with resummed co-
efficient functions. These are known, specifically for DIS [49], but are also known [80]
to be affected by singularities, analogous to the running coupling singularities of the re-
summed anomalous dimension discussed above, which likewise must be resummed to all
orders [57]. This running coupling resummation of the coefficient function significantly
softens the smallx growth of the coefficient function and substantially reduces its scheme
dependence [58].

These steps have been accomplished in Ref. [58], where resummed anomalous dimensions
(see fig. 4), coefficient functions (see fig.5) and structure functions (see section 2.4 below) have
been determined. The scheme dependence of these results canbe studied in detail: results have
been produced and compared in both theMS andQ0MS schemes, and furthermore the variation
of results upon variation of factorization and renormalization scales has been studied.

Calculations of resummation corrections not only of deep inelastic processes, but also of
benchmark hadronic processes such as Drell-Yan, vector boson, heavy quark and Higgs produc-
tion are now possible and should be explored.

2.2 The Ciafaloni-Colferai-Salam-Stasto (CCSS) Approach

The Ciafaloni-Colferai-Salam-Stasto (CCSS) resummationapproach proposed in a series a pa-
pers [47,60–66] is based on the few general principles:

• We impose the so-called kinematical constraint [81–83] onto the real gluon emission terms
in the BFKL kernel. The effect of this constraint is to cut outthe regions of the phase space
for which k′2T ≥ k2

T /z wherekT , k
′
T are the transverse momenta of the exchanged gluons

andz is the fraction of the longitudinal momentum.

• The matching with the DGLAP anomalous dimension is done up tothe next-to-leading
order.

• We impose the momentum sum rule onto the resummed anomalous dimensions.

• Running coupling is included with the appropriate choice ofscale. We take the argument
of the running coupling to be the transverse momentum squared of the emitted gluon in
the BFKL ladder in the BFKL part. For the part which multiplies the DGLAP terms in the
eigenvalue equation we choose the scale to be the maximal betweenk2

T andk
′2
T .

• All the calculations are performed directly in momentum space. This in particular enables
easy implementation of the running of the coupling with the choice of the arguments as
described above.

The implementation at the leading logarithmic level in BFKLand DGLAP (and in the sin-
gle gluon channel case) works as follows. It is convenient togo to the Mellin space representation
where we denote byγ andω the Mellin variables conjugated toln kT and ln 1/x respectively.
The full evolution kernel can be represented as a seriesK =

∑
n α

n+1
s Kn(γ, ω). We take the

resummed kernel at the lowest order level to be

K0(γ, ω) =
2CA

ω
χω

0 (γ) + [γgg
0 (ω)− 2CA

ω
]χω

c (γ) . (12)
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The terms in (12) are the following

χω
0 (γ) = 2ψ(1) − ψ(γ) − ψ(1− γ + ω) ,

is the leading logarithmic BFKL kernel eigenvalue with the kinematical constraint imposed. This
is reflected by the fact that the singularities in theγ plane atγ = 1 are shifted by theω. This
ensures the compatibility with the DGLAP collinear poles, in the sense that we have only single
poles inγ. The functionχc(γ) is the collinear part of the kernel

χω
c (γ) =

1
γ

+
1

1− γ + ω
,

which includes only the leading collinear poles atγ = 0 or 1. All the higher twist poles are
neglected for this part of the kernel. This kernel eigenvalue is multiplied by the non-singular
(in ω) part of the DGLAP anomalous dimensionγgg

0 (ω) − 2CA/ω whereγgg
0 (ω) is the full

anomalous dimension at the leading order. The next-to-leading parts both in BFKL and DGLAP
are included in the second term in the expansion, i.e. kernelK1

K1(γ, ω) =
(2CA)2

ω
χ̃ω

1 (γ) + γ̃gg
1 (ω)χω

c (ω) (13)

where χ̃ω
1 (γ) is the NLL in x part of the BFKL kernel eigenvalue with subtractions. These

subtractions are necessary to avoid double counting: we need to subtract the double and triple
collinear poles inγ which are already included in the resummed expression (12) and which
can be easily identified by expanding this expression in powers of ω and using the LO relation
ω = ᾱsχ0(γ). The termγ̃gg

1 (ω) in Eq. (13) is chosen so that one obtains the correct DGLAP
anomalous dimension at a fixed next-to-leading logarithmiclevel. The formalism described
above has been proven to work successfully in the single channel case, that is for evolution
of gluons only. The solution was shown to be very stable with respect to the changes of the
resummation scheme.

The quarks are included in the CCSS approach by a matrix formalism. The basic assump-
tions in this construction are:

• Consistency with the collinear matrix factorization of thePDFs in the singlet evolution.

• Requirement that only single pole singularities in both inγ andω are present in the kernel
eigenvalues. This assumption allows for the natural consistency with DGLAP and BFKL
respectively. Higher order singularities can be generatedat higher orders only through the
subleading dependencies on these two variables.

• Ability to compute all the anomalous dimensions which can bedirectly compared with the
DGLAP approach. This can be done by using set of recursive equations which allow to
calculate the anomalous dimensions order by order from the kernel eigenvalues.

• Impose the collinear-anticollinear symmetry of the kernelmatrix via the similarity trans-
formation.

• Incorporate NLLx BFKL and DGLAP up to NLO (and possibly NNLO).

The direct solutions to the matrix equations are the quark and gluon Green’s functions.
These are presented in Fig. 6 for the case of the gluon-gluon and quark-gluon part. The resulting
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Fig. 6: Gluon-induced part of the Green function for the NLx-NLO and NLx-NLO+ models, compared to the results

the single channel approach. For the models of this paper both gluon-gluon and quark-gluon Green’s function are

shown. The value chosen for the coupling,αs = 0.15, corresponds tok0 ≃ 20 GeV. The band indicates the spread

in the result for the NLx-NLO model when varying the renormalization scale in the range0.5 < xµ < 2.
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gluon-gluon part is increasing exponentially with the logarithm of energyln s with an effective
intercept of about∼ 0.25. It is much suppressed with respect to the leading logarithmic order.
We also note that the single channel results and the matrix results for the gluon-gluon Green’s
function are very similar to each other. In Fig. 6 we also present the quark-gluon channel which
is naturally suppressed in normalization with respect to the gluon-gluon one by a factor of the
strong coupling constant. This can be intuitively understood as the (singlet) quarks are radiatively
generated from the gluons, and therefore this component follows the gluon density very closely.
The yellow bands indicate the change of the Green’s functions with respect to the change of the
scale.
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Fig. 7: The matrix of NLx-NLO (and NLx-NLO+) splitting functions together with their scale uncertainty and the

NLO splitting functions for comparison. In thegg channel, we also show the old scheme B result (nf = 0, no NLO

contributions, 1-loop coupling) . The band corresponds to the span of results (NLx-NLO) obtained if one chooses

xµ = 0.5 andxµ = 2.0.

In Fig. 7 we present all four splitting functions for fixed value of scaleQ2. Here, again
the results are very close to the previous single channel approach in the case of the gluon-gluon
splitting function. The gluon-quark channel is very close to the gluon-gluon one, with the char-
acteristic dip of this function at aboutx ∼ 10−3. The dip delays the onset of rise of the splitting
function only to values of x of about10−4. The scale dependence growths with decreasingx but
it is not larger than in the fixed NLO case. The quark-gluon andquark-quark splitting functions
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tend to have slightly larger uncertainty due to the scale change but are also slightly closer to the
plain NLO calculation. They also tend to have a less pronounced dip structure.

2.3 The Thorne-White (TW) Approach

Substituting the LO running couplinḡαS(k2) into equation (5) and performing a double Mellin
transform according to equation (6), the BFKL equation 5, asmentioned in Section 2, becomes
a differential equation:

d2f(γ,N)
dγ2

=
d2fI(γ,Q2

0)
dγ2

− 1
β̄0N

d(χ0(γ)f(γ,N))
dγ

+
π

3β̄2
0N

χ1(γ)f(γ,N), (14)

whereχ0,1(γ) are the Mellin transforms ofK0,1. The solution forf(N, γ) of Eq. (14) has the
following form [61,84]:

f(N, γ) = exp
(
−X1(γ)
β̄0N

)∫ ∞

γ
A(γ̃) exp

(
X1(γ̃)
β̄0N

)
dγ̃. (15)

Up to power-suppressed corrections, one may shift the lowerlimit of the integralγ → 0, so
that the gluon distribution factorises into the product of aperturbative and a non-perturbative
piece. The nonperturbative piece depends on the bare input gluon distribution and an in principle
calculable hard contribution. However, this latter part isrendered ambiguous by diffusion into
the infrared, and in this approach is contaminated by infrared renormalon-type contributions.
The perturbative piece is safe from this and is sensitive to diffusion into the ultraviolet region
of weaker coupling. Substituting equation (15) into (14), one finds that the perturbative piece is
given (after transforming back to momentum space):

G1
E(N, t) =

1
2πı

∫ 1/2+ı∞

1/2−ı∞

fβ0

γ
exp

[
γt−X1(γ,N)/(β̄0N)

]
dγ, (16)

where:

X1(γ,N) =
∫ γ

1
2

[
χ0(γ̃) +N

χ1(γ̃)
χ0(γ̃)

]
dγ̃. (17)

Structure functionsFi also factorize, and the perturbative factors have a similarform to Eq. (16),
but involve an additional impact factorhi(γ,N) in the integrand according to thekt-factorisation
theorem [49]. Crucially, coefficient functions and anomalous dimensions involve ratios of the
above quantities, such that the non-perturbative factor cancels. Thus, once all the impact factors
are known, the complete set of coefficient and splitting functions can be disentangled. Finally
they can be combined with the standard NLO DGLAP results (which are known to describe data
well at higherx values) using the simple prescription:

P tot. = PNLL + PNLO −
[
PNLL(0) + PNLL(1)

]
, (18)

whereP is a splitting or coefficient function, andPNLL(i) theO(αi
s) contribution to the re-

summed result which is subtracted to avoid double-counting. It should be noted that the method
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Fig. 8: Gluons arising from a global fit to scattering data including NLL small x resummations in the DIS(χ) factori-

sation scheme (solid). Also shown is the result from an NLO DGLAP fit in the same scheme.

of subtraction of the resummed contribution in the matchingis different to that for the ABF ap-
proach outlined after Eq. (11). For example, at NLO in the resummation the BFKL equation
provides both theαS/N part ofPgg and the part atO(αS) constant asN → ∞. Hence we
choose to keep all terms constant asN → ∞ generated by Eq. (16), with similar considera-
tions for other splitting functions and coefficient functions, though these can contain terms∝ N .
Hence, we include terms which will have some influence out to much higherx than in the ABF
approach.

In the TW manner of counting orders LL is defined as the first order at which contributions
appear, so while for the gluon splitting function this is forᾱn

S lnm(1/x) form = n−1 for impact
factors this is form = n−2. A potential problem therefore arises in that the NLL impactfactors
are not known exactly. However, the LL impact factors with conservation of energy of the gluon
imposed are known in cases of both massless and massive quarks [50, 51], and are known to
provide a very good approximation to the fullO(α2

S) andO(α3
S) quark-gluon splitting functions

and coefficient functions [85], implying that they must contain much of the important higher-
order information. These can then be used to calculate NLL coefficient and splitting functions
within a particular factorisation scheme. One must also specify a general mass variable number
scheme for consistent implementation of heavy quark mass effects. Such a scheme (called the
DIS(χ) scheme) has been given in [71, 72] up to NLL order in the high energy expansion, and
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NLO order in the fixed order expansion.

The form of the resummed splitting functions shown in fig. 9 are qualitatively consistent
with those from the ABF approach, fig. 4, and CCSS approach fig.7 (note however that in
these plots the value ofαs is a little larger, and the scheme is different). This is despite the
fact that the approach does not include the explicit collinear resummation of the BFKL kernel
adopted in the other two approaches. It was maintained in [69, 70] that the diffusion into the
ultraviolet, effectively making the coupling weaker, hastens the perturbative convergence for
splitting functions, and the kernel nearγ = 0, making this additional resummation less necessary.
There is no particular obstruction to including this resummation in the approach, it is simply
cumbersome. Indeed, in Ref. [70] the effect was checked, andmodifications found to be no
greater than generic NNLO corrections to the resummation, so it was omitted. (Note that any
process where there are two hard scales, sensitive toγ ≈ 0.5, or attempted calculation of the
hard input for the gluon distribution, sensitive toγ = 1, would find this resummation essential.)
The main feature of the resummed splitting functions is a significant dip below the NLO DGLAP
results, followed by an eventual rise at very lowx ≃ 10−5. This behaviour drives a qualitative
change in the gluon distribution, when implemented in a fit todata.

The combined NLO+NLL splitting and coefficient functions (in the TW approach) have
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been implemented in a global fit to DIS and related data in the DIS(χ) scheme, thus including
smallx resummations in both the massless and massive quark sectors[72]. The overall fit quality
was better than a standard NLO fit in the same factorisation scheme, and a similar NLO fit in
the more conventionalMS factorisation scheme. The principal reason for this is the dip in the
resummed evolution kernels, which allows the gluon distribution to increase at both high and
low values ofx. This reduces a tension that exists between the highx jet data of [86,87] and the
low x HERA data [17, 88–91]. The gluon distributions arising fromthe NLL and NLO fits are
shown in figure 8, for the starting scaleQ2 = 1GeV2 and also for a higher value ofQ2. One sees
that whilst the NLO gluon wants to be negative at lowx andQ2, the resummed gluon is positive
definite and indeed growing slightly asx→ 0. The gluons agree well for higherx values (where
the DGLAP description is expected to dominate), but deviatefor x ≤ 10−2. This can therefore
be thought of as the value ofx below which resummation starts to become relevant.

The qualitatively different gluon from the resummed fit (together with the decreased evo-
lution kernels w.r.t. the fixed order description) has a number of phenomenological implications:

1. The longitudinal structure functionFL is sensible at smallx andQ2 values, where the
standard DGLAP description shows a marked instability [92].

2. As a result of the predicted growth ofFL at smallx the resummed result for the DIS
reduced cross-section shows a turnover at high inelasticity y, in agreement with the HERA
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data. This behaviour is not correctly predicted by some fixedorder fits.

3. The heavy flavour contribution (from charm and bottom) toF2 is reduced at higherQ2 in
the resummed approach, due mainly to the decreased evolution, as already noted in a full
analysis in the fixed-order expansion at NNLO [93]. Nevertheless, it remains a significant
fraction of the total structure function at smallx.

Other resummation approaches should see similar results when confronted with data, given
the qualitative (and indeed quantitative) similarities between the splitting functions. It is the
decreased evolution with respect to the DGLAP description that drives the qualitative change in
the gluon distribution. This is then the source of any quantitative improvement in the description
of data, and also the enhanced description of the longitudinal structure function and reduced
cross-section.

The resummed prediction forFL is shown alongside the recent H1 data [94] in figure 10,
and compared with an up-to-date NNLO fixed order result [95].One sees that the data cannot
yet tell apart the predictions, but that they are starting todiverge at lowx andQ2, such that
data in this range may indeed be sensitive to the differencesbetween resummed and fixed order
approaches.

2.4 Resummed structure functions: comparison of the ABF and TW approaches

In this section, we present an application of the ABF and TW approaches to the resummed
determination of theF2 andFL deep-inelastic structure functions. The corresponding exercise
for the CCSS approach has not yet been finalised. A direct comparison of the two approaches is
complicated by issues of factorisation scheme dependence:whereas in the ABF approach results
may be obtained in any scheme, and in particular theMS and closely relatedQ0-MS scheme, in
the TW formalism splitting functions and coefficient functions beyond NLO inαS are resummed
in the Q0-DIS scheme [65, 96], which coincides with the standard DIS scheme at largex but
differs from it at the resummed level; the scheme change needed in order to obtain the coefficient
functions from the DIS-scheme ones is performed exactly up to NLO and approximately beyond
it. Thus, without a more precise definition of the relation ofthis scheme toMS, one cannot
compare splitting and coefficient functions, which are factorisation scheme dependent.

A useful compromise is to present the respective results forthe ratio of structure function
predictions:

Ki =
FNLL

i (x,Q2)
FNLO

i (x,Q2)
, (19)

wherei ∈ 2, L, and theFi are calculated by convoluting the relevant coefficients with PDFs
obtained by perturbative evolution of a common set of of partons, defined at a starting scale
of Q2

0 = 4GeV2. The number of flavors is fixed to three, to avoid ambiguities due to heavy
quark effects. The initial PDFs are assumed to be fixed (i.e.,the same at the unresummed and
unresummed level) in the DIS factorization scheme at the scale Q0. Of course, in a realistic
situation the data are fixed and the PDFs are determined by a fitto the data: hence they are not
the same at the resummed and unresummed level (compare Fig. 8above). However, in the DIS
factorization scheme the structure functionF2 is simply proportional to the quark distribution,
hence by fixing the PDFs in this scheme one ensures thatF2 is fixed at the starting scale.
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Fig. 11: The ratioF NLL
2 /F NLO

2 in the ABF approach (left) and the TW approach (right), usingtoy PDFs, given in

eq. 20, calculated as function ofx at fixed forQ2 (upper ), and as a function ofQ2 at fixedx (lower).

This starting PDFs are constructed as follows: the quark andgluon distributions are chosen
to have the representative form also used in Ref. [58]

xg(x) = ksxS(x) = kgx
−0.18(1− x)5; xqv = kqx

0.5(1− x)4, (20)

in theMS scheme, whereg(x) is the gluon,S(x) the sea quark distribution, andxqv(x) denotes
a valence quark distribution. We chooseks = 3, and then all other parameters are fixed by
momentum and number sum rules. Note that the gluon is the sameas that used in the previ-
ous comparison of Ref. [73]. The PDFs eq. (20) are then transformed to the DIS factorization
scheme [97] using the NLO (unresummed) scheme change at the scaleQ0. The result is then used
as a fixed boundary condition for all (unresummed and resummed, ABF and TW) calculations.
In the TW approach, the DIS scheme for unresummed quantitiesand Q0DIS scheme as discussed
above is then used throughout. In the ABF approach, the fixed DIS-scheme boundary condition
is transformed to theQ0MS scheme [58,98] (which at the unresummed level coincides with stan-
dardMS) by using the unresummed or resummed scheme change functionas appropriate, and
then all calculations are performed inQ0MS. One might hope that most of the residual scheme
dependence cancels upon taking the ratio of the NLL and NLO results, at least for schemes that
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are well defined and without unphysical singularities.

The results forK2 andKL are shown in figures 11 forF2 in the ABF and TW procedures
respectively and similarly in figures 12 forFL. One sees that forx sufficiently small, and for
Q not too large, the resummedF2 is consistently lower than its fixed order counterpart in both
approaches, due to the decreased evolution of the gluon, andalso (in theMS scheme) due to the
fact that resummed coefficient functions are much larger than the NLO ones at smallx and low
Q2. Similarly the resummedFL is larger than the fixed order at lowQ and small enoughx, but
falls rapidly asQ increases. However despite these superficial similarities, the two approaches
differ quantitatively in several respects:

• the ABF resummedF2 matches well to the NLO forx >∼ 10−2 at all scales, while the
TW F2 shows a rise aroundx ≃ 10−2, which is largest at lowQ. This may be due to the
significant differences between resummed and NLO splittingfunctions at very highx in
fig. 9. A similar mismatch may be seen atx ∼ 0.1 in theFL K-factor.

• at large scales the ABF resummation stabilises, due to the running of the coupling, so the
K-factors becomes rather flat: they grow only logarithmically in lnQ. By contrast the TW
F2 K-factor still shows a markedQ2 dependence. This may be related to the fact that the
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TW resummation does not resum the collinear singularities in the BFKL kernel, and to the
TW choice (see Sect. 2.3) not to include subtraction of termsinduced by the resummation
which do not drop at largex. This choice induces a change in the PDFs at higherx in the
TW approach, which results in effects which persist to higher Q2 at smallerx.

• at the initial scaleQ0 the TW resummedFL grows much more strongly asx decreases than
the ABF resummedFL. This is likely to be due to the different treatment of the coefficient
functions: in this respect, the fully consistent treatmentof the factorization scheme, the
effect of collinear resummation, and the different definitions of what is called resummed
NLO used by the two groups all play a part.

2.5 Conclusion

The problem of understanding the smallx evolution of structure functions in the domain ofx
andQ2 values of relevance for HERA and LHC physics has by now reached a status where all
relevant physical ingredients have been identified, even though not all groups have quite reached
the stage at which the formalism can be transformed into a practical tool for a direct connection
with the data.

In this report we summarised the status of the three independent approaches to this problem
by ABF, CCSS and TW, we discussed the differences in the adopted procedures and finally we
gave some recent results. The most complete formalisms are those by ABF and CCSS while
the TW approach is less comprehensive but simpler to handle,and thus has been used in fit to
data. We recall that, at the level of splitting functions theABF and CCSS have been compared
in ref. [73] and found to be in very good agreement. The singlet splitting function obtained by
TW was also compared with ABF and CCSS in ref. [72] and also found to be in reasonable
agreement, at least at smallx.

Here we have shown the results of an application to the structure functionsF2 andFL

of the ABF and TW methods. The same input parton densities at the starting scaleQ0 were
adopted by these two groups and theK-factors for resummed versus fixed NLO perturbative
structure functions were calculated using the respective methods. The results obtained are in
reasonable qualitative agreement forF2, less so forFL. Discrepancies may in part be due to
the choice of factorization scheme, but our study suggests that the following are also likely to
make a quantitative difference: whether or not a resummation of collinear singularities in the
BFKL kernel is performed, whether contributions from the resummation which persist at large
x are subtracted and whether the factorization scheme is consistently defined in the same way at
resummed and NLO levels.

3 Parton saturation and geometric scaling3

3.1 Introduction4

The degrees of freedom involved in hadronic collisions at sufficiently high energy are partons,
whose density grows as the energy increases (i.e., whenx, their momentum fraction, decreases).
This growth of the number of gluons in the hadronic wave functions is a phenomenon which has

3Contributing authors: G. Beuf, F. Caola, F. Gelis, L. Motyka, C. Royon, D.Šálek, A. M. Staśto
4Contributing authors: F. Gelis, A. M. Staśto
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been well established at HERA. One expects however that it should eventually “saturate” when
non linear QCD effects start to play a role.

An important feature of partonic interactions is that they involve only partons with compa-
rable rapidities. Consider the interaction between a hadron and some external probe (e.g. a virtual
photon in Deep Inelastic Scattering) and consider what happens when one boosts the hadron, in-
creasing its rapidity in successive steps. In the first step,the valence constituents become Lorentz
contracted in the longitudinal direction while the time scale of their internal motions is Lorentz
dilated. In addition, the boost reveals new vacuum fluctuations coupled to the boosted valence
partons. Such fluctuations are not Lorentz contracted in thelongitudinal direction, and represent
the dynamical degrees of freedom; they are the partons that can interact with the probe. Making
an additional step in rapidity would freeze these fluctuations, while making them Lorentz con-
tracted as well. But the additional boost also produces new quantum fluctuations, which become
the new dynamical variables. This argument can be repeated,and one arrives at the picture of
a high-energy projectile containing a large number of frozen, Lorentz contracted partons (the
valence partons, plus all the quantum fluctuations producedin the previous boosts), and par-
tons which have a small rapidity, are not Lorentz contractedand can interact with the probe.
This space-time description was developed before the advent of QCD (see for instance [99]; in
Bjorken’s lectures [100], one can actually foresee the modern interpretation of parton evolution
as a renormalization group evolution).
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Fig. 13: The gluon structure function in a pro-

ton measured at HERA.

This space-time picture, which was deduced from
rather general considerations, can now be understood in
terms of QCD. In fact, shortly after QCD was estab-
lished as the theory of strong interaction, quantitative
equations were established, describing the phenomenon
outlined above [41, 101–105]. In particular, the equa-
tion derived by Balitsky, Fadin, Kuraev and Lipatov
[41, 101] describes the growth of the non-integrated
gluon distribution in a hadron as it is boosted towards
higher rapidities. Experimentally, an important increase
of the number of gluons at smallx has indeed been ob-
served in the DIS experiments performed at HERA (see
Fig. 13), down tox ∼ 10−4. Such a growth raises a
problem: if it were to continue to arbitrarily smallx,
it would induce an increase of hadronic cross-sections
as a power of the center of mass energy, in violation of
known unitarity bounds.

However, as noticed by Gribov, Levin and Ryskin
in [106], the BFKL equation includes only branching processes that increase the number of glu-
ons (g → gg for instance), but not the recombination processes that could reduce the number of
gluons (likegg → g). While it may be legitimate to neglect the recombination process when the
gluon density is small, this cannot remain so at arbitrarilyhigh density: a saturation mechanism
of some kind must set in. Treating the partons as ordinary particles, one can get a crude estimate

S. MOCH, M. ROGAL, J. A. M. VERMASEREN, A. VOGT, G. ALTARELLI, R. D. BALL, . . .

30 HERA and the LHC



of the onset of saturation, which occurs at:

Q2 = Q2
s , with Q2

s ∼ αs(Q2
s)
xG(x,Q2

s)
πR2

. (21)

The momentum scale that characterizes this new regime,Qs, is called the saturation momentum
[107]. Partons with transverse momentumQ > Qs are in a dilute regime; those withQ < Qs

are in the saturated regime. The saturation momentum increases as the gluon density increases.
This comes from an increase of the gluon structure function asx decreases. The increase of the
density may also come from the coherent contributions of several nucleons in a nucleus. In large
nuclei, one expectsQ2

s ∝ A1/3, whereA is the number of nucleons in the nucleus.

Note that at saturation, naive perturbation theory breaks down, even thoughαs(Qs) may
be small ifQs is large: the saturation regime is a regime of weak coupling,but large density.
At saturation, the gluon occupation number is proportionalto 1/αs. In such conditions of large
numbers of quanta, classical field approximations become relevant to describe the nuclear wave-
functions.

Once one enters the saturated regime, the evolution of the parton distributions can no
longer be described by a linear equation such as the BFKL equation. The color glass condensate
formalism (for a review, see [108]), which relies on the separation of the degrees of freedom
in a high-energy hadron into frozen partons and dynamical fields, as discussed above, provides
the non linear equations that allow us to follow the evolution of the partonic systems form the
dilute regime to the dense, saturated, regime. For instance, the correlatortr

〈
U †(x⊥)U(y⊥)

〉

of two Wilson lines –which enters in the discussion of DIS– evolves according to the Balitsky-
Kovchegov [109,110] equation:

∂tr
〈
U †(x⊥)U(y⊥)

〉
x

∂ ln(1/x)
= − αs

2π2

∫

z⊥

(x⊥ − y⊥)2

(x⊥ − z⊥)2(y⊥ − z⊥)2

×
[
Nctr

〈
U †(x⊥)U(y⊥)

〉
x
− tr

〈
U †(x⊥)U(z⊥)

〉
x
tr

〈
U †(z⊥)U(y⊥)

〉
x

]
. (22)

(This equation reduces to the BFKL equation in the low density limit.)

The geometric scaling phenomenon was first introduced in thecontext of the dipole picture
of the deep inelastic electron-proton scattering [111]. The process of the scattering of the virtual
photon on a proton at very small values ofx can be conveniently formulated in the dipole model.
In this picture the photon fluctuates into the quark-antiquark pair (dipole) and subsequently inter-
acts with the target. In the smallx regimes these two processes factorize and they can be encoded
into the dipole formula for the totalγ∗p cross section

σT,L(x,Q2) =
∫
d2r

∫
dz|ΨT,L(r, z,Q2)|2 σ̂(x, r) (23)

whereΨT,L is the wave function for the photon and̂σ is the dipole cross section.r is the
dipole size andz is the light-cone fraction of the longitudinal momentum carried by the quark
(or antiquark). The photon wave functionsΨ are known, the dipole cross section can be expressed
in terms of the correlator of Wilson lines whose evolution isdriven by Eq. (22) :

σ̂(x, r) =
2
Nc

∫
d2X tr

〈
1− U(X +

r
2
)U †(X − r

2
)
〉
. (24)
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Alternatively, it can be modeled or extracted from the data.In the GBW model it was assumed
that the dipole cross section has a form

σ̂ = σ0

[
1− exp(−r2/R0(x)2)

]
(25)

whereR0(x) = (x/x0)−λ is a saturation radius (its inverse is usually called the saturation scale
Qs(x)) andσ0 a normalisation constant. One of the key properties of the model was the de-
pendence on the dipole size and the Bjorkenx through only one combined variabler2Q2

s(x).
This fact, combined with the property of the dipole formula,allows to reformulate the total cross
section as a function ofQ2/Q2

s(x) only. This feature is known as the geometric scaling of the
total γ∗p cross section. Initially postulated as a property of the GBWmodel, it was then shown
that the experimental data do indeed exhibit the aforementioned regularity in a rather wide range
of Q2 and for small values of Bjorkenx.

Although it is a postulate in the GBW model, this property canbe derived from the small-x
behavior of the solutions of Eq. (22) [112] : for a wide class of initial conditions, the BK equation
drives its solution towards a function that obeys this scaling. Note also that the saturation scale,
introduced by hand in the GBW model, is dynamically generated by the non linear evolution
described by Eq. (22). This suggested that the regularity seen in the data could be explained by
the scaling property of the solutions to the nonlinear equations in the saturated regime - and thus
may provide some indirect evidence for gluon saturation.

Nevertheless, several important questions remained. One of them, is the problem of the
compatibility of the DGLAP evolution with the property of the geometric scaling. It is known
from the global fits that the standard DGLAP evolution works quite well for the description of the
of the deep inelastic data even in the very low x andQ2 regime. That suggests that the saturation
should be confined to the very tight kinematic regime, and it is therefore questionable whether
the observed regularity could be attributed to the saturation at all. In the present contribution we
discuss several approaches to this problem.

3.2 Phenomenology5

In order to compare the quality of different scaling laws, itis useful to use a quantity calledquality
factor (QF). It is also used to find the best parameters for a given scaling. In the following, this
method is used to compare the scaling results for the proton structure functionF2 andF c

2 , the
deeply virtual Compton scattering, the diffractive structure function, and the vector meson cross
section data measured at HERA.

Quality Factor Given a set of data points(Q2, x, σ = σ(Q2, x)) and a parametric scaling
variableτ = τ(Q2, Y, λ) (with Y = ln 1/x) we want to know whether the cross-section can be
parametrised as a function of the variableτ only. Since the function ofτ that describes the data
is not known, theQF has to be defined independently of the form of that function.

For a set of points(ui, vi), whereui’s are ordered and normalised between 0 and 1, we

5Contributing authors: C. Royon, D.Šálek
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Fig. 14:F2 data: Scaling curveσ = σ(τ ) for “Fixed
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introduceQF as follows [113]

QF (λ) =
[∑

i

(vi − vi−1)2

(ui − ui−1)2 + ǫ2

]−1

, (26)

whereǫ is a small constant that prevents the sum from being infinite in case of two points have
the same value ofu. According to this definition, the contribution to the sum in(26) is large
when two successive points are close inu and far inv. Therefore, a set of points lying close to a
unique curve is expected to have largerQF (smaller sum in (26)) compared to a situation where
the points are more scattered.

Since the cross-section in data differs by orders of magnitude andτ is more or less linear
in log(Q2), we decided to takeui = τi(λ) andvi = log(σi). This ensures that lowQ2 data
points contribute to theQF with a similar weight as higherQ2 data points.

Fits to F2 and DVCS Data We choose to consider all available data from H1, ZEUS, NMC and
E665 experiments [17, 89–91, 114–117] withQ2 in the range[1; 150] GeV2 andx < 0.016. We
exclude the data withx > 10−2 since they are dominated by the valence quark densities, andthe
formalism of saturation does not apply in this kinematical region. In the same way, the upperQ2

cut is introduced while the lowerQ2 cut ensures that we stay away from the soft QCD domain.
We will show in the following that the data points withQ2 < 1 GeV2 spoil the fit stability.
Two kinds of fits to the scaling laws are performed, either in the full mentionedQ2 range, or in
a tighterQ2 range[3; 150] GeV2 to ensure that we are in the domain where perturbative QCD
applies.

6The data in the last ZEUS paper include contributions forFL andxF3 but those can be neglected within the
kinematical domain we consider.
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Figure 14 shows the scaling plot for “Fixed Coupling” in theQ2 range[1; 150] GeV2,
which shows that the lowestQ2 points in grey have a tendency to lead to worse scaling. The
QF values are similar for the “Fixed Coupling”, “Running Coupling I”, and “Running Coupling
IIbis” — with a tendency to be slightly better for “Running Coupling IIbis” — and worse for
diffusive scaling [118].

The amount of the DVCS data [119,120] measured by H1 and ZEUS is smaller (34 points
for H1 and ZEUS requiringx ≤ 0.01 as forF2 data), therefore the precision on theλ parameter
is weaker. The kinematic coverage of the DVCS data covers smaller region inx andQ2 thanF2:
4 < Q2 < 25 GeV2 and5 · 10−4 < x < 5 · 10−3. The DVCS data lead to similarλ values as
in theF2 data (see Fig. 15), showing the consistency of the scalings.The values of the QF show
a tendency to favour “Fixed Coupling”, but all different scalings (even “Diffusive Scaling”) lead
to reasonable values of QF.

Implications for Diffraction and Vector Mesons We used the values of the parameters ob-
tained from the fit toF2 data to test the various scaling variables on the diffractive cross section
and vector meson data [121–123]. We tested both the fixedβ scaling behaviour inxIP and the
fixed xIP scaling behaviour inβ. At fixed β, we find a scaling behaviour up toβ = 0.65. At
fixed xIP , the scaling behaviour of the diffractive cross section as afunction ofβ andQ2 is far
less obvious. This is not a surprise, as not enough data is available in the genuine smallβ region.
A sign of scaling is however observed for thexIP = 0.03 bin.

Concerningρ, J/Ψ, andφ production [124–126], we found a reasonable scaling behaviour
for all tested scaling variables, with the hard scaleQ2 + M2

V , borrowed from vector mesons
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wave function studies. Surprisingly, the best scaling is for all three vector mesons the “Diffusive
scaling”.

Fits to F2 and F c
2 in QCD Parametrisations First we test the scaling properties using exper-

imentalF c
2 data. The requirements on the kinematical domain remain thesame as in the case of

F2 studies. The lowerQ2 > 3 GeV2 cut also allows to remove eventual charm mass effects. We
use the charmF c

2 measurements from the H1 and ZEUS experiments [127–130]. Only 25 data
points lie in the desired kinematical region.

Since the statistics in the data is low, the fit results are notprecise. Nevertheless, they still
lead to clear results that are comparable toF2 fits. The results are found similar betweenF2 and
F c

2 (see Fig. 16). Allλ parameters are similar forF2 andF c
2 except for “Diffusive Scaling”. As

in the case of theF2 scaling analysis, “Fixed Coupling”, “Running Coupling I” and “Running
Coupling II” give similar values ofQF , and “Diffusive Scaling” is disfavoured.

The QCD parametrisations [131–133] of the structure function have been tested using
CTEQ, MRST, GRV. The sameQ2 andx points as in the experimental data were taken into
account. Parametrisations ofF2 are able to reproduce the scaling results seen in the experimental
data. However, they are not successful in describing the scaling properties in case ofF c

2 . Fig. 17
shows the scaling curve of “Fixed Coupling” in the MRST NNLO 2004 parametrisation ofF c

2

where the value ofλ = 0.33 is imposed (as seen in the experimental data). The scaling curve
is plotted with all the points used in theF2 study. Therefore the fact that there is not just a
single scaling curve inF c

2 parametrisation is not in direct disagreement with the data— with 25
point only, the curves in parametrisation and data look similar. However the fit values ofλ are
different.

The CTEQ, MRST or GRV parametrisations are unable to reproduce the scaling properties
in F c

2 . It seems a sea-like intrinsic charm component like the one used in CTEQ 6.6 C4 helps
to get results closer to a single scaling curve [134]. Scaling is not present at all in the MRST or
GRV parametrisations at lowQ2.

3.3 Geometric scaling and evolution equations with saturation7

Let us now recall how scaling properties arise from saturation, as shown in [112], using methods
and results from non-linear physics (see [135, 136] for alternative demonstrations). Our discus-
sion, independent of the precise saturation formalism, is valid e.g. for the JIMWLK and BK
equations (see [108] and references therein), at LL, NLL or even higher order inlog(1/x). We
will discuss separately the fixed and the runningαs cases, as running coupling is the main effect
which can modify the discussion.

Saturation amounts to add a non-linear damping contribution to the BFKL evolution. One
writes formally the evolution equation at LL for the dipole-proton cross section̂σ (23)

∂Y σ̂(Y,L) = ᾱχ(−∂L)σ̂(Y,L)− non-linear terms in̂σ(Y,L) , (27)

whereY ≡ log(1/x), L ≡ − log(r2Λ2
QCD) andχ(γ) is the characteristic function of the BFKL

kernel. The nonlinear damping ensures that, for anyY , σ̂(Y,L) grows at most as a power of

7Contributing author: G. Beuf
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|L| for L → −∞ (i.e. r → +∞). The color transparency property of the dipole cross section
implies σ̂(Y,L) ∝ e−L for L → +∞. Using a double Laplace transform with partial waves
e−γL+ωY , the linear part of (27) reduces to the BFKL dispersion relation ω = ᾱχ(γ), which
gives the partial waves solutionse−γ[L−ᾱχ(γ)Y/γ]. In the relevant interval0< γ < 1, the phase
velocity λ(γ) = ᾱχ(γ)/γ has one minimum, for the critical valueγ = γc ≃ 0.63 which is the
solution ofχ(γc) = γcχ

′(γc). In the presence of saturation terms in the evolution equation, the
wave withγ = γc is selected dynamically.

In order to understand the dynamics of the problem, let us consider an arbitrary initial
condition, at some rapidityY = Y0. With the definitionγeff (L, Y ) ≡ −∂L log(σ̂(Y,L)),
γeff (L, Y0) gives the exponential slope of the initial condition in the vicinity of L. That vicinity
will then propagates forY ≥ Y0 at a velocityλ(γeff (L, Y )) = ᾱχ(γeff (L, Y ))/γeff (L, Y ).
One finds easily that, ifγeff (L, Y0) is a growing function ofL, the regions of smaller velocity
will spread during theY evolution, and invade the regions of larger velocity. Restricting ourselves
to initial conditions verifying the saturation atL→ −∞ and the color transparency atL→ +∞
as discussed previously, one obtains thatγeff (L, Y0) goes from0 at low L to 1 at largeL.
At intermediateL, γeff (L, Y0) will cross the valueγc, corresponding to the minimal velocity
λc = λ(γc). Hence, one conclude that, asY grows, there is a larger and larger domain inL
whereγeff (L, Y ) = γc and thusλ = λc. In that domain, one haŝσ(Y,L) ∝ e−γc(L−λcY ), and
hence the geometric scalinĝσ(Y,L) ≡ f(L−λcY ) = f(− log(r2Q2

s(x))), with a saturation scale
Q2

s(x) = eλcY Λ2
QCD = x−λcΛ2

QCD. One finds that the geometric scaling window is limited to

L < λcY +
√
ᾱχ′′(γc)Y/2, and separated from the region still influenced by the initial condition

by a cross-over driven by BFKL diffusion. So far, we discussed only scaling properties of the
dipole cross section̂σ. As explained in the introduction, they imply similar scaling properties of
the virtual photon-proton cross section, with the replacementr 7→ 1/Q.

The mechanism of wave selection explained above happens mainly in the linear regime8,
i.e. for small σ̂, or equivalentlyr smaller thanQ2

s(x). However, the geometric scaling property
stays also valid in the non-linear regime,i.e. for r larger thanQ2

s(x), which is reached after a
large enough evolution inY . The only, but decisive, role of saturation in the linear domain is
to provide the following dynamical boundary condition in the IR to the linear BFKL evolution:
when σ̂ is large, it should be quite flat (γeff (L) ≃ 0). Indeed, one can simulate successfully
the impact of saturation on the solution in the linear regimeby studying the BFKL evolution in
the presence of an absorptive wall [136], set at aY -dependent and selfconsistently determined
position near the saturation scale.

At NLL and higher order level, the terms different from running coupling ones do not
affect the previous discussion. They just change the kerneleigenvaluesχ(γ) and thus shift the
selected parametersγc andλc. On the contrary, going from fixed to running coupling brings
important changes. As the mechanism of spreading of smallervelocity regions of the solution
towards larger velocity ones is local, one expect that it holds in the running coupling case. But it
selects coupling-dependent velocity and shape of the front, the coupling itself beingL-dependent.
Hence, the picture is the following. We still have the formation of a specific traveling wave front
solution, which progressively loses memory of its initial condition. However, the selected values

8We call linear (non-linear ) regime the (Y,L) domain where the explicit value of the non-linear terms in (27) is (is
not) negligible compared to the value of the linear terms.
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of the velocity and shape of the front drift as the front propagate towards largerL (smallerr), due
to asymptotic freedom. So far, this running coupling case has been solved analytically [112,136]
only at largeL and largeY , keeping the relevant geometric scaling variable− log(r2Q2

s(x))
finite. One finds that the evolution is slower than in the fixed coupling case, as the largeY

behavior of the saturation scale is nowQ2
s(x) ∼ e

√
vcY/bΛ2

QCD, with b ≡ (33 − 2Nf )/36 and
vc ≡ 2χ(γc)/γc. In addition, the geometric scaling window is narrower: asymptotically inY ,
it is expected to hold only for9 L <

√
vcY/b + (|ξ1|/4) (χ′′(γc))1/3Y 1/6/(2bγcχ(γc))1/6. The

convergence of the selected front towards this asymptotic solution seems rather slow, which may
weaken its phenomenological relevance. The whole theoretical picture is nevertheless consistent
with numerical simulations [137,138]. Both leads to a universal traveling wave front structure of
the solution, implying scaling properties also subasymptotically.

In order to do phenomenological studies, one can try to extrapolate to finiteL andY the
scaling behavior found asymptotically. However, this extrapolation is not unique [139]. There is
indeed an infinite family of scaling variables

τδ ≡
[
1−

(
vcY

bL2

)δ
]
L, (28)

parameterized byδ, which are different from each other at finiteL andY but all converge to
the same asymptotic scaling previously mentioned. The parameterδ seems quite unconstrained,
both from the theory and from the DIS data, as shown in the phenomenological section of the
present contribution. We considered as benchmark points inthat family two specific choices ofδ.
The choiceδ = 1/2 leads to the only scaling variable of the family which is a genuine geometric
scaling variable,i.e. is equivalent to a scaling withr2Q2

s(x). It is namedrunning coupling I
in the phenomenological section. The choiceδ = 1 leads to the scaling variable obtained by
substitution of the fixed coupling by the running coupling directly in the original fixed coupling
geometric scaling variable. It is calledrunning coupling II.

Finally, one expects scaling properties in any case from evolution equations with satura-
tion, both in the non-linear regime, and in a scaling window in the linear regime. In the linear
regime, the solution still obey the linearized equation, and saturation play only the role of a dy-
namically generated boundary condition. Hence, geometricscaling there, although generated by
saturation, is not a hint against the validity of PDF fits. However, geometric scaling occurs also
in the non-linear regime, where the scaling function is no more a solution of the linear BFKL or
DGLAP equations.

3.4 DGLAP evolution and the saturation boundary conditions10

One of the issues that could be studied in the context of the geometric scaling versus DGLAP
evolution is the possibility of the different boundary conditions for the DGLAP evolution equa-
tions. These boundary conditions would incorporate the saturation effects and posses the scaling
property. Typically, in the standard approach, to obtain the solution to the linear DGLAP evolu-
tion equations, one imposes the initial conditions onto theparton densities at fixed value ofQ2

0

9ξ1 ≃ −2.34 is the rightmost zero of the Airy function.
10Contributing author: A. M. Staśto
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and then performs the evolution into the region of larger values ofQ2. However, in the presence
of saturation these might not be the correct boundary conditions for DGLAP equations. As men-
tioned earlier the saturation regime is specified by the critical line, the saturation scaleQs(x)
which is a function ofx Bjorken and its value increases as the Bjorkenx decreases (or as we
go to yet higher energies). In that case it seems legitimate to ask, what is the behavior of the
DGLAP solutions when evolved from the saturation boundaryQ2 = Q2

s(x) rather then from the
fixed scaleQ2 = Q2

0. To answer this question we imposed [140] the boundary condition for
the gluon density at the saturation scaleQ2 = Q2

s which possesses the scaling property namely
αs
2πxg(x,Q

2 = Q2
s(x)) = αs

2π r
0x−λ (in the fixed coupling case). The solution for the gluon den-

sity at smallx (at fixed coupling) which can be derived from solving the DGLAP equations with
this boundary is given by

αs

2π
xg(x,Q2)

Q2
∼ αs

2π

(
Q2

Q2
s(x)

)(αs/2π)γgg(ω0)−1

(29)

whereγgg is the gluon-gluon DGLAP anomalous dimension. This solution clearly has the geo-
metrical scaling property as it is only a function ofQ2/Q2

s(x). It is interesting to note that there
exists a critical value of the exponentλ of the saturation scale which determines the existence of
scaling. For example in the double leading logarithmic approximation the scaling is present for
rather large values of the exponentλ ≥ 4αsπ/3 whereas there is no scaling for smaller values of
λ. The formula shown above is however only approximate, as in the derivation we included only
the leading behavior which should be dominant at asymptotically small values ofx. At any finite
value ofx the scaling will be mildly violated by the nonleading terms.We checked numerically
that this is indeed the case, though the violation was very small. This analysis was extended for
the case of the more realistic DGLAP evolution with the running coupling. As expected the pres-
ence of the scale violation due to the running coupling will lead to the violation of the scaling. In
this case the geometric scaling is only approximate with thesolution for the gluon density given
by

αs(Q2)
2π

xg(x,Q2)
Q2

∼ Q2
s(x)
Q2

[
1 +

αs(Q2
s(x))

2πb
ln[Q2/Q2

s(x)]
]bγgg(λ)−1

,

with b being the beta function of the QCD running coupling. The scaling here is present provided
we haveαs(Qs(x)) ln[Q2/Q2

s(x)]/(2πb) ≪ 1. Thus the geometric scaling violating term can be
factored out.

In summary, this analysis shows that the geometric scaling property can be build into
the DGLAP initial conditions, and that the solution to the linear evolution equation which do
not include the parton saturation effects can preserve the scaling even in the regime of highQ2

values, outside the saturation region.

3.5 Geometric scaling from DGLAP evolution11

From the DGLAP point of view there is another possible explanation for geometric scaling:
the scaling behaviour can be generated by the evolution itself, rather than being a preserved
boundary condition. In fact, it is possible to show [141] both analytically and numerically that in

11Contributing author: F. Caola
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Fig. 18: Scaling plot withx < 0.1. For the theoretical DGLAP curve, only points withQ2 > 1 GeV2 were kept.

Curves are offset for clarity.

the relevant HERA region approximate geometric scaling is afeature of the DGLAP evolution.
In order to see this, one has first to rewrite the DGLAP solution as a function oft−λ(t, x) log 1/x
(“fixed-coupling scaling”) ort − λ(t, x)

√
log 1/x (“running-coupling scaling”)12 . Then from

the explicit form of the DGLAP solution it follows that in therelevant kinematic regionλ(t, x) is
approximatively constant, leading toσDGLAP (t, x) ≈ σDGLAP (t− ts(x)). Hence approximate
geometric scaling in the HERA region is a feature of the DGLAPevolution. Interestingly enough,
this DGLAP-generated geometric scaling is expected to holdalso at largeQ2 and relatively large
x (say x ∼< 0.1), in contrast with the saturation-based geometric scalingwhich should be a
smallx, small (or at least moderate)Q2 effect.

In order to make more quantitative statements, one can use the quality factor method in-
troduced in Sec. 3.2. As a starting point, one can consider the leading-order smallx DGLAP
evolution of a flat boundary condition. At the level of accuracy of geometric scaling, this approx-
imation should be accurate enough in a wide kinematic region, sayQ2 >∼ 10 GeV2, x ∼< 0.1 at
HERA. Now, a quality-factor analysis shows that in this region the leading-order smallxDGLAP
solution has an excellent scaling behaviour, even better than the scaling behaviour observed in
HERA data. Also the DGLAP predictions for the geometric slope λ perfectly agree with the
phenomenological values: from the DGLAP solution we obtainλDGLAP

fix = 0.32± 0.05 (”fixed-

coupling” scaling) andλDGLAP
run = 1.66 ± 0.34 (”running-coupling” scaling), to be compared

with λexp
fix = 0.32 ± 0.06, λexp

run = 1.62 ± 0.25. Moreover, data exhibit geometric scaling also
for largerx, largerQ2 (sayx ∼< 0.1 at HERA), as predicted by the DGLAP evolution. All
these results are summarized in Fig. 18, where we plot the theoretical and phenomenological13

reduced cross sections in function of the ”fixed-coupling” scaling variableln τ = t − λ ln 1/x,
with λ = 0.32, in the HERA region with the cutx < 0.1. An analogous plot can be obtained
for the ”running-coupling” scaling [141]. We interpret these results as striking evidence that for

12The labels “fixed-coupling” or “running-coupling” are herea bit misleading. In fact, all the results shown here are
obtained with the full running-coupling DGLAP solution. Wekept this notation only for comparison with saturation-
based approaches.

13In fact, in order to make a more flexible analysis, we didn’t use the actual HERA data but a neural network
interpolation of world DIS data [142]. As long as one stays inthe HERA region the output of the net is totally
reliable.

THEORETICAL ISSUES

HERA and the LHC 39



Q2 > 10 GeV2 the geometric scaling seen at HERA is generated by the DGLAP evolution itself,
without need of a peculiar saturation ansatz or of a suitablescaling boundary condition.

ForQ2 < 10 GeV2 the leading-order DGLAP solution exhibits violations of geometric
scaling at smallx. However, in this region any fixed-order DGLAP calculation fails because
it does not resum smallx logarithms. If one consider the DGLAP evolution at the resummed
level, geometric scaling reappears quite naturally, both in the ”fixed-coupling” and ”running-
coupling” forms [141]. Hence, smallx resummation extends the region where geometric scaling
is expected to values ofQ2 lower than 10 GeV2. However at lowQ2 sizeable higher twist and
non perturbative effects can spoil the universal behaviourof the DGLAP solution. In this region
hence the HERA scaling could still be generated by some DGLAPevolution, but, differently
from theQ2 > 10 GeV2 region, here there is no strong evidence that this is in fact the case.

3.6 Saturation model and higher twists14

The QCD description of hard scattering processes within theOperator Product Expansion (OPE)
approach leads to the twist expansion of matrix elements of process-dependent composite op-
erators. Contributions of emerging local operators with the increasing twists,τ , are suppressed
by increasing inverse powers of the hard scale,Q2. In DIS, at the lowest order (i.e. when the
anomalous dimensions vanish), the twist-τ contribution to the DIS cross section scales asQ−τ .
Therefore, at sufficiently largeQ2 it is justified to neglect higher twist effects, and retain only the
leading twist-2 contribution. This leads to the standard collinear factorisation approach with uni-
versal parton density functions evolving according to the DGLAP evolution equation. It should
be kept in mind, however, that the higher twist effects do notvanish completely and that they
introduce corrections to theoretical predictions based onthe DGLAP approach. Thus, the higher
twist corrections may affect the determination of parton density functions. The importance of
these corrections depends on the level of precision required and on the kinematic domain. In
particular, in the region of very smallx the higher twist effects are expected to be enhanced, so
that they may become significant at moderateQ2. Thus, it should be useful to obtain reliable
estimates of higher twist effects at smallx. In this section we shall present higher twist cor-
rections toFT , FL andF2 structure functions following from the DGLAP improved saturation
model [143]. The results presented in this section have beenobtained in the course of an ongoing
study [144, 145]. The method applied to perform the twist decomposition of the DGLAP im-
proved saturation model is a generalisation of the Mellin space approach proposed in Ref. [146].

A rigorous QCD analysis of the higher twist contributions toDIS at high energies is a
complex task. So far it has been performed for theqq̄gg operators [147], but the evolution of
twist 4 purely gluonic operators has not been resolved, — even the proper complete basis of the
operators has not been found yet. The collinear evolution isknown at all twists, however, for
so calledquasi-partonic operators, for which the twist index is equal to the number of partons
in thet-channel [148]. Such operators should receive the strongest enhancement from the QCD
evolution. At the leading logarithmic approximation the collinear evolution of quasi-partonic
operators is relatively simple — it is given by pair-wise interactions between the partons in the
t-channel. The interactions are described by the non-forward DGLAP kernel [148]. Within this

14Contributing author: L. Motyka
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formalism, the evolution of four-gluon quasi-partonic operators was investigated in Ref. [149,
150] in the double logarithmic approximation. At smallx the scattering amplitudes are driven
by exchange of gluons in thet-channel, and the quark exchanges are suppressed by powers
of x. Thus we shall focus on the dominant contribution of the multi-gluon exchanges in the
t-channel. In the largeNc-limit, the dominant singularities of the four gluon operator are those
corresponding to states in which gluons get paired into colour singlet states. In other words,
the four-gluon operator evolves like a product of two independent gluon densities. In general,
for 1/Nc → 0, the2n-gluon (twist-2n) operator factorizes into the product ofn twist-2 gluon
densities. After suitable inclusion of the AGK cutting rules and the symmetry factors of1/n!,
one arrives at the eikonal picture ofn-ladder exchange between the probe and the target. This
is to be contrasted with the Balitsky-Kovchegov picture of Pomeron fan diagrams, which was
obtained as a result of resummation of the terms enhanced by powers of largeln(1/x) rather
than by powers oflnQ2.

The eikonal form of the multiple scattering was assumed in the saturation model proposed
by Golec-Biernat and Wüsthoff (GBW) [151,152]. The dipolecross-section given by Eq. 25 has
a natural interpretation in terms of a resummation of multiple scattering amplitudes. The scatters
are assumed to be independent of each other, and the contribution ofn scatterings is proportional
to [r2/R2

0(x)]
n . The connection of the saturation model to the QCD evolutionof quasi-partonic

operators is further strengthened by the DGLAP improvementof the dipole cross section [143].
In the DGLAP improved saturation model the dipole cross section depends on the collinear gluon
density,

σ̂(x, r) = σ0

[
1− exp

(
− π2r2

Ncσ0
αs(µ2)xg(x, µ2)

)]
, (30)

where the scaleµ2 depends on the dipole size,µ2 = C/r2 for C/r2 > µ2
0, andµ2 = µ2

0 for
C/r2 < µ2

0. The gluon density applied has been obtained from the LO DGLAP evolution with-
out quarks, with the input assumed at the scaleµ2

0
15. Clearly, in Eq. (30) one sees an exact

matching between the power ofr2 and the power ofxg(x, µ2) suggesting a correspondence be-
tween the term∼ [r2αs(µ2)xg(x, µ2)]n in the expansion of̂σ(x, r) and the twist-2n contribution
to the dipole cross section. Thus, we expect that the saturation model approximately represents
higher twist contributions in the deep inelastic scattering generated by the gluonic quasi-partonic
operators.

The twist analysis of the DIS cross-section must include a treatment of the quark box that
mediates the coupling of the virtual photon,γ∗, to thet-channel gluons. In the dipole model
the γ∗g → qq̄ amplitude, computed within QCD, is Fourier transformed (w.r.t. the transverse
momentum of the quark) to the coordinate representation andappears as the photon wave func-
tion, compare Eq. (25). In more detail, one uses theγ∗g amplitude computed within thekT -
factorisation framework. This amplitude receives contributions from all twists. The twist struc-
ture of the quark box is transparent in the space of Mellin moments, and the same is true for the
dipole cross-section. Thus we define,

H̃T,L(γ,Q2) =
∫ 1

0
dz

∫ ∞

0
dr2 r2

∣∣ΨT,L(r, z,Q2)
∣∣2 r2(γ−1) , (31)

15In the original DGLAP-improved model [143] a different definition of the scale was adopted,µ2 = C/r2 + µ2
0,

but this choice is less convenient for the QCD analysis.
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˜̂σ(x, γ) =
∫ ∞

0
dr2 σ̂(x, r2) r2(γ−1) . (32)

It then follows from the Parsival formula that,

σT,L(x,Q2) =
∫

C

dγ

2πi
H̃T,L(−γ,Q2) ˜̂σ(x, γ). (33)

For the massless quark case one hasH̃T,L(γ,Q2) = H̃T,L(γ)Q−2γ . The contour of integration,
C, in Eq. 33 belongs to the fundamental Mellin strip,−1 < Re γ < 0.

In order to obtain the twist expansion ofσ, one extends the contourC in the complexγ-
plane into a contourC′ closed from the left-hand side. The Mellin integral in Eq. 33may be
then decomposed into contributions coming from singularities of H̃T,L(−γ,Q2) ˜̂σ(x, γ). The
function H̃T (−γ) (H̃L(−γ)) has simple poles at all negative integer values ofγ, except ofγ =
−2 (γ = −1), whereH̃T (H̃L) is regular. The singularity structure of the dipole cross section,
˜̂σ(γ), depends on the specific form ofσ̂(x, r2). Forσ̂(x, r2) used in the GBW model, thễσ(x, γ)
has simple poles at all negative integersγ’s. For the DGLAP improved form of̂σ given by (31),
˜̂σ(x, γ) has cut singularities that extend to the left fromγ = k wherek = −1,−2, etc. The
leading behaviour of̂̃σ around a branch point atγ = k is given by∼ (γ − k)p(k), where the
exponentp(k) is generated by the DGLAP evolution. As the cuts extend to theleft from the
branch points, the dominant contribution to the cross section at the given twist comes from the
vicinity of the corresponding branch point.

The singularity structure of the quark box partH̃T,L(γ) plays the crucial role in under-
standing the strength of the subleading twist effects. To see that one expands̃HT,L(γ) around the
singular points,γ = 1 andγ = 2 (recall that the argument of̃HT,L is−γ in the Parsival formula
(33)):

H̃T (γ) =
a

(2)
T

γ − 1
+ b

(2)
T +O(γ − 1), HL(γ) = b

(2)
L +O(γ − 1), (34)

for twist-2, and

H̃T (γ) = b
(4)
T +O(γ − 2), HL(γ) =

a
(4)
L

γ − 2
+ b

(4)
L +O(γ − 2), (35)

for twist-4. The singular1/(γ − 1) and1/(γ − 2) terms in (34) and (35) generate an additional
enhancement,∼ ln(Q2), of the corresponding twist-2 and twist-4 contributions tothe DIS cross-

section. The constant pieces, proportional tob
(2)
T,L andb(4)T,L, produce no new logarithms (thus

they are interpreted as the next-to-leading order (NLO) QCDcorrections) and the higher terms in
the Laurent expansion give yet higher orders in the perturbative expansion of theg → q splitting
functions and to the coefficient functions. We summarize this discussion by displaying below the
most leading contributions toσT,L at twist-2 (σ(2)

T,L) and at twist-4 (σ(4)
T,L) obtained in the DGLAP

improved saturation model:

σ
(2)
T ∼ a

(2)
T

Q2

∫ Q2

µ2
0

dQ′2

Q′2 αs(Q′2)xg(x,Q′2) , σ
(2)
L ∼ b

(2)
L

Q2
αs(Q2)xg(x,Q2) , (36)
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for twist-2, and

σ
(4)
T ∼ b

(4)
T

Q4
[αs(Q2)xg(x,Q2)]2 , σ

(4)
L ∼ a

(4)
L

Q4

∫ Q2

µ2
0

dQ′2

Q′2 [αs(Q′2)xg(x,Q′2)]2 , (37)

for twist-4. These results imply that the the relative twist-4 correction toFT is strongly sup-
pressed w.r.t. the twist-2 contribution, as the subleadingtwist-4 term inFT appears only at the
NLO. On the contrary, forFL, the leading twist term enters only at the NLO, and the the twist-4
correction enters at the leading order. So, the relative twist-4 effects inFL are expected to be
enhanced. Note, that both in the case ofFT andFL the twist-4 effects are enhanced w.r.t. the
twist-2 contribution by an additional power of the gluon density, xg(x,Q2). For the structure
function F2 = FT + FL we expect small relative corrections from the higher twistsbecause
of the opposite sign of coefficientsa(4)

L andb(4)T , that leads to cancellations between the twist-4
contributions fromFT andFL at moderateQ2. These conclusions about the importance of the
higher twist corrections are expected to be quite general, because they follow directly from the
twist structure of the quark box and do not depend on the detailed form of the twist-4 gluon
distribution.
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Fig. 19: The ratio of twist-4 to twist-2 compo-

nents ofFT , FL andF2 at x = 3 · 10−4 in

the GBW model (continuous lines) and in the

DGLAP improved saturation model (dashed

lines).

We performed [144, 145] an explicit numerical
evaluation of the twist-4 corrections toFT , FL andF2

in the DGLAP improved saturation model, and com-
pared the results to results obtained [146] within the
GBW model without the DGLAP evolution. The pa-
rameters of the DGLAP model were fitted to describe
all F2 data at smallx. In the model we took into ac-
count three massless quark flavours and the massive
charm quark. The twist analysis, however, has been,
so far, performed only for the massless quark contribu-
tion. The obtained relative twist-4 corrections toFT ,
FL andF2 are displayed in Fig. 3.6, as a function of
Q2, for x = 3 · 10−4. The continuous curves corre-
spond to the GBW model [146], and the dashed ones
have been obtained [144,145] in the DGLAP improved
saturation model. Although there are some quantitative
differences between the models, the qualitative picture
is quite consistent and confirms the results of the an-
alytic analysis outlined above. Thus, the higher twist
corrections are strongest inFL, and much weaker in
FT . In F2 there occurs a rather fine cancellation be-

tween the twist-4 contributions toFT andFL, at allQ2, down to 1 GeV2. Although an effect
of this kind was expected, it still remains somewhat surprising that this cancellation works so
well. We estimate that, forx = 3 · 10−4, the twist-4 relative correction toF2 is 2 –4% at
Q2 = 10 GeV2, and smaller than 10% for allQ2 down to 1 GeV2. ForFL, the relative correction
is∼ 20% atQ2 = 10 GeV2, and strongly increases with the decreasing scale, reaching ∼ 50%
atQ2 = 1 GeV2. It implies that the determination of parton densities fromtwist-2 F2 data is
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safe even at smallx and moderateQ2. On the other handFL at smallx may provide a sensitive
probe of higher twist effects and parton saturation.

3.7 Conclusions

There are many possible explanations for the scaling properties of HERA data, some of them
based on saturation effects and some others based on pure linear evolution. In order to separate
between these different explanations, it is fundamental tospecify a kinematic window.

In particular, for large enoughQ2 and not too smallx (sayQ2 >∼ 10 GeV2 in the HERA
region) the observed geometric scaling is determined by theDGLAP evolution, irrespective of
the boundary condition. For smaller values ofQ2, the evolution of parton densities is still lin-
ear, but is sensitive to a boundary condition. In an evolution toward smallerx, like BFKL, this
boundary condition is dynamically generated by saturation, and it leads to the geometric scaling
window. It is possible to take these effects into account also in aQ2 evolution, like DGLAP, by
imposing as initial condition the same boundary condition.We have seen that, in this case, even
the LO DGLAP equation is able to propagate geometric scalingtowards largerQ2. In that do-
main, although geometric scaling may arise as saturation effect, the evolution is still linear, and
thus compatible with standard PDFs analysis. However, at yet lowerQ2 andx standard linear
evolution is no longer reliable. In particular, forQ2 smaller than ax dependent saturation scale
Qs(x), the evolution of parton densities becomes fully nonlinear, and this spoils the actual deter-
mination of the PDFs. Results from inclusive diffraction and vector meson exclusive production
at HERA, and from dA collisions at RHIC all suggest that in thekinematic accessiblex region
Qs ∼ 1− 2 GeV.

In conclusion, we can say that for large enoughQ2 >∼ 10 GeV2 geometric scaling is fully
compatible with linear DGLAP evolution. For smallerQ2 the situation becomes more involved.
ForQ2 >∼ 5 GeV2 the HERA scaling is still compatible with DGLAP, maybe with some small
x resummation or some suitable boundary condition. However,other effects may be relevant in
this region. For yet lowerQ2 andx the linear theory becomes unreliable and saturation could
be the right explanation for geometric scaling. Unfortunately at HERA we have too few data
for a definitive explanation of geometric scaling in the verysmallx region, since many different
approaches lead approximatively to the same results and it is very difficult to separate among
them. For example, in the lowx region both saturation and perturbative resummations leadto
a decrease of the gluon and to geometric scaling. At the LHC, where higher center-of-mass
energy is available, thex region is significantly extended down to very small values. Especially
in the fragmentation region the typical values ofx which can be probed can reach down to10−6

for partons with transverse momenta of about few GeV. This fact combined with the very wide
rapidity coverage of the main LHC detectors opens up a completely new window for the study of
parton saturation, and its relations with geometric scaling and linear evolution will possibly be
clarified.
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Benchmarking of parton distributions and their uncertaint ies

R. D. Ball, L. Del Debbio, J. Feltesse, S. Forte, A. Glazov, A.Guffanti, J. I. Latorre, A. Piccione,
V. Radescu, J. Rojo, R. S. Thorne, M. Ubiali, G. Watt

1 Introduction

The proper treatment of uncertainties associated to the fit of Parton Distribution Functions (PDF)
has become a subject of great interest in the last few years. Asimple way of understanding dif-
ferences between available approaches to parton fits is to fixsome hypothesis (say, experimental
data, QCD parameters, input parameterizations, error treatment), and check what is the effect
of the remaining assumptions. Such studies were previouslydone in the framework of the first
HERA–LHC workshop [1].

In the following we will discuss three benchmark fits. The first one is presented in Sect. 2.
It is based on the H12000 parton fit [2], and it compares a new version of this fit, in which
uncertainty bands are determined [3, 4] using a Monte Carlo method, to the reference fit, where
uncertainty bands are obtained using the standard Hessian method. The main motivation of this
benchmark is to study the impact of possible non-Gaussian behaviour of the data and, more
generally, the dependence on the error treatment.

The second benchmark is presented in Sect. 3. It is based on the study performed by
S. Alekhin and R. Thorne in Ref. [1], which compared the fits bytheir respective groups to a
common reduced set of data with common assumptions, and alsoto their respective reference
(global) fits. This comparison is extended here in two ways. First, the comparison is extended
to include an NNPDF fit to the same reduced set of data with the same assumptions, and the
NNPDF1.0 reference fit [5]. Second, results are also compared to a fit based on the recent
MSTW 2008 [6, 7] analysis. As in the Thorne benchmark fit, thisuses slightly different data
sets and assumptions; it is furthermore modified to use the same input parameterization and
improved treatment of uncertainties as MSTW. The main purpose of these comparisons is to
answer the questions (a) to which extent fit results from various groups obtained using different
methodologies still differ from each other when common or similar assumptions and a common
or similar reduced dataset are used and (b) how the fits to the reduced dataset by each group
compare to the fit to the full dataset.

The third benchmark, discussed in Sect. 4, is a further elaboration on the benchmark pre-
sented in Sect. 2, extended to include the NNPDF fit, which also uses a Monte Carlo approach.
The main purpose of this benchmark is to compare two fits (H1 and NNPDF) which have the
same error treatment but different parton parameterizations. The inclusion in this benchmark of
the NNPDF fit is also interesting because it allows a comparison of a fit based on a very consis-
tent set of data coming from the H1 collaboration only, to fitswhich include all DIS data sets,
which are less compatible than the H1 sets alone.

1.1 Settings for the H1 benchmark

This analysis is based on all the DIS inclusive data by the H1 collaboration from the HERA-I
run. A kinematic cut ofQ2 > 3.5 GeV2 is applied to avoid any higher twist effect. The data
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points used in the analysis are summarized in Table 1 and Fig.1.

Data Set Data points Observable Ref.
H197mb 35 σ̃NC,+ [8]
H197lowQ2 80 σ̃NC,+ [8]
H197NC 130 σ̃NC,+ [9]
H197CC 25 σ̃CC,+ [9]
H199NC 126 σ̃NC,− [10]
H199CC 28 σ̃CC,− [10]
H199NChy 13 σ̃NC,− [10]
H100NC 147 σ̃NC,+ [2]
H100CC 28 σ̃CC,+ [2]
Total 612

Table 1: Data points used in the H1 benchmark after kinematiccuts ofQ2 > 3.5 GeV2.

x
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Fig. 1: The data used in the H1 benchmark and in the NNPDF reference fit.

The theoretical assumptions are:

• NLO perturbative QCD in theMS renormalization and factorization scheme;

• zero-mass variable flavour number scheme with quark massesmc = 1.4 GeV andmb =
4.5 GeV;

• the strong coupling fixed toαs(MZ) = 0.1185;

• momentum and valence sum rules enforced;

• starting scale for the evolution atQ2
0 = 4 GeV2;

• strange contribution fixed as

s(x,Q2
0) = s̄(x,Q2

0) = fsD̄(x,Q2
0) =

fs

1− fs
d̄(x,Q2

0), (1)
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with U = u + c andD = d + s + b and withfs = 0.33;

• charm contribution fixed as

c(x,Q2
0) = c̄(x,Q2

0) = fcŪ(x,Q2
0) =

fc

1− fc
ū(x,Q2

0), (2)

with fc = 0.15;

• five independent PDFs: gluon andU , D, Ū , D̄ (see definition above);

• iterated solution for evolution (see, e.g. [11], Sect. 1.3).

Both the H1 and NNPDF methodologies are based on

• Monte Carlo method to determine uncertainties. This methodwill be discussed in detail in
Sect. 2.2 below.

They differ in the way PDFs are parameterized:

• H1 parameterizes PDFs as

xg(x,Q2
0) = Agx

Bg (1− x)Cg [1 + Dgx] ,
xU(x,Q2

0) = AUxBU (1− x)CU [1 + DUx + FUx3] ,
xD(x,Q2

0) = ADxBD(1− x)CD [1 + DDx] , (3)

xŪ(x,Q2
0) = AŪxBŪ (1− x)CŪ ,

xD̄(x,Q2
0) = AŪxBD̄(1− x)CD̄ ,

(4)

which yields 10 free parameters after sum rules are imposed;

• NNPDF parameterizes PDFs with a 2-5-3-1 neural network, which implies 185 free pa-
rameters to be fitted.

Because of the large number of parameters, the minimum of theNNPDF fit is determined using
the stopping criterion discussed in Sect. 3.2 below, while the minimum of the H1 fit is determined
as the standard minimumχ2 (or maximum likelihood) point of parameter space.

1.2 Settings for the HERA–LHC benchmark

This benchmark was first presented in Ref. [1], where its settings were defined. In order to have
a conservative ensemble of experimental data and observables, only structure function DIS data
are used. Large kinematic cuts are applied to avoid any higher twist effect. The data points used
in the Alekhin analysis are summarized in Table 2 and Fig. 2.

The theoretical assumptions are:

• NLO perturbative QCD in theMS renormalization and factorization scheme;

• zero-mass variable flavour number scheme with quark massesmc = 1.5 GeV andmb =
4.5 GeV;

• αs(MZ) fitted: the best-fit values are0.1110 ± 0.0012 (Alekhin) and0.1132 ± 0.0015
(Thorne);

• momentum and valence sum rules imposed;
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Data Set Data points Observable Ref.
ZEUS97 206 F p

2 [12]
H1lowx97 77 F p

2 [8]
NMC 95 F p

2 [13]
NMC pd 73 F d

2 /F p
2 [14]

BCDMS 322 F p
2 [15]

Total 773

Table 2: Data points used in the HERA–LHC benchmark after kinematic cuts ofQ2 > 9 GeV2 andW 2 > 15 GeV2

are applied.
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Fig. 2: The data used in the HERA–LHC benchmark and in the NNPDF reference fit.

• starting scale for evolutionQ2
0 = 1 GeV2;

• four independent input PDFs (u andd valence, the sea and the gluon);

• no light sea asymmetry:̄u = d̄;

• no independent strange PDF:

s(x,Q2
0) + s̄(x,Q2

0) = 0.5(ū(x,Q2
0) + d̄(x,Q2

0)) ; (5)

• iterated solution of evolution equations;
The NNPDF analysis presented here is based on the same data set and theoretical assump-

tions, the only difference being that the strong coupling isfixed to αs(MZ) = 0.112, i.e. the
average of the fitted values of S. Alekhin and R. Thorne.

The Thorne benchmark used somewhat different data sets and assumptions. Namely:
• A somewhat different dataset is used, as displayed in Table 3. This differs from the dataset

of Table 2 and Figure 2 because the NMC and BCDMS fixed-target data onF p
2 used are

averaged over different beam energies, and also, HERA reduced cross sections rather than
structure function data are used, resulting in an additional nine H1 points. Note that the
Thorne benchmark in Ref. [1] also included theF d

2 BCDMS deuterium data.
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Data Set Data points Observable Ref.
ZEUS97 206 σ̃NC,+ [12]
H1lowx97 86 σ̃NC,+ [8]
NMC 67 F p

2 [13]
NMC pd 73 F d

2 /F p
2 [14]

BCDMS 157 F p
2 [15]

Total 589

Table 3: Data points used in the MSTW benchmark fit after kinematic cuts ofQ2 > 9 GeV2 andW 2 > 15 GeV2

are applied.

• All correlations between systematics are neglected, and statistical and systematic errors
are added in quadrature.

• Normalizations of individual data sets are fitted with a rescaling of uncertainties to avoid
systematic bias.

• TheF d
2 /F p

2 data are corrected for nuclear shadowing effects [16].
The MSTW analysis presented here makes the same choices as the Thorne benchmark, but

with αs(MZ) = 0.112, and additionally
• a global correction of−3.4% is applied to the luminosity of the published H1 MB 97

data [8] following a luminosity reanalysis [17].

• a quartic penalty term in theχ2 definition is given to normalizations which deviate from
the central value.

2 Experimental Error Propagation1

2.1 Introduction

Standard error estimation of proton parton distribution functions (PDFs) relies on the assump-
tion that all errors follow Gaussian (or normal) statistics. However, this assumption may not
always be correct. Some systematic uncertainties such as luminosity and detector acceptance
follow rather a log-normal distribution (see Section [18]). Compared to the Gaussian case, the
lognormal distribution which has the same mean and root meansquare (RMS), is asymmetric and
has a shifted peak, as shown illustratively in Figure 3. Therefore, the non-Gaussian behaviour
of the experimental uncertainties could lead to an additional uncertainty of the resulting PDFs.
An alternative to the standard error propagation is a toy Monte Carlo (MC) method. Here, an
implementation of the MC method is presented for estimationof the PDF uncertainties with var-
ious assumptions for the error distribution. In addition, this MC method provides an independent
cross check of the standard error propagation when assumingthe Gaussian error distributions.

2.2 Method

The Monte Carlo technique consists firstly in preparing replicas of the initial data sets which have
the central value of the cross sections,σi, fluctuating within its systematic and statistical uncer-

1Contributing authors: J. Feltesse, A. Glazov, V. Radescu
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Fig. 3: Comparison of the lognormal (black, darker hatching) and Gaussian (red, lighter hatching) probability dis-

tributions. The distributions are shown with mean equal to one, and two different choices for the RMS (for both

distribution):σ = 0.2 (top) andσ = 0.5 .

tainties taking into account all point to point correlations. Various assumptions can be considered
for the error distributions. When dealing with the statistical and point to point uncorrelated errors,
one could allow each data point to randomly fluctuate within its uncorrelated uncertainty assum-
ing either Gauss, lognormal, or any other desired form of theerror distribution. For example, for
Gaussian errors

σi −→ σi (1 + δuncorr
i ·Ri) , (6)

whereδuncorr
i corresponds to the uncorrelated uncertainties andRi is a random number chosen

from a normal distribution with a mean of0 and a standard deviation of1. Hence, the central
value of each cross section pointi is shifted byδuncorr

i ·Ri.

For the systematic errors, the treatment is a bit more complicated than above. This is due
to the correlation between data points and that, in general,the data points are sensitive to the
systematic sources with a different strengthδij, where indexi (j) runs over all the cross section
points (all systematic sources). In order to take this into account, for each systematic source
j a uniformly distributedfluctuation probabilityPj is selected. Then, for each data pointi the
central value of cross section is shifted such that probability of this shift, which depends on
δij and the exact form of the probability distribution function, is equalPj (for positiveδij) or
(1− Pj) (for negativeδij). In other words, each central value of the cross section is shifted with
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the same probability of the corresponding systematic shift. For example for the Gaussian errors,
this procedure is equivalent to

σi −→ σi


1 + δuncorr

i ·Ri +
Nsys∑

j

δcorr
ij ·Rj


 , (7)

where in addition to the shifts for the uncorrelated errors previously explained,Rj corresponds to
another random number chosen from a normal distribution with mean of0 and standard deviation
of 1 as a fluctuation for the systematic sourcej. Hence, the central values of the cross sections
are shifted in addition byδcorr

ij ·Rj for each systematic shift.

This preparation of the data is repeated forN times, where high statistics is desirable for
more accurate results. For this study we usedN > 100 which proved to suffice. For each replica,
a next to leading order (NLO) QCD fit is performed to extract the PDFs. The errors on the PDFs
are estimated from the RMS of the spread of theN lines corresponding to theN individual fits
to extract PDF.

A fit to the published H1 HERA-I data of neutral and charged currente±p scattering cross
sections [2] using the settings discussed in Sect. 1.1 has been performed, using the QCDNUM
program [19].

2.3 Validation of the Method

The MC method is tested by comparing the standard error estimation of the PDF uncertainties
with the MC techniques by assuming that all the errors (statistical and systematic) follow Gaus-
sian (normal) distribution. Figure 4 shows good agreement between the methods.

2.4 Test of various assumptions for the error distributions

Two cases are considered which may represent most likely theerror distributions: (1) the log-
normal distribution for the luminosity uncertainty and therest of the errors are set to follow the
Gauss shape, (2) the lognormal distributions for all the systematic errors and the statistical errors
are set to follow the Gauss distributions. The results for the first case (1) are shown in Figure 5.
The results of the tests for the case when lognormal distributions for all the systematic uncer-
tainties are assumed is shown in Figure 5. We observe that forthe precise H1 HERA-1 data
the effect of using lognormal distribution, which is considered for some systematic uncertainties
more physical, is similar to the pure gauss distribution case.

2.5 Conclusions

A simple method to estimate PDF uncertainties has been builtwithin QCD Fit framework. As-
suming only gauss distribution of all errors, the results agree well with the standard error esti-
mation. This method allows to check the effect of non- gauss assumptions for distributions of
the experimental uncertainties. For the H1 data, results are similar to the gauss case when using
lognormal. The method could be extended for other physical variables (i.e. cross sections) for
cross checks with the standard error evaluation.
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Fig. 4: Comparison between the standard error calculationsand the Gauss error distribution is shown for the gluon

PDF. Green lines represent the spread of Monte Carlo generated allowances for the errors, and the red lines are the

RMS of this spread. The black lines correspond to the standard error calculations of the PDF errors.

3 HERA–LHC Benchmark

This benchmark is based on the Alekhin/Thorne benchmark of Ref. [1], whose settings has been
given in Sect. 1.2. Both the Alekhin and Thorne fits had the following features:

• uncertainties determined using the Hessian method with∆χ2 = 1;

• input PDFs are parameterized using the following functional form:

x fi(x,Q2
0) = Ai(1− x)bi(1 + ǫix

0.5 + γix)xai . (8)

with ǫi andγi set to zero for the sea and gluon distributions. Hence, therewere a total of
13 free PDF parameters plusαs(MZ) after imposing sum rules.

Here, we reanalyze it within the MSTW and NNPDF approaches. First, we summarize
the respective MSTW and NNPDF approaches, and especially their differences when compared
to the previous HERALHC benchmark fits of Ref. [1]. Then, results for benchmark fits obtained
with the various different approaches are compared to each other. Finally, we compare each
benchmark fit to its counterpart based on a wider range of data, i.e. the NNPDF1.0 [5] reference
and the MRST01 [20] and MSTW08 [6,7] PDFs.

3.1 MSTW approach 2

The benchmark analysis is now much more closely aligned to the global analysis than was the
case for the Thorne benchmark compared to the MRST global analysis. It follows the general

2Contributing authors: R. S. Thorne, G. Watt
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Fig. 5: Comparison between errors on PDFs obtained via standard error calculation (black) where Gauss assumption is

used, and errors obtained via Monte Carlo method (red) whereluminosity uncertainty is allowed to fluctuate according

to lognormal distributions and all the other uncertaintiesfollow the Gaussian distribution (left), and where all the

systematic uncertainties are allowed to fluctuate according to lognormal distributions (right). Only the gluon PDF is

shown, where the errors are larger. The green lines show the spread of theN individual fits.

approach taken by the MRST (or more recently, MSTW) group, and is similar to that described
in Ref. [20]. There are some new features which are explainedbelow.

- Input parameterization.We take the input PDF parameterization atQ2
0 = 1 GeV2 to be:

xuv(x,Q2
0) = Au xη1(1− x)η2(1 + ǫu

√
x + γu x) , (9)

xdv(x,Q2
0) = Ad xη3(1− x)η4(1 + ǫd

√
x + γd x) , (10)

xS(x,Q2
0) = AS xδS(1− x)ηS (1 + ǫS

√
x + γS x) , (11)

xg(x,Q2
0) = Ag xδg (1− x)ηg (1 + ǫg

√
x + γg x) + Ag′ xδg′ (1− x)ηg′ , (12)

whereS = 2(ū + d̄ + s̄), s = s̄ = 0.1S and d̄ = ū. The parametersAu, Ad andAg

are fixed by sum rules, leaving potentially 19 free parameters. In practice, to reduce the
number of highly correlated parameters, making linear error propagation unreliable, we
determine the central value of the benchmark fit by freeing all 19 parameters, then fix 6 of
those at the best-fit values when calculating the Hessian matrix used to determine the PDF
uncertainties, giving a total of 13 eigenvectors. This is the same procedure as used in the
MSTW 2008 global fit [6, 7], where there are an additional 3 free parameters associated
with d̄ − ū and an additional 4 free parameters associated with strangeness, giving a total
of 20 eigenvectors. Note that the parameterization used in the previous Alekhin/Thorne
benchmark fits was considerably more restrictive, where theǫS , γS , ǫg andγg parameters
were set to zero, and the second (negative) gluon term was omitted entirely. In addition,
ǫu was held fixed for the Thorne benchmark fit, leaving a total of 12 eigenvectors. We find
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that the more flexible gluon parameterization, allowing it to go negative at very smallx, is
very highly correlated with the value obtained forαs, and a value ofαs(MZ) = 0.105 is
obtained if it is allowed to go free at the same time as the other parameters, therefore we
instead choose to fix it atαs(MZ) = 0.112 as in the NNPDF benchmark fit.

- Error propagation. Apart from the more flexible input parameterization, the other ma-
jor difference in the new MSTW version of the HERA–LHC benchmark fit, with respect
to the previous Thorne (MRST) version, is the choice of tolerance,T =

√
∆χ2. The

MRST benchmark fit used the standard choiceT = 1 for one-sigma uncertainties. More
precisely, the distancet along each normalized eigenvector direction was taken to be1,
and ideal quadratic behaviour about the minimum was assumed, giving T ≈ t = 1. The
MRST global fit usedT =

√
50 for a 90% confidence level (C.L.) uncertainty band; how-

ever, this is not appropriate when fitting a smaller number ofdata sets. Recently, a new
procedure has been developed [6, 7] which enables adynamicdetermination of the toler-
ance for each eigenvector direction, by demanding that eachdata set must be described
within its one-sigma (or 90%) C.L. limits according to a hypothesis-testing criterion, after
rescaling theχ2 for each data set so that the value at the global minimum corresponds
to the most probable value. Application of this procedure tothe MSTW benchmark fit
givesT ∼ 3 for one-sigma uncertainties andT ∼ 5 for 90% C.L. uncertainties. For the
MSTW global fit, the typical values ofT required are slightly larger, with more variation
between different eigenvector directions. The increase inT in the global fit is mainly due
to the inclusion of some less compatible data sets, while thegreater variation inT between
eigenvectors is due to the fact that some parameters, particularly those associated withs
and s̄, are constrained by far fewer data sets than others. In the MSTW fits, the data set
normalizations are allowed to vary, with the aforementioned penalty term, when determin-
ing the PDF uncertainties. For global fits this automatically leads to a small increase in
uncertainty compared to the MRST determinations, where data set normalisations were
held fixed when calculating the Hessian matrix used for errorpropagation. In the MRST
benchmark fit the data set normalizations were allowed to vary. To calculate the uncertainty
bands from the eigenvector PDF sets, we use the formula for asymmetric errors given, for
example, in Eq. (13) of Ref. [20].

3.2 NNPDF approach3

The NNPDF approach was proposed in Ref. [21], and it was applied there and in Ref. [22] to
the parameterization of the structure functionF2(x,Q2) with only two or more experimental
data sets respectively. In Ref. [23] it was first used for the determination of a single PDF (the
isotriplet quark distribution), and in Ref. [5] a full set ofPDFs fit based on DIS data (NNPDF1.0)
was presented. Because the method has been discussed extensively in these references, here we
only summarize briefly its main features.

- Error propagation. We make a Monte Carlo sample of the probability distribution of the
experimental data by generating an ensemble ofN replicas of artificial data following a

3Contributing authors: R. D. Ball, L. Del Debbio, S. Forte, A.Guffanti, J. I. Latorre, A. Piccione, J. Rojo, M. Ubiali
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multi-gaussian distribution centered on each data point with full inclusion of the experi-
mental covariance matrix. Each replica is used to constructa set of PDFs, thereby prop-
agating the statistical properties of the data Monte Carlo sample to a final Monte Carlo
sample of PDFs. Here we shall takeN = 100. The method is the same as discussed in
Sect. 2.2, the only difference being the treatment of normalization errors: relative normal-
izations are fitted in the H1 approach, while they are included among the systematic errors
in the Monte Carlo data generation in the NNPDF approach (seeRefs. [2, 5] for details of
the respective procedures) .

- Input parameterization. Each PDF is parameterized with a functional form provided by
a neural network. The architecture for the neural network isthe same for all PDFs, and
yields a parameterization with 37 free parameters for each PDF. This is a very redundant
parameterization, it is chosen in order to avoid parameterization bias; neural networks are
a particularly convenient way of dealing with redundant parameterizations. Note that sum
rules are also imposed.

- Minimization. A redundant parameterization allows for fitting not only the underlying
physical behaviour, but also statistical noise. Therefore, the minimization is stopped not
at the absolute minimum of theχ2, but rather before one starts fitting noise. This optimal
stopping point is determined as follows: the data in each replica are randomly assigned
either to a training or to a validation set. The fit is performed on data of the training set
only, while the validation set is used as a monitor. The fit is stopped when the quality of
the fit to the training set keeps improving, but the quality ofthe fit to the validation set
deteriorates.

3.3 Comparison between the Benchmark Parton Distributions

Data Set χ2
bench/Ndata χ2

global/Ndata

ZEUS97 1.09 1.18
H1lowx97 1.03 1.00
NMC 1.40 1.45
NMC pd 1.24 1.32
BCDMS 1.21 1.98
Total 1.19 1.53

Table 4: NNPDFχ2 for the total and each single data set, both for the benchmarkand global fit.

Theχ2 per data point for the NNPDF and MSTW fits are shown in Table 4 and 5 respec-
tively. Note that in the MSTW fit statistical and systematic errors are added in quadrature, so
the quantity shown is the diagonal contribution to theχ2. The quality of the NNPDF is seen to
be uniformly good. The quality of the MSTW is also uniform, though it cannot be compared
directly because of the different way systematics are treated. The comparison of each benchmark
fit to the corresponding global fit will be discussed in Sect. 3.4 below.

In Fig. 6 the PDFs from the NNPDF and MSTW benchmark fits presented here are com-
pared to those by Thorne from Ref. [1] at the same reference scale ofQ2 = 20 GeV2 used there
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Data set χdiag
bench

2
/Ndata χdiag

global

2
/Ndata

ZEUS97 0.76 0.79
H1lowx97 0.53 0.54
NMC 1.08 1.11
NMC pd 0.78 0.89
BCDMS 0.74 1.13
Total 0.76 0.89

Table 5: MSTWχ2 for the total and each single data set, both for the benchmarkand global fit. Notice that statistical

and systematic errors are added in quadrature and that relative data set normalizations are fitted.

(denoted as MRST01 in the figure). The benchmark fit by Alekhin[1] is not shown as the PDFs
are very close to the those by Thorne displayed in Fig. 6.

For PDFs and kinematical regions where data are available, namely the small-x gluon and
sea quark and the large-x uv distributions, the central values of the NNPDF fit are quite close to
those of the MRST and MSTW fits, despite the differences in methodology. The central values
of the PDFs are slightly different for the MRST and MSTW benchmark fits due to the use of
BCDMS F d

2 data in the former, which affects mainly valence quarks. Where extrapolation is
needed, such as for thedv distribution, which is constrained only by the small amountof data
on the ratioF d

2 /F p
2 , or the large-x sea quark, central values are rather more different (though

the Alekhin/MRST/MSTW benchmark central values are withinthe NNPDF error band). The
exception is the smallest-x gluon, where the form of the MSTW parameterization results in a
very sharp turn-over. However, even here the uncertainty bands are close to overlapping.

Differences are sizeable in the estimation of uncertainties. Firstly, uncertainty bands for
NNPDF benchmark are significantly larger than for the MSTW benchmark, which in turn are in
general somewhat larger than those for the MRST benchmark. The difference between MRST
and MSTW, which are based on similar methodology, is due to use of a dynamic tolerance and
a more flexible gluon parameterization in MSTW (see Sect. 3.1). Secondly, the width of the
uncertainty band for NNPDF benchmark varies rather more than that of the MRST benchmark
according to the PDF and the kinematic region, though this isnot quite so much the case com-
paring to MSTW benchmark. Indeed, the NNPDF uncertainties are quite small in the region
betweenx = 0.01 andx = 0.1 (where there is the bulk of HERA and fixed-target data), while
they blow up in the large-x region for the sea quark or the small-x gluon, where there is less or
no experimental information. The smallness of the uncertainty band for MSTW for the small-x
valence quarks may be partially due to the lack of flexibilityin the parameterization: note that
because of sum rules, the size of uncertainties in the data and extrapolation region are correlated.

Finally, the MRST/MSTW central value generally falls within the NNPDF uncertainty
band, but the NNPDF central value tends to fall outside the MRST/MSTW uncertainty band
whenever the central values differ significantly.
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Fig. 6: Comparison of the NNPDF, MRST and MSTW benchmark fits for the gluon,d-sea,u-valence andd-valence

atQ2 = 20 GeV2. All uncertainties shown correspond to one–σ bands.

3.4 Comparison of the Benchmark Parton Distributions and Global Fits

In Fig. 7 we compare the NNPDF benchmark fit to the NNPDF1.0 reference fit of Ref. [5]
(NNPDF global, henceforth), while in Fig. 8 we compare the MSTW benchmark fit to the
MRST01 [20] (MRST global, henceforth) and MSTW08 [6,7] global fits (MSTW global, hence-
forth).

Theχ2 of the NNPDF benchmark and global fits are compared in Table 4,while those of
the MSTW benchmark and global fits are compared in Table 5. Note that for the NNPDF fits
the χ2 is computed using the full covariance matrix, while for the MSTW fits systematic and
statistical uncertainties are added in quadrature. Note also that the MRST and MSTW global fits
are carried out in a general-mass variable flavour number scheme rather than the zero-mass vari-
able flavour number scheme used in the corresponding benchmark fits, whereas for NNPDF both
global and benchmark fits are done with a zero-mass variable flavour number scheme. Com-
parison of the quality of each benchmark to the corresponding global fit to the same points in
Table 5 shows a significant deterioration in the quality of the fit (total∆χ2 ≫ 1), especially for

BENCHMARKING OF PARTON DISTRIBUTIONS AND THEIR UNCERTAINTIES

HERA and the LHC 65



x
-410 -310 -210 -110 1

)2
 =

 2
0 

G
eV

2
x 

g
 (

x,
 Q

0

5

10

15

20

25

30

35

NNPDF_bench_H-L

NNPDF1.0

x
-410 -310 -210 -110 1

)2
 =

 2
0 

G
eV

2
 (

x,
 Q

d
x 

-0.2

0

0.2

0.4

0.6

0.8

1

1.2

NNPDF_bench_H-L

NNPDF1.0

x
-410 -310 -210 -110 1

)2
 =

 2
0 

G
eV

2
 (

x,
 Q

V
x 

u

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8 NNPDF_bench_H-L

NNPDF1.0

x
-410 -310 -210 -110 1

)2
 =

 2
0 

G
eV

2
 (

x,
 Q

V
x 

d

0

0.1

0.2

0.3

0.4

0.5 NNPDF_bench_H-L

NNPDF1.0

Fig. 7: Comparison of the NNPDF benchmark and reference fits for the gluon,d-sea,u-valence andd-valence at

Q2 = 20 GeV2.

the BCDMSF p
2 data. All fits appear to be acceptable for all data sets: for instance, even though

theχ2 of the NNPDF global fit for the benchmark subset of data is1.98, it is equal to1.59 [5]
for the full BCDMS set of data. However, the increase inχ2 suggests that there might be data
inconsistencies.

Let us now compare each pair of benchmark and global fits. For NNPDF, the difference in
central value between benchmark and reference is comparable to that found between the MRST
or Alekhin global fits and their benchmark counterparts in Ref. [1]. However, the NNPDF global
and benchmark fits remain compatible within their respective error bands. Indeed, the NNPDF
benchmark fit has a rather larger error band than the reference, as one would expect from a fit
based on a rather smaller set of (compatible) data. Such a behaviour was however not observed
in the comparison between global and benchmark MRST and Alekhin fits of Ref. [1].

It is interesting to observe that the gluon shape at lowx of the benchmark and global
NNPDF disagree at the oneσ level (though they agree at twoσ). This can be understood as a
consequence of the fact that the value ofαs in the two fits is sizably different (αs = 0.112 vs.
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Fig. 8: Comparison of the MSTW benchmark and MRST/MSTW global fits for the gluon,d-sea,u-valence and

d-valence atQ2 = 20 GeV2. All uncertainties shown correspond to one–σ bands.

αs = 0.119). Theoretical uncertainties related to the value ofαs were shown in Ref. [5] to be
negligible and thus not included in the NNPDF error band, butof course they become relevant if
αs is varied by several standard deviations (3.5σ, in this case).

Coming now to MSTW, we first notice that, as discussed in Sect.3.3, the MSTW bench-
mark set has somewhat larger uncertainty bands than the MRSTbenchmark set and thus also
than each of the sets obtained from global fits. Consequently, the MSTW benchmark PDFs are
generally far more consistent with the MSTW global fit sets than the corresponding compari-
son between MRST benchmark PDFs and global fit PDFs shown in Ref. [1], largely due to the
more realistic uncertainties in the MSTW benchmark. Comparing central values we see exactly
the same feature in the gluon distribution as the NNPDF group, and the explanation is likewise
the same, highlighting possible difficulties in comparing PDFs obtained with different values of
αs(MZ).

Unlike for the NNPDF group, the MSTW group sees some degree ofincompatibility be-
tween the benchmark PDFs and the global fit PDFs for the valence quarks, particularly in the case
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Fig. 9: Comparison of the NNPDF benchmark and reference fits for the gluon,d-sea,uv anddv atQ2 = 4 GeV2.

of the down valence. This may be related to the assumptionū = d̄, which constrains valence
quarks and sea quarks in an artificial manner since there is less flexibility to alter each inde-
pendently. Indeed, in the global fits there is an excess ofd̄ over ū which maximizes atx = 0.1.
Forcing equivalence of antiquark distributions might therefore lead to a deficit of down sea quarks
and a corresponding excess of up sea quarks, and also, for thesame reason, to an excess of down
valence quarks. These are indeed seen both in the NNPDF and MSTW benchmark fits when
compared to the respective global fits. The effect is howeverwell within the uncertainty bands
for NNPDF, which indeed do not observe any statistically significant difference between results
of a fit to the reduced benchmark data set with theū = d̄ assumption (as presented in Fig. 7) or
without it (as presented in Ref. [5], Fig. 12).

As well as this important effect one sees that the main discrepancy atx = 0.1 for down
valence quarks is greater when comparing the benchmark fits to the global MSTW fit than to the
global MRST fit. This is because recent new Tevatron data onZ rapidity distributions and lepton
asymmetry fromW decays provide a strong constraint on the down quark, and some of this new
data shows considerable tension with other data sets.
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4 H1 Benchmark

We now discuss the extension of the fit using the settings of Sect. 1.1 to also include the NNPDF
approach. Results are compared both to those of the NNPDF reference fit, and to those obtained
by the H1 fit of Sect. 2 to the same data. We then compare the NNPDF benchmark and reference,
with the specific aim of addressing the issue of the dependence of the results on the size of
the data set (H1 dataset vs. the HERA–LHC dataset of Sect. 3).Finally, the H1 and NNPDF
benchmark fits are compared to each other with the purpose of understanding the impact of the
respective methodologies.
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Fig. 10: Left: NNPDF benchmark and reference fits at
√

s = 301GeV compared to H1 charged current data. Center:

NNPDF reference fit compared to H1 and ZEUS neutral current data. Right: NNPDF benchmark fit compared to H1

neutral current data.

The results of the NNPDF benchmark are compared to the NNPDF reference fit results in
Fig. 9. The general features of the benchmark are analogous to those of the HERA–LHC bench-
mark discussed in Section 3.4, with some effects being more pronounced because the benchmark
dataset is now even smaller. Specifically, we observe that uncertainties bands blow up when data
are removed: this is very clear for instance in thed̄ distribution at large-x, as a consequence of the
fact that the benchmark dataset of Table 1 does not include deuterium data. The negative value
of this PDF at largex is presumably unphysical and it would disappear if positivity of charged
current cross sections were imposed, including also the (anti-)neutrino ones. The only positivity
constraint in the NNPDF fit is imposed on theFL structure function [5], because this is the only
DIS observable whose positivity is not constrained by the full data set.

It is interesting to note however that this effect is not observed for theuv distribution,
where instead the benchmark and the reference fit show almostequal uncertainties. In order to

4Contributing authors R. D. Ball, L. Del Debbio, S. Forte, A. Guffanti, J. I. Latorre, A. Piccione, J. Rojo, M. Ubiali
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understand this, in Fig. 10 we compare two situations with orwithout error shrinking, by exam-
ining the predictions obtained using the benchmark and reference fits for some observables to the
corresponding data. A first plot (left) shows the shrinking of the uncertainty on the prediction
for the charged–current cross section in the reference fit. This is mostly due to the CHORUS
neutrino data, which are in the reference and not in the benchmark. These data are clearly con-
sistent with the H1 data shown in the plot. The subsequent pair of plots compares (center) the
prediction for the neutral–current cross section from the reference fit compared to H1 and ZEUS
data (both of which are used for the reference fit), and (right) from the benchmark fit to the H1
data only (which are the only ones used in the benchmark fit). The uncertainty bands in the two
fits are similar size: indeed, the ZEUS and H1 data display a systematic disagreement which is
approximately the size of this uncertainty band. Hence, the(small but significant) systematic
inconsistency between the ZEUS and H1 data prevents reduction of the uncertainty band when
the ZEUS data are added to the fit, beyond the size of this discrepancy. Therefore, the NNPDF
methodology leads to combined uncertainties for inconsistent data which are similar to those
obtained with the so–called PDG (or scale-factor) method [24].
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Fig. 11: Comparison of the NNPDF and H1 benchmark fit for the gluon,d-sea,uv anddv atQ2 = 4 GeV2.
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Fit vs H1PDF2000, Q2 = 4. GeV2
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Fig. 12: The Monte Carlo set of gluon PDFs for the H1 benchmark(left, same as Fig. 4) and the NNPDF benchmark.

The red lines show the one-sigma contour calculated from theMonte Carlo set, and in the H1 case the black lines

show the Hessian one-sigma contour.

Data Set χ2
H1/Ndata χ2

NNPDF/Ndata

H197mb 0.83 0.82
H197lowQ2 0.90 0.87
H197NC 0.69 0.80
H197CC 0.73 0.97
H199NC 0.88 1.01
H199CC 0.62 0.84
H199NChy 0.35 0.35
H100NC 0.97 1.00
H100CC 1.07 1.38
Total 0.88 0.96

Table 6: H1 and NNPDFχ2 for the total and each single data set. Cross correlations among data sets are neglected to

evaluate theχ2 of a single data set.

Notice that if relative normalization are fitted (as done by in the H1 approach of Sect. 2)
instead of being treated simply as a source of systematics, this systematic inconsistency would
be significantly reduced in the best-fit. The associate uncertainty however then appears as an
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addition source of systematics. This happens when H1 and ZEUS data are combined in a single
dataset (see Section [18] below). In the NNPDF approach, instead, this systematics is produced
by the Monte Carlo procedure.

4.2 Comparison between the Benchmark Parton Distributions

Theχ2 of the H1 and NNPDF benchmarks are given in Table 6, while the corresponding PDFs
are compared in Fig. 11. Furthermore, in Fig. 12 we show the respective full Monte Carlo PDF
sets in the case of the gluon distribution.

The quality of the two fits is comparable, the differences inχ2 being compatible with
statistical fluctuations. In the region where experimentalinformation is mostly concentrated,
specifically for theuv distribution over all thex-range and for thēd and thedv distributions in
the small-x range, the results of the two fits are in good agreement, though the H1 uncertainty
bands are generally somewhat smaller.

In the region where experimental information is scarce or missing, sizable differences are
found, similar to those observed when comparing the MRST/MSTW bench and NNPDF bench to
the HERA–LHC benchmark of Sect. 3.3. Specifically, in these regions NNPDF uncertainties are
generally larger than H1 bands: the width of the uncertaintyband for the H1 fit varies much less
between the data and extrapolation regions than that of the NNPDF bench. Also, the H1 central
value always falls within the NNPDF uncertainty band, but the NNPDF central value tends to
fall outside the H1 uncertainty band whenever the central values differ significantly. Figure 12
suggests that this may be due to the greater flexibility of thefunctional form in the NNPDF fit.
Specifically, thed̄ quark distribution at largex does not become negative in the H1 fit, because
this behaviour is not allowed by the parameterization.
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Determination of parton distributions

A. Cooper-Sarkar, A. Glazov, G. Li, J. Grebenyuk, V. Lendermann

1 Extraction of the proton PDFs from a combined fit of H1 and ZEUS inclusive DIS cross
sections1

1.1 Introduction

The kinematics of lepton hadron scattering is described in terms of the variablesQ2, the invariant
mass of the exchanged vector boson, Bjorkenx, the fraction of the momentum of the incoming
nucleon taken by the struck quark (in the quark-parton model), andy which measures the energy
transfer between the lepton and hadron systems. The differential cross-section for the neutral
current (NC) process is given in terms of the structure functions by

d2σ(e±p)
dxdQ2

=
2πα2

Q4x

[
Y+ F2(x,Q2)− y2 FL(x,Q2)∓ Y− xF3(x,Q2)

]
,

whereY± = 1 ± (1 − y)2. The structure functionsF2 andxF3 are directly related to quark
distributions, and theirQ2 dependence, or scaling violation, is predicted by perturbative QCD.
For low x, x ≤ 10−2, F2 is sea quark dominated, but itsQ2 evolution is controlled by the gluon
contribution, such that HERA data provide crucial information on low-x sea-quark and gluon
distributions. At highQ2, the structure functionxF3 becomes increasingly important, and gives
information on valence quark distributions. The charged current (CC) interactions also enable us
to separate the flavour of the valence distributions at high-x, since their (LO) cross-sections are
given by,

d2σ(e+p)
dxdQ2

=
G2

F M4
W

(Q2 + M2
W )22πx

x
[
(ū + c̄) + (1− y)2(d + s)

]
,

d2σ(e−p)
dxdQ2

=
G2

F M4
W

(Q2 + M2
W )22πx

x
[
(u + c) + (1− y)2(d̄ + s̄)

]
.

Parton Density Function (PDF) determinations are usually obtained in global NLO QCD
fits [1–3], which use fixed target DIS data as well as HERA data.In such analyses, the high
statistics HERA NCe+p data have determined the low-x sea and gluon distributions, whereas
the fixed target data have determined the valence distributions. Now that high-Q2 HERA data
on NC and CCe+p ande−p inclusive double differential cross-sections are available, PDF fits
can be made to HERA data alone, since the HERA highQ2 cross-section data can be used to
determine the valence distributions. This has the advantage that it eliminates the need for heavy
target corrections, which must be applied to theν-Fe andµD fixed target data. Furthermore there
is no need to assume isospin symmetry, i.e. thatd in the proton is the same asu in the neutron,
since thed distribution can be obtained directly from CCe+p data.

The H1 and ZEUS collaborations have both used their data to make PDF fits [3], [4]. Both
of these data sets have very small statistical uncertainties, so that the contribution of systematic

1Contributing authors: A. Cooper-Sarkar, A. Glazov, G. Li for the H1-ZEUS combination group.
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uncertainties becomes dominant and consideration of pointto point correlations between sys-
tematic uncertainties is essential. The ZEUS analysis takes account of correlated experimental
systematic errors by the Offset Method, whereas H1 uses the Hessian method [5]. Whereas the
resulting ZEUS and H1 PDFs are compatible, the gluon PDFs have rather different shapes, see
Fig 7, and the uncertainty bands spanned by these analyses are comparable to those of the global
fits.

It is possible to improve on this situation since ZEUS and H1 are measuring the same
physics in the same kinematic region. These data have been combined using a ’theory-free’
Hessian fit in which the only assumption is that there is a truevalue of the cross-section, for
each process, at eachx,Q2 point [6]. Thus each experiment has been calibrated to the other.
This works well because the sources of systematic uncertainty in each experiment are rather
different, such that all the systematic uncertainties are re-evaluated. The resulting correlated
systematic uncertainties on each of the combined data points are significantly smaller than the
statistical errors. This combined data set has been used as the input to an NLO QCD PDF
fit. The consistency of the input data set and its small systematic uncertainties enables us to
calculate the experimental uncertainties on the PDFs usingthe χ2 tolerance,∆χ2 = 1. This
represents a further advantage compared to the global fit analyses where increased tolerances of
∆χ2 = 50− 100 are used to account for data inconsistencies.

For the HERAPDF0.1 fit presented here, the role of correlatedsystematic uncertainties is
no longer crucial since these uncertainties are relativelysmall. This ensures that similar results
are obtained using either Offset or Hessian methods, or by simply combining statistical and sys-
tematic uncertainties in quadrature. Theχ2 per degree of freedom for a Hessian fit is553/562
and for a quadrature fit it is428/562. For our central fit we have chosen to combine the 43 sys-
tematic uncertainties which result from the separate ZEUS and H1 data sets in quadrature, and to
Offset the 4 sources of uncertainty which result from the combination procedure. Theχ2 per de-
gree of freedom for this fit is477/562. This procedure results in the most conservative estimates
on the resulting PDFs as illustrated in Fig. 1 which comparesthe PDFs and their experimental
uncertainties as evaluated by the procedure of our central fit and as evaluated by treating the 47
systematic uncertainties by the Hessian method.

Despite this conservative procedure, the experimental uncertainties on the resulting PDFs
are impressively small and a thorough consideration of further uncertainties due to model as-
sumptions is necessary. In Section 1.2 we briefly describe the data combination procedure. In
Section 1.3 we describe the NLO QCD analysis and model assumptions. In Section 1.4 we give
results. In Section 1.5 we give a summary of the fit results andspecifications for release of the
HERAPDF0.1 to LHAPDF. In Section 1.6 we investigate the predictions of the HERAPDF0.1
for W andZ cross-sections at the LHC.

1.2 Data Combination

The data combination is based on assumption that the H1 and ZEUS experiments measure the
same cross section at the same kinematic points. The systematic uncertainties of the measure-
ments are separated, following the prescription given by the H1 and ZEUS, into point to point
correlated sourcesαj and uncorrelated systematic uncertainty, which is added tothe statisti-
cal uncertainty in quadrature to result in total uncorrelated uncertaintyσi for each bini. The
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Fig. 1: HERAPDFs,xuv, xdv, xS, xg at Q2 = 10GeV2. (Left) with experimental uncertainties evaluated as for the

central fit (see text) and (right) with experimental uncertainties evaluated by accounting for the 47 systematic errors

by the Hessian method.

correlated systematic sources are considered to be uncorrelated between H1 and ZEUS. All un-
certainties are treated as multiplicative i.e. proportional to the central values, which is a good
approximation for the measurement of the cross sections.

A correlated probability distribution function for the physical cross sectionsM i,true and
systematic uncertaintiesαj,true for a single experiment corresponds to aχ2 function:

χ2
exp

(
M i,true, αj,true

)
=

∑

i

[
M i,true −

(
M i +

∑
j

∂M i

∂αj

M i,true

M i (αj,true)
)]2

(
σi

M i,true

M i

)2 +
∑

j

(αj,true)2

σ2
αj

,

(1)
whereM i are the central values measured by the experiment,∂M i/∂αj are the sensitivities to
the correlated systematic uncertainties andσαj are the uncertainties of the systematic sources.
For more than one experiment, totalχ2

tot can be represented as a sum ofχ2
exp. The combination

procedure allows to representχ2
tot in the following form:

χ2
tot

(
M i,true, βj,true

)
= χ2

0 +
∑

i

[
M i,true −

(
M i,ave +

∑
j

∂M i,ave

∂βj

M i,true

M i,ave (βj,true)
)]2

(
σi,ave

M i,true

M i,ave

)2

+
∑

j

(βj,true)2

σ2
βj

. (2)

Here the sum runs over a union set of the cross section bins. The value of theχ2
tot at the minimum,

χ2
0, quantifies consistency of the experiments.M i,ave are the average values of the cross sections

andβj correspond to the new systematic sources which can be obtained from the original sources
αj through the action of an orthogonal matrix. In essence, the average of several data sets allows
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one to represent the totalχ2 in a form which is similar to that corresponding to a single data set,
Eq. 1, but with modified systematic sources.

The combination is applied to NC and CC cross section data taken withe+ ande− beams
simultaneously to take into account correlation of the systematic uncertainties. The data taken
with proton beam energies ofEp = 820 GeV andEp = 920 GeV are combined together
for inelasticity y < 0.35, for this a small center of mass energy correction is applied. For
the combined data set there are 596 data points and 43 experimental systematic sources. The
χ2

0/dof = 510/599 is below 1, which indicates conservative estimation of the uncorrelated
systematics.

Besides the experimental uncertainties, four additional sources related to the assumptions
made for the systematic uncertainties are considered. Two of the extra sources deal with correla-
tion of the H1 and ZEUS data for estimation of the photoproduction background and simulation
of hadronic energy scale. These sources introduce additional ∼ 1% uncertainty fory > 0.6 and
y < 0.02 data. The third source covers uncertainty arising from the center of mass correction
by varyingFL = FQCD

L to FL = 0. The resulting uncertainty reaches few per mille level for
y ∼ 0.35. Finally, some of the systematic uncertainties, for example background subtraction,
may not be necessary multiplicative but rather additive, independent of the cross section central
values. The effect of additive assumption for the errors is evaluated by comparing the average
obtained using Eq. 1 and an average in whichM i,true/M i,ave scaling is removed for all but global
normalization errors.

1.3 QCD Analysis

The QCD predictions for the structure functions are obtained by solving the DGLAP evolution
equations [7–9] at NLO in theMS scheme with the renormalisation and factorization scales
chosen to beQ2 2. The DGLAP equations yield the PDFs at all values ofQ2 provided they are
input as functions ofx at some input scaleQ2

0. This scale has been chosen to beQ2
0 = 4GeV2

and variation of this choice is considered as one of the modeluncertainties. The resulting PDFs
are then convoluted with NLO coefficient functions to give the structure functions which enter
into the expressions for the cross-sections. The choice of the heavy quark masses is,mc =
1.4,mb = 4.75GeV, and variation of these choices is included in the model uncertainties. For
this preliminary analysis, the heavy quark coefficient functions have been calculated in the zero-
mass variable flavour number scheme. The strong coupling constant was fixed toαs(M2

Z) =
0.1176 [12], and variations in this value of±0.002 have also been considered.

The fit is made at leading twist. The HERA data have a minimum invariant mass of the
hadronic system,W 2, of W 2

min = 300 GeV2 and a maximumx, xmax = 0.65, such that they
are in a kinematic region where there is no sensitivity to target mass and large-x higher twist
contributions. However a minimumQ2 cut is imposed to remain in the kinematic region where
perturbative QCD should be applicable. This has been chosento beQ2

min = 3.5 GeV2. Variation
of this cut is included as one of the model uncertainties.

A further model uncertainty is the choice of the initial parameterization atQ2
0. Three types

of parameterization have been considered. For each of thesechoices the PDFs are parameterized

2The programme QCDNUM [10] has been used and checked against the programme QCDfit [11].
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by the generic form

xf(x) = AxB(1− x)C(1 + Dx + Ex2 + Fx3), (3)

and the number of parameters is chosen by ’saturation of theχ2’, such that parametersD,E,F
are only varied if this brings significant improvement to theχ2. Otherwise they are set to zero.

The first parameterization considered follows that used by the ZEUS collaboration. The
PDFs foru valence,xuv(x), d valence,xdv(x), total sea,xS(x), the gluon,xg(x), and the
difference between thed andu contributions to the sea,x∆(x) = x(d̄− ū), are parameterized.

xuv(x) = Auvx
Buv(1− x)Cuv(1 + Duvx + Euvx

2)

xdv(x) = Advx
Bdv(1− x)Cdv

xS(x) = ASxBS (1− x)CS

xg(x) = Agx
Bg(1− x)Cg (1 + Dgx)

x∆(x) = A∆xB∆(1− x)C∆

The total sea is given by,xS = 2x(ū + d̄ + s̄ + c̄ + b̄), where q̄ = qsea for each flavour,
u = uv + usea, d = dv + dsea andq = qsea for all other flavours. There is no information on the
shape of thex∆ distribution in a fit to HERA data alone and so this distribution has its parameters
fixed, such that its shape is consistent with Drell-Yan data and its normalization is consistent with
the size of the Gottfried sum-rule violation. A suppressionof the strange sea with respect to the
non-strange sea of a factor of 2 atQ2

0, is imposed consistent with neutrino induced dimuon data
from NuTeV. The normalisation parameters,Auv, Adv , Ag, are constrained to impose the number
sum-rules and momentum sum-rule. TheB parameters,Buv andBdv are set equal, since there is
no information to constrain any difference. Finally this ZEUS-style parameterization has eleven
free parameters.

The second parameterization considered follows that of theH1 Collaboration The choice
of quark PDFs which are parameterized is different. The quarks are considered asu-type and
d-type,xU = x(uv + usea + c), xD = x(dv + dsea + s), xŪ = x(ū + c̄) andxD̄ = x(d̄ + s̄),
assumingqsea = q̄, as usual. These four (anti-)quark distributions are parameterized separately.

xU(x) = AUxBU (1− x)CU (1 + DUx + EUx2 + FUx3)

xD(x) = ADxBD(1− x)CD(1 + DDx)

xŪ(x) = AŪxBŪ (1− x)CŪ

xD̄(x) = AD̄xBD̄(1− x)CD̄

xg(x) = Agx
Bg (1− x)Cg

Since the valence distributions must vanish asx → 0, the parameters,A andB are set equal for
xU andxŪ ; AU = AŪ , BU = BŪ ; and forxD andxD̄; AD = AD̄, BD = BD̄. Since there is
no information on the flavour structure of the sea it is also necessary to setBŪ = BD̄, such that
there is a singleB parameter for all four quark distributions. The normalisation, Ag, of the gluon
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is determined from the momentum sum-rule and the parametersDU andDD are determined by
the number sum-rules. Assuming that the strange and charm quark distributions can be expressed
asx independent fractions,fs = 0.33 andfc = 0.15, of thed andu type sea respectively, gives
the further constraintAŪ = AD̄(1 − fs)/(1 − fc), which ensures that̄u = d̄ at low x. Finally
this H1-style parameterization has 10 free parameters.

The third parameterization we have considered combines thebest features of the previous
two. It has less model dependence than the ZEUS-style parameterization in that it makes fewer
assumptions on the form of sea quark asymmetryx∆, and it has less model dependence than the
H1-style parameterization in that it does not assume equality of all B parameters. Furthermore,
although all types of parameterization give acceptableχ2 values, the third parameterization has
the bestχ2 and it gives the most conservative experimental errors. This is the parameterization
which we chose for our central fit. The PDFs which are parameterized arexuv, xdv, xg andxŪ ,
xD̄.

xuv(x) = Auvx
Buv(1− x)Cuv (1 + Duvx + Euvx

2)

xdv(x) = Advx
Bdv(1− x)Cdv

xŪ(x) = AŪxBŪ (1− x)CŪ

xD̄(x) = AD̄xBD̄(1− x)CD̄

xg(x) = Agx
Bg(1− x)Cg

The normalisation parameters,Auv, Adv , Ag, are constrained to impose the number sum-rules
and momentum sum-rule. TheB parameters,Buv andBdv are set equal,Buv = Bdv and theB
parametersBŪ andBD̄ are also set equal,BŪ = BD̄, such that there is a singleB parameter for
the valence and another different singleB parameter for the sea distributions. Assuming that the
strange and charm quark distributions can be expressed asx independent fractions,fs = 0.33 and
fc = 0.15, of thed andu type sea, gives the further constraintAŪ = AD̄(1− fs)/(1− fc). The
value offs = 0.33 has been chosen to be consistent with determinations of thisfraction using
neutrino induced di-muon production. This value has been varied to evaluate model uncertainties.
The charm fraction has been set to be consistent with dynamicgeneration of charm from the start
point of Q2 = m2

c , in a zero-mass-variable-flavour-number scheme. A small variation of the
value of fc is included in the model uncertainties. Finally this parameterization has 11 free
parameters.

It is well known that the choice of parameterization can affect both PDF shapes and the
size of the PDF uncertainties. Fig 2 compares the PDFs and their uncertainties as evaluated using
these three different parameterizations. As mentioned earlier, the third parameterization results
in the most conservative uncertainties.

We present results for the HERA PDFs based on the third type ofparameterization, includ-
ing six sources of model uncertainty as specified in Table 1. We also compare to results obtained
by varyingαs(M2

Z) and by varying the choice of parameterization to those of theZEUS and the
H1 styles of parameterization.
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Fig. 2: HERAPDFs,xuv, xdv, xS, xg and their uncertainties atQ2 = 10GeV2. (Left) for the central fit; (centre) for

the ZEUS-style parameterization; (right) for the H1-styleparameterization

Model variation Standard value Upper Limit Lower limit
mc 1.4 1.35 1.5
mb 4.75 4.3 5.0
Q2

min 3.5 2.5 5.0
Q2

0 4.0 2.0 6.0
fs 0.33 0.25 0.40
fc 0.15 0.12 0.18

Table 1: Standard values of input parameters and cuts, and the variations considered to evaluate model uncertainty
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Fig. 3: HERA combined NC (left) and CC (right) data. The predictions of the HERAPDF0.1 fit are superimposed.

The uncertainty bands illustrated derive from both experimental and model sources

1.4 Results

In Fig. 3 we show the HERAPDF0.1 superimposed on the combineddata set for NC data and
CC data. In Fig 4 we show the NC data at lowQ2, and we illustrate scaling violation by showing
the reduced cross-section vs.Q2 for a few representativex bins. The predictions of the HERA-
PDF0.1 fit are superimposed, together with the predictions of the ZEUS-JETS and H1PDF2000
PDFs.

Fig. 5 shows the HERAPDF0.1 PDFs,xuv, xdv , xS, xg, as a function ofx at the starting
scaleQ2 = 4 GeV2 and atQ2 = 10 GeV2. Fig. 6 shows the same PDFs at the scalesQ2 =
100, 10000 GeV2. Fractional uncertainty bands are shown beneath each PDF. The experimental
and model uncertainties are shown separately. As the PDFs evolve withQ2 the total uncertainty
becomes impressively small.

The total uncertainty of the PDFs obtained from the HERA combined data set is much
reduced compared to the PDFs extracted from the analyses of the separate H1 and ZEUS data
sets, as can be seen from the summary plot Fig. 7, where these new HERAPDF0.1 PDFs are
compared to the ZEUS-JETS and H1PDF2000 PDFs. It is also interesting to compare the present
HERAPDF0.1 analysis of the combined HERA-I data set with an analysis of the separate data
sets which uses the same parameterization and assumptions.Fig 8 makes this comparison. It
is clear that it is the data combination, and not the choice ofparameterization and assumptions,
which has resulted in reduced uncertainties for the low-x gluon and sea PDFs.

The break-up of the HERAPDFs into different flavours is illustrated in Fig. 9, where the
PDFsxU , xD, xŪ , xD̄ andxū, xd̄, xc̄, xs̄ are shown atQ2 = 10 GeV2. The model uncertainty
on these PDFs from variation ofQ2

min, Q2
0, mc andmb is modest. The model uncertainty from

variation offs andfc is also modest except for its obvious effect on the charm and strange quark
distributions.

It is also interesting to look at the results obtained from using the ZEUS-style and H1
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bands are shown beneath each PDF. The experimental and modeluncertainties are shown separately as the red and

yellow bands respectively
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Fig. 6: HERAPDFs,xuv, xdv, xS, xg, at (left)Q2 = 100 GeV2 and (right)Q2 = 10000 GeV2. Fractional uncer-

tainty bands are shown beneath each PDF. The experimental and model uncertainties are shown separately as the red

and yellow bands respectively
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Fig. 9: HERAPDFs atQ2 = 10GeV2: (left) xU,xD, xŪ, xD̄; (right) xū, xd̄, xc̄, xs̄. Fractional uncertainty bands

are shown beneath each PDF. The experimental and model uncertainties are shown separately as the red and yellow

bands respectively
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Fig. 10: HERAPDFs atQ2 = 10GeV2: with the results for the ZEUS-style parameterization (left) and for the

H1-style parameterization (right) superimposed as a blue line.

style parameterizations described in Section 1.3. In Fig. 10 these alternative parameterizations
are shown as a blue line superimposed on the HERAPDF0.1 PDFs.These variations in param-
eterization produce changes in the resulting PDFs which arecomparable to the experimental
uncertainties in the measured kinematic range. A further variation of parameterization originates
from the fact that, if theD parameter for the gluon is allowed to be non-zero, then each type
of parameterization yields a double minimum inχ2 such that the gluon may take a smooth or
a ’humpy’ shape. Although the lowerχ2 is obtained for the for the smooth shape, theχ2 for
the ’humpy’ shape is still acceptable. The PDFs for the ’humpy’ version of our chosen form of
parameterization are compared to the standard version in Fig. 11, where they are shown as a blue
line superimposed on the HERAPDF0.1 PDFs. This comparison is shown atQ2 = 4GeV2, where
the difference is the greatest. Nevertheless the resultingPDFs are comparable to those of the stan-
dard choice. This explains a long-standing disagreement inthe shape of the gluon obtained by
the separate ZEUS-JETS and H1PDF200 analyses. The ZEUS datafavoured the smooth shape
and the H1 data favoured the ’humpy’ shape. However the precision of the combined data set
results in PDFs for these shapes which are not significantly different in the measured kinematic
region.

It is also interesting to compare the PDFs for the standard choice to those obtained with
a different input value ofαs(M2

Z). The uncertainty on the current PDG value ofαs(M2
Z) is

±0.002 and thus we vary our central choice by this amount. The results are shown in Fig. 12,
where we can see that this variation only affects the gluon PDF, such that the larger(smaller)
value ofαs(M2

Z) results in a harder(softer) gluon as predicted by the DGLAP equations. The
change is outside total uncertainty bands of the standard fit. Finally, Figs. 13 and 14 compare
the HERAPDF0.1 PDFs to those of the CTEQ and the MRST/MSTW groups respectively. The
uncertainty bands of the CTEQ and MRST/MSTW analyses have been scaled to represent68%
CL limits for direct comparability to the HERAPDF0.1. The HERAPDF0.1 analysis has much
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Fig. 11: HERAPDFs atQ2 = 4GeV2: with the results for the humpy version superimposed as a blue line.
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Fig. 12: HERAPDFs atQ2 = 10GeV2: with the results forαs(M
2
Z) = 0.1156 (left) and forαs(M

2
Z) = 0.1196

(right) superimposed as a blue line.
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Fig. 13: HERAPDFs atQ2 = 10GeV2 compared to the PDFs from CTEQ6.1 and MRST01

improved precision on the low-x gluon.

1.5 Summary of HERAPDF0.1 results

Now that high-Q2 HERA data on NC and CCe+p ande−p inclusive double differential cross-
sections are available, PDF fits can be made to HERA data alone, since the HERA highQ2 cross-
section data can be used to determine the valence distributions and HERA lowQ2 cross-section
data can be used to determine the Sea and gluon distributions. The combined HERA-I data set,
of neutral and charged current inclusive cross-sections for e+p ande−p scattering, has been used
as the sole input for an NLO QCD PDF fit in the DGLAP formalism. The consistent treatment
of systematic uncertainties in the joint data set ensures that experimental uncertainties on the
PDFs can be calculated without need for an increasedχ2 tolerance. This results in PDFs with
greatly reduced experimental uncertainties compared to the separate analyses of the ZEUS and
H1 experiments. Model uncertainties, including those arising from parameterization dependence,
have also been carefully considered. The resulting HERAPDFs (called HERAPDF0.1) have
improved precision at low-x compared to the global fits. this will be important for predictions of
theW andZ cross-sections at the LHC, as explored in the next Section.

These PDFs have been released on LHAPDF in version LHAPDF.5.6: they consist of a
central value and 22 experimental eigenvectors plus 12 model alternatives. The user should sum
over Nmem=1,22 for experimental uncertainties and over Nmem=1,34 for total uncertainties.

1.6 Predictions forW and Z cross-sections at the LHC using the HERAPDF0.1

At leading order (LO),W andZ production occur by the process,qq̄ → W/Z, and the momen-
tum fractions of the partons participating in this subprocess are given by,x1,2 = M√

sexp(±y),
whereM is the centre of mass energy of the subprocess,M = MW or MZ ,

√
s is the centre

of mass energy of the reaction (
√

s = 14 TeV at the LHC) andy = 1
2 ln (E+pl)

(E−pl) gives the parton
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Fig. 14: HERAPDFs atQ2 = 10GeV2 compared to the PDFs from CTEQ6.5 and MSTW08(prel.)

rapidity. The kinematic plane for LHC parton kinematics is shown in Fig. 15. Thus, at central
rapidity, the participating partons have small momentum fractions,x ∼ 0.005. Moving away
from central rapidity sends one parton to lowerx and one to higherx, but over the central rapid-
ity range,|y| < 2.5, x values remain in the range,5× 10−4 < x < 5 × 10−2. Thus, in contrast
to the situation at the Tevatron, the scattering is happening mainly between sea quarks. Further-
more, the high scale of the processQ2 = M2 ∼ 10, 000 GeV2 ensures that the gluon is the
dominant parton, see Fig. 15, so that these sea quarks have mostly been generated by the flavour
blind g → qq̄ splitting process. Thus the precision of our knowledge ofW andZ cross-sections
at the LHC is crucially dependent on the uncertainty on the momentum distribution of the low-x
gluon.

HERA data have already dramatically improved our knowledgeof the low-x gluon, as
discussed in earlier proceedings of the HERALHC workshop [13]. Now that the precision of
HERA data at small-x have been dramatically improved by the combination of H1 andZEUS
HERA-I data, we re-investigate the consequences for predictions ofW,Z production at the LHC.

Predictions for theW/Z cross-sections, decaying to the lepton decay mode, using CTEQ,
ZEUS PDFs and the HERAPDF0.1 are summarised in Table 2. Note that the uncertainties of
CTEQ PDFS have been rescaled to represent68% CL, in order to be comparable to the HERA
PDF uncertainties. The precision on the predictions of the global fits (CTEQ6.1/5 and ZEUS-
2002) for the totalW/Z cross-sections is∼ 3% at 68% CL. The precision of the ZEUS-2005
PDF fit prediction, which used only ZEUS data, is comparable,since information on the low-x
gluon is coming from HERA data alone. The increased precision of the HERAPDF0.1 low-x
gluon PDF results in increased precision of theW/Z cross-section predictions of∼ 1%.

It is interesting to consider the predictions as a function of rapidity. Fig 16 shows the
predictions forW+,W−, Z production as a function of rapidity from the HERAPDF0.1 PDF
fit and compares them to the predictions from a PDF fit, using the same parameterization and
assumptions, to the H1 and ZEUS data from HERA-I uncombined.The increase precision due
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to the combination is impressive. Fig. 17 show the predictions forW+,W−, Z production as a
function of rapidity from the CTEQ6.1, 6.6 and MRST01 PDF fitsfor comparison. The uncer-
tainties on the CTEQ and MRST PDF predictions have been rescaled to represent68% CL limits,
for direct comparability to the HERAPDF0.1 uncertainties.At central rapidity these limits give
an uncertainty on the boson cross-sections of∼ 5%, (∼ 3%),(∼ 2%) for CTEQ6.1, (CTEQ6.6),
(MRST01) compared to∼ 1% for the HERAPDF0.1.

So far, only experimental uncertainties have been includedin these evaluations. It is also
necessary to include model uncertainties. Fig. 18 shows theW+,W−, Z rapidity distributions
including the six sources of model uncertainty detailed in Section 1.3. These model uncertainties
increase the total uncertainty at central rapidity to∼ 2%. Further uncertainty due to the choice
of αs(MZ) is small because, although a lower (higher) choice results in a larger (smaller) gluon
at lowx, the rate of QCD evolution is lower (higher) and this largelycompensates. Uncertainties
due to the choice of parameterization also have little impact on the boson rapidity spectra in
the central region as illustrated in Fig. 18 by the superimposed blue line, which represents the
alternative ’humpy’ gluon parameterization (see Sec. 1.4).

Since the PDF uncertainty feeding into theW+,W− andZ production is mostly coming
from the gluon PDF, for all three processes, there is a strongcorrelation in their uncertainties,
which can be removed by taking ratios. Figs. 16, 17 and 18 alsoshow theW asymmetry

AW = (W+ −W−)/(W+ + W−).
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Fig. 16: TheW +, W−, Z rapidity distributions,AW andRZW (see text) and their uncertainties as predicted by (left)

HERAPDF0.1 (right) a similar fit to the uncombined ZEUS and H1data from HERA-I.
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Fig. 17: TheW +, W−, Z rapidity distributions,AW andRZW (see text) and their uncertainties (scaled to68% CL)

as predicted by (left) CTEQ6.1, (middle) CTEQ6.6, right (MRST01
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PDF Set σ(W+).B(W+ → l+νl) σ(W−).B(W− → l−ν̄l) σ(Z).B(Z → l+l−)
CTEQ6.1 11.61± 0.34 nb 8.54± 0.26 nb 1.89± 0.05 nb
CTEQ6.5 12.47± 0.28 nb 9.14± 0.22 nb 2.03± 0.04 nb
ZEUS-2002 12.07± 0.41 nb 8.76± 0.30 nb 1.89± 0.06 nb
ZEUS-2005 11.87± 0.45 nb 8.74± 0.31 nb 1.97± 0.06 nb
HERAPDF0.1 12.14± 0.13 nb 9.08± 0.14 nb 1.99± 0.025 nb

Table 2: LHCW/Z cross-sections for decay via the lepton mode, for various PDFs, with68% CL uncertainties.

The experimental PDF uncertainty on the asymmetry is larger(∼ 5% for both CTEQ and HER-
APDFs,∼ 7% for the MRST01 PDFs) than that on the individual distributions and the variation
between PDF sets is also larger - compare the central values of the CTEQ and MRST predictions,
which are almost25% discrepant. This is because the asymmetry is sensitive to the difference in
the valence PDFs,uv − dv , in the low-x region,5 × 10−4 < x < 5 × 10−2, where there is no
constraint from current data. To see this consider that at LO,

AW ∼ (ud̄− dū)/(ud̄ + dū + cs̄ + sc̄)

and thatd̄ ∼ ū at low-x. (Note that thecs̄ andsc̄ contributions cancel out in the numerator). The
discrepancy between the CTEQ and MRST01 asymmetry predictions aty = 0 can be quantita-
tively understood by considering their different valence PDFs (see Figs. 13, 14 in Sec. 1.4). In
fact a measurement of the asymmetry at the LHC will provide new information to constrain these
PDFs.

By contrast, the ratio
RZW = Z/(W+ + W−),

also shown in Figs. 16, 17 and 18, has very small PDF uncertainties (both experimental and
model) and there is no significant variation between PDF sets. To understand this consider that
at LO

RZW = (uū + dd̄ + cc̄ + ss̄)/(ud̄ + dū + cs̄ + sc̄)

(modulo electroweak couplings) and thatd̄ ∼ ū at low-x 3. This will be a crucial measurement
for our understanding of Standard Model Physics at the LHC.

However, whereas theZ rapidity distribution can be fully reconstructed from its decay
leptons, this is not possible for theW rapidity distribution, because the leptonic decay channels
which we use to identify theW ’s have missing neutrinos. Thus we actually measure theW ’s
decay lepton rapidity spectra rather than theW rapidity spectra. Fig. 18 also shows the rapidity
spectra for positive and negative leptons fromW+ andW− decay, the lepton asymmetry,

Al = (l+ − l−)/(l+ + l−)

and the ratio
RZl = Z/(l+ + l−)

3There is some small model dependence from the strange sea fraction accounted for in both HERAPDF0.1 and in
CTEQ6.6 PDFs.
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Fig. 18: Left: theW +, W−, Z rapidity distributions,AW , andRZW (see text) and their experimental uncertainties

(red) and model uncertainties (yellow). Right: thel+, l− rapidity distributions,Al and RZl (see text) and their

experimental and model uncertainties. The superimposed blue line represents the results of the alternative ’humpy’

gluon parameterization.

A cut of, ptl > 25 GeV, has been applied on the decay lepton, since it will not bepossible to
trigger on leptons with smallptl. A particular lepton rapidity can be fed from a range ofW
rapidities so that the contributions of partons at different x values is smeared out in the lepton
spectra, but the broad features of theW spectra remain.

In summary, these investigations indicate that PDF uncertainties, deriving from experi-
mental error, on predictions for theW,Z rapidity spectra in the central region, have reached a
precision of∼ 1%, due to the input of the combined HERA-I data. This level of precision is
maintained when using the leptons from theW decay and gives us hope that we could use these
processes as luminosity monitors4. However, model dependent uncertainties must now be con-
sidered very carefully. The current study will be repeated using a general-mass variable-flavour
scheme for heavy quarks.

The predicted precision on the ratiosRZW , RZl is even better since model uncertainties
are also very small giving a total uncertainty of∼ 1%. This measurement may be used as a
SM benchmark. However theW and lepton asymmetries have larger uncertainties (5 − 7%). A
measurement of these quantities would give new informationon valence distributions at small-x.

4A caveat is that the current study has been performed using PDF sets which are extracted using NLO QCD in
the DGLAP formalism. The extension to NNLO gives small corrections∼ 1%. However, there may be much larger
uncertainties in the theoretical calculations because thekinematic region involves low-x. There may be a need to
account forln(1/x) resummation or high gluon density effects.

A. COOPER-SARKAR, A. GLAZOV, G. LI, J. GREBENYUK, V. LENDERMANN

92 HERA and the LHC



2 Measurements of the Proton Structure FunctionFL at HERA 5

2.1 Introduction

The inclusive deep inelasticep scattering (DIS) cross section can at lowQ2 be written in terms
of the two structure functions,F2 andFL, in reduced form as

σr(x,Q2, y) ≡ d2σ

dxdQ2
· Q4x

2πα2Y+
= F2(x,Q2)− y2

Y+
· FL(x,Q2) , (4)

whereQ2 = −q2 is the negative of the square of the four-momentum transferred between the
electron6 and the proton, andx = Q2/2qP denotes the Bjorken variable, whereP is the four-
momentum of the proton. The two variables are related through the inelasticity of the scattering
process,y = Q2/sx, wheres = 4EeEp is the centre-of-mass energy squared determined from
the electron and proton beam energies,Ee andEp. In eq. 4,α denotes the fine structure constant
andY+ = 1 + (1− y)2.

The two proton structure functionsF2 and FL are related to the cross sections of the
transversely and longitudinally polarised virtual photons interacting with protons,σL andσT ,
according toFL ∝ σL andF2 ∝ (σL + σT ). Therefore the relation0 ≤ FL ≤ F2 holds. In the
Quark Parton Model (QPM),F2 is the sum of the quark and anti-quarkx distributions, weighted
by the square of the electric quark charges, whereas the value of FL is zero [14]. The latter
follows from the fact that a quark with spin12 cannot absorb a longitudinally polarised photon.

In Quantum Chromodynamics (QCD),FL differs from zero, receiving contributions from
quarks and from gluons [15]. At lowx and in theQ2 region of deep inelastic scattering the
gluon contribution greatly exceeds the quark contribution. ThereforeFL is a direct measure of
the gluon distribution to a very good approximation. The gluon distribution is also constrained
by the scaling violations ofF2 as described by the DGLAP QCD evolution equations [7–9,
16, 17]. An independent measurement ofFL at HERA, and its comparison with predictions
derived from the gluon distribution extracted from theQ2 evolution ofF2(x,Q2), thus represents
a crucial test on the validity of perturbative QCD (pQCD) at low x. Moreover, depending on
the particular theoretical approach adopted, whether it bea fixed order pQCD calculation, a re-
summation scheme, or a color dipole ansatz, there appear to be significant differences in the
predicted magnitude ofFL at lowQ2. A measurement ofFL may be able to distinguish between
these approaches.

Previously the structure functionFL was extracted by the H1 collaboration from inclusive
data at highy using indirect methods, as discussed in Sect. 2.2. A preliminary measurement was
also presented by the ZEUS collaboration using initial state radiation (ISR) events [18], although
the precision of this measurement was limited.

To make a direct measurement ofFL, reduced cross sections must be measured at the same
x andQ2 but with differenty values. This can be seen from eq. 4 which states thatFL(x,Q2) is
equal to the partial derivative∂σr(x,Q2, y)/∂(y2/Y+). Due to the relationshipy = Q2/xs this
requires data to be collected at different beam-beam centre-of-mass energies, which was done
in the last year of HERA running. To maximize the precision ofthis procedure, the measurable

5Contributing authors: J. Grebenyuk, V. Lendermann
6The term electron is used here to denote both electrons and positrons unless the charge state is specified explicitly.
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range ofy2/Y+ had to be maximised for each fixedx andQ2. This was achieved by operat-
ing HERA at the lowest attainable centre-of-mass energy andby measuring this data up to the
highest possible value ofy. An intermediate HERA centre-of-mass energy was also chosen, to
improve the precision ofFL extraction and to act as a consistency check. More specifically, be-
tween March and June 2007, HERA was operated with proton beamenergies,Ep = 460 GeV
and 575 GeV, compared to the previous nominal value of 920 GeV. The electron beam energy
was unaltered atEe = 27.6 GeV. Thus, three data sets, referred to the high- (HER), middle-
(MER) and low-energy running (LER) samples, were collectedwith

√
s = 318 GeV, 251 GeV

and 225 GeV, respectively. The integrated luminosities of the data sets used by ZEUS (H1) to
measureFL are 32.8 (21.6) pb−1 for HER, 6 (6.2) pb−1 for MER and 14 (12.4) pb−1 for LER.
The specific issues of the recent H1 and ZEUS analyses are discussed in Sect. 2.3, and the results
are presented in Sect. 2.4.

2.2 Indirect FL Extraction by H1

H1 extractedFL from inclusive data using several indirect methods, which exploit the turn over
of the reduced cross section at highy due to theFL contribution. The basic principle is the
following. First, the reduced neutral current cross section σr is measured in ay range, where the
FL contribution is negligible and thus the relationσr = F2 holds very well. Afterward, based on
some theoretical assumption, the knowledge ofF2 is extrapolated towards highy. Finally FL is
extracted from the difference between the prediction forF2 and the measurement ofσr at highy.

In the analyses atQ2 & 10 GeV2 [4, 19, 20] the “extrapolation” method is used. In this
method, an NLO QCD PDF fit to H1 HERA I data is performed aty < 0.35, and the results are
extrapolated to highery using the DGLAP evolution equations.FL is then extracted at a fixed
y = 0.75 and atQ2 up to 700 GeV2 using eq. 4. The extracted values are shown in Fig. 19 for the
high-Q2 analysis [4].

At low Q2, extrapolations of DGLAP fits become uncertain. ForQ2 . 2 GeV2, as the
strong coupling constantαs(Q2) increases, the higher order corrections to the perturbative ex-
pansion become large and lead to the breakdown of the pQCD calculations. Therefore other
methods are used in the H1 low-Q2 data analyses.

The “shape method”, as used in the last H1 low-Q2 study of HERA I data [21], exploits
the shape ofσr in a givenQ2 bin. TheQ2 dependence at highy is driven by the kinematic factor
y2/Y+ (eq. 4), and to a lesser extent byFL(x,Q2). On the other hand, the gluon dominance at
low x suggests thatFL may exhibit anx dependence similar toF2. Therefore it is assumed that
FL is proportional toF2 and the coefficient of proportionality depends only onQ2. In the extrac-
tion procedure one uses the ratioR of the cross sections of the transversely and longitudinally
polarised photons

R =
σT

σL
=

FL

F2 − FL
(5)

which is thus assumed to depend only onQ2. The reduced cross section is fitted by

σr = F2

[
1− y2

Y+

R(Q2)
1 + R(Q2)

]
, (6)

where some phenomenological model forF2 is chosen.
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An example of such an extraction using a fractal fit forF2 [22] is shown in Fig. 20, where
preliminary H1 results [21] forFL at y = 0.75 in the range of 0.35≤ Q2 ≤ 8.5 GeV2 are pre-
sented. The data favour a positive, not smallFL at low Q2. A drawback of this method is that it
reveals a considerable dependence ofR on the choice of theF2 model.
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In the derivative method [20,21],FL is extracted from the partial derivative of the reduced
cross section ony at fixedQ2

∂σr

∂ ln y

∣∣∣∣
Q2

= −x
∂F2

∂x
− 2y2(2− y)

Y 2
+

FL − x
y2

Y+

∂FL

∂x
(7)

which is dominated by theFL-dependent term at highy. The term proportional to∂FL/∂x
is negligible for moderately varying parametrisations ofFL. For low Q2 values the rise of
F2 is weak. The change of the termx∂F2/∂x for the two assumptions: no rise at lowx, i.e.
∂F2/∂x = 0, andF2 ∝ x−λ is numerically significantly smaller than the experimentalprecision
for ∂σr/∂ ln y. Therefore the derivative methods provides a means for determining FL at low
Q2 with minimal phenomenological assumption. On the other hand, the errors obtained with the
derivative method turn out to be significantly larger than those from the shape method.

The preliminary results ofFL extraction from H1 HERA I data [21] are presented in
Fig. 21. The residual dependence of the measurement on the assumption made forF2 is esti-
mated by a comparison with results obtained assuming anF2 which is flat iny. The lower bound
onFL obtained this way is depicted as a solid band in the figure.

2.3 Details of DirectFL Measurements

The H1 and ZEUS analysis procedures involve a measurement ofthe inclusive cross section at
y > 0.1. In this range, the kinematic variablesx, y andQ2 are most accurately reconstructed
using the polar angle,θe, and the energy,E′

e, of the scattered electron according to

y = 1− E′
e

Ee
sin2 θe

2
, Q2 =

E′
e
2sin2θe

1− y
, x =

Q2

ys
. (8)
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Fig. 22: Comparison of 575 GeV data with the sum of DIS and background simulations for the energy of the scattered

electron, totalE − pz , theta of the scattered electron, angle of the hadronic finalstate andz coordinate of the vertex.

The dotted lines indicate the cuts applied.

Reaching the highy values necessary for theFL determination requires a measurement of the
scattered electron with energy down to a few GeV. The electron candidate is selected as an iso-
lated electromagnetic energy deposition (cluster) in a calorimeter. The crucial analysis issue at
high-y region is the identification of the scattered electron, and the estimation of the hadronic
background which occurs when a particle from the hadronic final state mimics the electron sig-
nal. Most of background events are photoproduction (γp) events withQ2 ≈ 0 in which the final
state electron is scattered at low angles (highθ)7 and thus escapes through the beam pipe.

Theγp background suppression is performed in several steps. Firstly, calorimeter shower
estimators are utilised which exploit the different profiles of electromagnetic and hadronic show-
ers. Secondly, background coming from neutral particles, such asπ0, can be rejected by requiring
a track associated to the electron candidate. Furthermore,γp events are suppressed by utilising
the energy-momentum conservation. For that, the variableE − pz = Σi(Ei − pz,i) is exploited,
where the sum runs over energiesEi and longitudinal momentum componentspz,i of all particles
in the final state. The requirementE − pz > 35 (42) GeV in the H1 (ZEUS) analysis removes

7Thez axis of the right-handed coordinate systems used by H1 and ZEUS is defined by the direction of the incident
proton beam with the origin at the nominalep interaction vertex. Consequently, small scattering angles of the final
state particles correspond to large polar angles in the coordinate system.
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events where the escaping electron carries a significant momentum. It also suppresses events
with hard initial state photon radiation.

However, at lowE′
e the remaining background contribution after such a selection is of a

size comparable to or even exceeding the genuine DIS signal.The further analysis steps differ
for the H1 and ZEUS analyses as discussed in the following.

ZEUS Analysis Procedure The electron candidates are selected as compact electromagnetic
energy depositions in the Uranium Calorimeter (UCal). The position of the candidate is recon-
structed using either the Small Angle Rear Tracking Detector (SRTD), which is a high-granularity
lead-scintillator calorimeter, or with the Hadron-Electron Separator (HES), which is a silicon de-
tector located in the electromagnetic section of the UCal. The candidates are selected such that
E′

e > 6 GeV8.

The candidates are validated using information from the tracking devices. The acceptance
region for ZEUS tracking is limited to polar anglesθe . 154◦. The tracking detectors do provide
some coverage beyondθe = 154◦, up toθe ≈ 168◦, however the number of tracking layers is too
sparse for full track reconstruction. The hit information from the tracking detectors can still be
used. To do this, a “road” is created between the measured interaction vertex and the position
of the electron candidate in the calorimeter. Hits in the tracking layers along the road are then
counted and compared to the maximum possible number of hits.If too few hits are found, the
candidate is assumed to be a neutral particle and it is rejected. To ensure the reliability of this
method, the scattered electron is required to exit the central drift chamber at a radiusR > 20 cm.
Given thatE′

e > 6 GeV, this effectively limits the maximaly to y < 0.8 and the minimumQ2

achievable at lowy. In the HES analysis, events are measured down toy = 0.2 roughly translating
to theQ2 region,Q2 > 24 GeV2. No background treatment based on the charge of the candidate
is performed.

8Cut ofE′
e > 4 GeV is used for the event selection, although the binning for FL measurement is chosen such that

E′
e > 6 GeV.
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The remainingγp background is estimated using Monte Carlo (MC) simulations. In or-
der to minimise the model uncertainty of theγp simulation, a pure photoproduction sample is
selected using an electron tagger placed close to the beam pipe about 6 meters away from the in-
teraction point in the rear direction. It tags, with almost perfect efficiency and purity, the scattered
electrons in such events which are not identified in the main detector and escape down the beam
pipe. Photoproduction MC is verified against and normalisedto this sample. The normalisation
factor is found to be 1± 0.1 for all data sets.

Figure 22 shows, as an example, comparisons of the 575 GeV data with simulated distribu-
tions, for the energy of the scattered electron, totalE − pz, polar angle of the scattered electron,
angle of the hadronic final state and thez coordinate of the interaction vertex. A good description
of the data by the simulation is observed. A similar level of agreement was found for both, HER
and LER data sets.

A full set of systematic uncertainties is evaluated for the cross section measurements. The
largest single contribution comes from the electron energyscale uncertainty, which is known to
within ±1% for E′

e > 10 GeV, increasing to±3% atE′
e = 5 GeV. Other significant contributions

are due to the± 10% uncertainty in verifying the Pythia prediction of theγp cross section using
the electron tagger. The systematic uncertainty due to the luminosity measurement was reduced
by scaling the three cross sections relative to each other. The spread of relative normalisation
factor was found to be within the expected level of uncorrelated systematic uncertainty.

H1 Analysis Procedure The H1 measurements ofFL are performed in separate analyses in-
volving different detector components and thus covering different Q2 ranges. In the high-Q2

analysis the electron candidate is selected as an isolated electromagnetic energy deposition in the
Liquid Argon (LAr) calorimeter which covers the polar anglerange 4◦ < θ < 153◦. The selected
cluster is further validated by a matching track reconstructed in the central tracking device (CT)
with an angular acceptance of15◦ < θ < 165◦. In the mediumQ2 analysis the electron candidate
is selected in the backward calorimeter SpaCal covering theangular range 153◦ < θ < 177.5◦

and is also validated by a CT track. LowerQ2 values are expected to be accessed in the third
analysis, in which the SpaCal cluster is validated by a trackin the Backward Silicon Tracker
reaching the highestθ. The first measurement ofFL at mediumQ2 is already published [23],
and preliminary results of the combined medium-high-Q2 analysis are available.

The remainingγp background is subtracted on statistical basis. The method of background
subtraction relies on the determination of the electric charge of the electron candidate from the
curvature of the associated track.

Figure 23 shows theE/p distribution of the scattered electron candidates frome+p in-
teractions with the energyE measured in the SpaCal and the momentump of the linked track
determined by the CT. The good momentum resolution leads to aclear distinction between the
negative and positive charge distributions. The smaller peak corresponds to tracks with negative
charge and thus represents almost pure background. These tracks are termed wrong sign tracks
and events with such candidates are rejected. The higher peak, due to right sign tracks, contains
the genuine DIS signal superimposed on the remaining positive background. The size of the latter
to first approximation equals the wrong sign background. Theprincipal method of background
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subtraction, and thus of measuring the DIS cross section up to y ≃ 0.9, consists of the subtraction
of the wrong sign from the right sign event distribution in eachx,Q2 interval.

The background subtraction based on the charge measurementrequires a correction for
a small but non-negligible charge asymmetry in the negativeand positive background samples,
as has been observed previously by H1 [20]. The main cause forthis asymmetry lies in the en-
hanced energy deposited by anti-protons compared to protons at low energies. The most precise
measurement of the background charge asymmetry has been obtained from comparisons of sam-
ples of negative tracks ine+p scattering with samples of positive tracks ine−p scattering. An
asymmetry ratio of negative to positive tracks of1.06 is measured using the high statisticse±p
data collected by H1 in 2003-2006. This result is verified using photoproduction events with a
scattered electron tagged in a subdetector of the luminosity system.

Figure 24 shows, as an example, comparisons of the 460 GeV high y data with simulated
distributions, for the energy and the polar angle of the scattered electron prior to and after sub-
traction of the background, which is determined using wrongsign data events.

The measurement ofFL as described below relies on an accurate determination of the
variation of the cross section for a givenx andQ2 at different beam energies. In order to reduce
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Fig. 25: The reduced inclusive DIS cross section plotted as afunction ofy2/Y+ for six values ofx atQ2 = 25 GeV2,

measured by H1 for proton beam energies of 920, 575 and 460 GeV. The inner error bars denote the statistical error,

the full error bars include the systematic errors. The luminosity uncertainty is not included in the error bars. For the

first three bins inx, corresponding to largery, a straight line fit is shown, the slope of which determinesFL(x, Q2).

the uncertainty related to the luminosity measurement, which presently is known to 5% for each
proton beam energy of the 2007 data, the three data samples are normalised relatively to each
other. The renormalisation factors are determined at lowy, where the cross section is determined
by F2 only, apart from a small correction due toFL. The relative normalisation is known to
within 1.6%.

All correlated and uncorrelated systematic errors combined with the statistical error lead
to an uncertainty on the measured cross sections at highy of 3 to 5%, excluding the common
luminosity error.

2.4 Measurements ofFL(x,Q2) by H1 and ZEUS

The longitudinal structure function is extracted from the measurements of the reduced cross
section as the slope ofσr versusy2/Y+, as can be seen in eq. 4. This procedure is illustrated in
Fig. 25. The centralFL values are determined in straight-line fits toσr(x,Q2, y) as a function of
y2/Y+ using the statistical and uncorrelated systematic errors.

The first published H1 measurement ofFL(x,Q2) is shown in Fig. 26, the preliminary
ZEUS measurement is presented in Fig. 27. The H1 measured values ofFL are compared with
the H1 PDF 2000 fit [4], while the ZEUSFL values are compared to the ZEUS-JETS PDF fit [3].
Both measurements are consistent and show a non-zeroFL.

The H1 results were further averaged overx at fixedQ2, as shown in the left panel of
Fig. 28. The averaging is performed taking thex dependent correlations between the systematic
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errors into account. The averaged values ofFL are compared with H1 PDF 2000 fit and with the
expectations from global parton distribution fits at higherorder perturbation theory performed by
the MSTW [24] and the CTEQ [2, 25] groups. Within the experimental uncertainties the data
are consistent with these predictions. The measurement is also consistent with previous indirect
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Fig. 28: The proton structure functionFL shown as a function ofQ2 at the given values ofx: a) first direct measure-

ment at HERA by H1; b) preliminary H1 results combining SpaCal and LAr analyses. The inner error bars denote

the statistical error, the full error bars include the systematic errors. The luminosity uncertainty is not included inthe

error bars. The solid curve describes the expectation onFL from the H1 PDF 2000 fit using NLO QCD. The dashed

(dashed-dotted) curve depicts the expectation of the MSTW (CTEQ) group using NNLO (NLO) QCD. The theory

curves connect predictions at the given(x,Q2) values by linear extrapolation.

determinations ofFL by H1.

In the combined medium–highQ2 analysis by H1 theQ2 range is extended up toQ2 =
800 GeV2. The preliminary results are shown in the right panel of Fig.28. In someQ2 bins there
is an overlap between the SpaCal and LAr measurements which improves the precision of the
FL extraction as compared to the pure SpaCal analysis.

2.5 Summary

Direct measurements of the proton structure functionFL have been performed in deep inelastic
ep scattering at lowx at HERA. TheFL values are extracted by the H1 and ZEUS collaborations
from the cross sections measured at fixedx andQ2 but differenty values. This is achieved by
using data sets collected with three different proton beam energies. The H1 and ZEUS results are
consistent with each other and exhibit a non-zeroFL. The measurements are also consistent with
the previous indirect determinations ofFL by H1. The results confirm DGLAP NLO and NNLO
QCD predictions forFL(x,Q2), derived from previous HERA data, which are dominated by a
large gluon density at lowx.
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Proton - proton luminosity, standard candles and PDFs at theLHC

J. Anderson, M. Boonekamp, H. Burkhardt, M. Dittmar, V. Halyo, T. Petersen

1 Introduction

The Large Hadron Collider (LHC) is expected to start colliding proton beams in 2009, and is
expected to reach design parameters in energy and luminosity sometime later and deliver a few
fb−1 per year of data at the 14 TeV collision energy.

During the past 15 years many theoretical calculations and experimental simulations have
demonstrated a huge potential to perform many accurate tests of the Standard Model (SM) with
LHC data, which could yield insight into new physics mechanisms.

To make these tests, the experiments identify a particular signature X and observe, using
a variety of selection criteria, a certain number of events in a given data taking period. After
correcting this event rate for backgrounds and the selection efficiency, the number is converted
into a cross section. The cross section,σpp→X can be compared with theoretical predictions1

according to the formula:Ncorrected = σpp→X × Lpp whereLpp is the recorded proton proton
luminosity.

Besides the statistical errors of a measurement, the systematic error is related to the un-
certainties from theLpp determination, the background and efficiency corrections within the
detector acceptance and from extrapolations into the uncovered very forward rapidity regions.
The interpretation of an observed cross section within the SM requires further the knowledge of
the theoretical cross section. Thus the uncertainties of the proton parton distribution function
(PDF) have to be considered also.

In this Section we describe the status and perspectives of the ATLAS, CMS and LHCb, the
three LHC pp collision detectors [1], to determine the proton proton luminosity normalization.
The investigated methods are known and studied since many years and can be separated into the
absolute (1) direct and (2) indirect proton proton luminosity determination. A third approach (3)
tries to measure and calculate final states only relative to well understood reactions which depend
on the parton-parton luminosity and are as such largely independent of the knowledge of the pp
luminosity.

• Absolute, direct or indirect, proton proton luminosity normalization: If the absolute ap-
proach is used, the interpretations of a measured reaction cross section depends still on
the knowledge of parton distribution function (PDF), whichmust be obtained from other
experiments. Examples are:

1Alternatively, one can also apply a Monte Carlo simulation to the theoretical prediction and compare the number
of background corrected events directly.
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– The proton proton luminosity normalization is based on the measurements of the
beam currents and shapes. While the beam currents can be accurately determined us-
ing beam transformers, the beam profiles are more difficult todetermine directly and
usually constitute the dominant source of uncertainty on a luminosity measurement
using this technique. The use of the machine luminosity determination using beam
parameter measurements [2] and [3] will be described in Section 3.1. Alternatively
one can try to measure the beam profiles also within the experiments using the pre-
cision vertex detectors. A short description of this idea, currently pursued within the
LHCb collaboration, is also given in Section 3.1.

– The simultaneous measurements of a pair of cross sections that are connected with
each other quadratically via the optical theorem. A well known example of this is the
measurement of the total inelastic cross section and the elastic cross section at very
high pseudorapidities|η| ≈ 9 and will be described in Section 3.3.
So called instantaneous or real time luminosity measurements are based on “stable”
high rate measurements of particular final state reactions.Once the ratio of such
reactions to the pp luminosity determination has been measured, those reactions can
be subsequently used as independent luminosity monitors. Some possibilities are
discussed in Section 3.4.

– The indirect absolute proton proton luminosity normalization is based on the theoret-
ically well understood “two photon” reactionpp → ppµµ [4, 5] (Section 3.5). This
reaction could perhaps be considered as the equivalent of the luminosity counting in
e+e− experiments using forward Bhabha scattering.

• Indirect pp luminosity measurements use final states, so called “standard candles”, with
well known theoretical cross sections (Section 4).
Obviously, the resulting proton proton luminosity can onlybe as good as the theoreti-
cal and experimental knowledge of the “standard candle” reaction. The theoretically and
experimentally best understood LHC reactions are the inclusive production of W and Z
bosons with subsequent leptonic decays. Their large cross section combined with experi-
mentally well defined final states, e.g. almost background free Z and W event samples can
be selected over a relative large rapidity range, makes themthe preferred LHC “standard
candle” reaction. Other interesting candidates are the high pt jet - boson (=γ, W or Z) final
states. The indirect luminosity method requires also some knowledge of the PDFs, and of
course, if one follows this approach, the cross section of the “standard candle” reaction
becomes an input and can not be measured anymore. Thus, only well understood reactions
should be considered as candidate reactions.

• pp luminosity independent relative rate measurements using “standard candle” reactions.
In addition to the above indirect pp luminosity determinations, “standard candle” reac-
tions allow to perform luminosity independent relative event rate calculations and mea-
surements. This approach has already been used successfully in the past and more details
were discussed during the past HERA-LHC workshop meetings [6]. For some reactions,
this approach appears to be much easier and more accurate than standard cross section
measurements and their interpretations. Perhaps the best known example at hadron collid-
ers is the measurement and its interpretation of the production ratio for Z and W events,
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where Tevatron experiments have reached accuracies of about 1-2% [7,8]. Another exam-
ple is related to relative branching ratio and lifetime measurements as used for b-flavored
hadrons.

Furthermore the rapidity distributions of leptonic W and Z decays at the LHC are very
sensitive to the PDF parameterization and, as was pointed out 10 years ago [9], one can use
these reactions to determine the parton luminosity directly and very accurately over a large x (=
parton momentum/proton momentum) range. In fact, W and Z production with low transverse
momentum were found in this analysis to be very sensitive toqq̄ luminosities, and the jet-boson
final states, e.g. the jet-γ, Z, W final states at high transverse momentum are sensitive to the
gluon luminosity.

In the following we attempt to describe the preparations andthe status of the different
luminosity measurements and their expected accuracies within ATLAS, CMS and LHCb. Obvi-
ously, all these direct and indirect methods should and willbe pursued. In Section 5 we compare
the advantages and disadvantages of the different methods.Even though some methods look
more interesting and rewarding than others, it should be clear from the beginning that as many
independent pp luminosity determinations as possible needto be performed by the experiments.

We also try to quantify the systematic accuracies which might be achieved over the next
few years. As these errors depend somewhat on the overall achieved luminosity, we need in
addition a hypothetical working scenario for the first 4 LHC years. We thus assume that during
the first year, hopefully 2009, data at different center of mass energies can be collected by ATLAS
and CMS. During the following three physics years we expect that 10 TeV will be the highest
collision energy in year I and that at most 100 pb−1 can be collected. We assume further that
during the following two years the design energy of 14 TeV canbe achieved and that a luminosity
of about 1 fb−1 and 10 fb−1 can be collected respectively per year. During the first few years
similar numbers are expected for the LHCb experiment. However once the LHC reaches the
first and second phase design luminosity of1033/cm2/sec and1034/cm2/sec it is expected that the
LHCb experiment will run at an average luminosity of2 × 1032/cm2/sec (resulting in about 2
fb−1/per year).

2 Luminosity relevant design of ATLAS/CMS and LHCb

In the following we give a short description of the expected performance with respect to lepton
and jet identification capabilities. Especially the electron and muon measurement capabilities are
important for the identification of events with leptonic decays of W and Z bosons.

Both ATLAS and CMS are large so called omni purpose experiments with a large accep-
tance and precision measurement capabilities for highpt electrons, muons and photons. Cur-
rently, the simulations of both experiments show very similar performance for a large variety of
LHC physics reactions with and without jets. For the purposeof this Section we focus on the
possibility to identify the production of inclusive W and Z decays with subsequent decays to
electrons and muons. Both experiments expect excellent trigger accuracies for isolated leptons
and it is expected that electrons and muons with momenta above 20-25 GeV can be triggered
with high efficiency and up to|η| of about 2.5. The special design of the ATLAS forward muon
spectrometer should allow to detect muons with good accuracy even up to|η| of 2.7.
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The operation of ALFA, a very far forward detector placed about 240 m down the beam
line, is envisaged by the ATLAS collaboration to provide an absolute luminosity measurement,
either using special optics LHC running and the use of the optical theorem or using the total
cross section measurement from the dedicated TOTEM experiment installed near CMS; results
from this device can be expected from 2010 and on-wards. In addition to absolute luminosity
measurements from ALFA the two detectors LUCID and the Zero-Degree-Calorimeter (CDC)
[10] are sensitive to the relative luminosity at time scalesof single bunch crossings.

A similar approach for absolute and relative luminosity measurements is foreseen by the
CMS experiment. Here it is planned that dedicated forward detectors, the Hadron Forward
Calorimeter (HF) and the ZDC device provide similar resultsas the ones in ATLAS.

Another technique that is expected to be available early on is a luminosity-independent
measurement of thepp total cross section. This will be done using a forward detector built by
the TOTEM experiment [11].

The LHCb experiment [12] has been designed to search for New Physics at the LHC
through precision measurements of CP violating observables and the study of rare decays in the
b-quark sector. Since thebb̄ pairs resulting from the proton-proton collisions at the LHC will
both be produced at small polar angles and in the same forwardor backward cone, LHCb has
been designed as a single-arm forward spectrometer covering the pseudo rapidity range1.9 <
η < 4.9. The LHCb tracking system, which is composed of a silicon vertex detector, a warm
dipole magnet and four planar tracking stations, will provide a momentum resolution ofδP/P =
(0.3+0.0014P/GeV )% [13]. Muon identification is primarily achieved using a set of five planar
multi-wire proportional chambers, one placed in front of the calorimeter system and four behind,
and it is expected that for the momenta range 3-150GeV/c an identification efficiency of∼98%
and an associated pion dis-identification rate of∼1% will be achieved. The reconstruction of
primary and secondary vertices, a task of crucial importance at b physics experiments, will be
virtually impossible in the high particle multiplicity environment present with the nominal LHC
running luminosity of1034cm−2s−1 - LHCb has therefore been designed to run at the lower
luminosity of2× 1032cm−2s−1.

Recent LHCb simulations have shown that leptonic W and Z decays to muons can be
identified with a small background in the forward and very forward rapidity region starting from
η of 1.9 and up to values larger than 4. As will be discussed later in more detail, the common
muon acceptance region for the three LHC experiments between 1.9 and about 2.5 will allow to
cross check and normalize the W and Z measurements in this region. Consequently the unique
large rapidity from 2.5 to 4.9 can be used by LHCb to investigate the very low x range of the
PDFs for the first time.

The absolute luminosity at LHCb will be obtained either directly, by making measure-
ments of the beam parameters, or indirectly via a measurement of the event rate of an accurately
predicted physics process.

As will be explained in the following Sections, all experiments will try to perform as
many as possible direct and indirect absolute and relative luminosity measurements and will, if
available, at least during the first years, also use luminosity numbers from the machine group.
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2.1 Lepton triggering and W/Z identification.

Generally, the lepton trigger selections depend on the instantaneous luminosity and some pre-
scaling might eventually needed. However, current simulations by all experiments show that the
envisaged|η| andpt thresholds will not limit the measurement accuracies of leptons originating
from W and Z decays.

The lepton trigger selections that generally perceived to be used for most W and Z related
analysis are very similar in ATLAS and CMS as indicated in Table 1.

Trigger selectione Trigger selectionµ
Experiment pT |η| pT |η|
ATLAS 25 GeV 2.5 20 GeV 2.7
CMS 20 GeV 2.5 20 GeV 2.1
LHCb∗ – – 2.5 GeV 1.9-4.9

Table 1: For ATLAS and CMS the lepton trigger/selectionpt thresholds are given for single isolated leptons.∗For the

LHCb threshold is given for the muon pair mass instead of single muons and only positive values ofη are covered.

Trigger and reconstruction efficiencies for leptonic W and Zdecays within the acceptance
of the detectors have been estimated for ATLAS to be 97.7% and80.0% for electrons and 84.3%
and 95.1% for muons, respectively. The reconstruction efficiency includes the trigger efficiencies
and the off-line electron and muon selections used later to identify clean inclusive W and Z event
samples [14].

The current equivalent trigger and off-line efficiencies for CMS are about 85% and 77%
for electrons and combined about 85% for single muons [15]. Similar efficiency numbers for
muons from W and Z decays are expected within the LHCb acceptance region [16]. Current
simulations show that these numbers can be determined with high accuracies, reaching perhaps
1% or better, at least for isolated leptons2 which have a transverse momentum some GeV above
the trigger thresholds. For lower momenta near the thresholds or for additional special trigger
conditions somewhat larger systematic uncertainties can be expected.

3 Direct and indirect absolute pp luminosity measurements

Three different absolute proton proton luminosity measurements are discussed in this Section.
(1) The machine luminosity determination using beam parameter measurements [17], (2) the
luminosity independent total pp cross section measurementcombined with the measurement of
the elastic pp scattering rate [11] and (3) the measurement of the “two photon” reactionpp →
ppµµ [4,5]. As will be discussed in more detail in Section 5, only method (3) can be performed
during the normal collision data taking. For method (1) somespecial methods, which take the
actual detector performance during each run into account, need to be developed. Method 2 uses
a two phase approach (a) a special machine optics run with lowluminosity to determine the total

2As isolated highpt photons are triggered essentially like electrons similar accuracies for both particle types can
be assumed.

PROTON-PROTON LUMINOSITY, STANDARD CANDLES AND PDFS AT THE LHC

HERA and the LHC 109



cross section and (b) a normalization to some high rate final state reactions which can be counted
during normal physics runs.

3.1 Proton-proton luminosity from machine parameters3

The luminosity for colliding beams can be directly obtainedfrom geometry and numbers of
particles flowing per time unit [2]. This can be used to determine the absolute LHC luminosity
from machine parameters without prior knowledge of pp scattering cross sections. The principle
is briefly outlined here. More details can be found in [3].

Interaction
region

Bunch 1 Bunch 2

N1 N2Effective area A

Fig. 1: Luminosity from particles flux and geometry.

For two bunches ofN1 and N2 particles colliding head-on in an interaction region as
sketched in Fig.1 with the frequencyf the luminosity is given as

L =
N1 N2 f

Aeff
. (1)

Aeff is theeffective transverse area in which the collisions take place. For a uniform transverse
particle distribution,Aeff would be directly equal to the transverse beam cross section. More
generally, the effective area can be calculated from the overlap integral of the two transverse
beam distributionsg1(x, y), g2(x, y) according to

1
Aeff

=
∫

g1(x, y) g2(x, y) dx dy . (2)

For equal Gaussian beams

g1 = g2 =
1

2πσxσy
exp

[
− x2

2σ2
x

− y2

2σ2
y

]
(3)

we obtain for head-on collisionsAeff = 4π σxσy so that

L =
N1 N2 f

4πσxσy
. (4)

The collision frequencyf is accurately known. The number of particles circulating ina storage
ring is measured using beam current transformers to roughly1% precision [17].

The main uncertainty in the absolute luminosity determination from machine parameters
is expected to originate in the knowledge of the transverse beam dimensions. Safe operation

3Contributing author: H. Burkhardt
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of the LHC requires a rather good knowledge of the optics and beam sizes and we expect that
this should already allow a determination of the luminosityfrom machine parameters to about
20 − 30 percent. A much better accuracy can be obtained when the sizeof the overlap region at
the interaction points is determined by measuring the relative luminosity as a function of lateral
beam separation, as illustrated in Fig. 2. This technique was pioneered at the ISR [18] and
allowed to reduce the uncertainty to below 1%, [19,20].

For the more complicated LHC and early operation, a 10% overall uncertainty in the ab-
solute LHC machine luminosity calibration should be a realistic goal. The actual precision will
depend on the running time and effort which is invested. A relatively small number of scans under
favorable beam conditions will in principle be sufficient toobtain and verify the reproducibility
in the absolute luminosity calibration. While fast scans may always be useful to optimize colli-
sions, we assume that any dedicated, detailed luminosity scans will become obsolete when the
other, cross section based luminosity determinations described in these proceedings allow for
smaller uncertainties.

Optimal running conditions are moderate bunch intensities, large bunch spacings, no cross-
ing angle andβ∗ = 2m or larger. These conditions are in fact what is proposed anyway for the
initial LHC operation with 43 – 156 bunches per beam. Statistics are not expected to be a prob-
lem. For early operation at top energy (10 - 14 TeV) with 43 bunches and4 × 1010 particles per
bunch, before beams are squeezed. at aβ∗ = 11m, we already expect luminosities of the order
of 1030 cm−2s−1 resulting in event rates of104 Hz, for a cross section of 0.01 barn as typical for
the low angle luminosity monitors.

From the LHC injectors, we expect bunch by bunch variations of about 10% in intensity
and 20% in emittance. For the large spacing between bunches in the operation with up to 156
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bunches, there is no need for crossing angles at the interaction points. Parasitic beam-beam
effects will be negligible. All bunches in each beam will follow the same equilibrium orbit and
collide at the same central position.

Calibration runs require good running conditions and in particular good beam lifetimes.
Bunch by bunch differences are not expected to change significantly during a scan. Storing
bunch intensities at the beginning and end of a scan and usingone set of timed averaged bunch
intensities for a scan should be sufficient. To avoid any bias, it will be important to use the
correct pairing of bunch intensities and relative luminosities in the calculation of absolute bunch
luminosities according to Eq. 1, before any summing or averaging over different bunches.

We are currently preparing an on-line application for automatic luminosity scans4. Scan
parameters like range, step size and duration can be set before the start of the scan. Once the
parameters are defined, it is possible to launch automatic horizontal and vertical separation scans
in the LHC interactions regions. For a detailed scan, we may choose a range from -4 to +4σ in
nominal beam size in steps of 0.5σ, resulting in 17 equidistant points. If we wait 1 s between
points to allow for the magnets to change and for 2 s integration time, the scan time would still
be below a minute per plane. Details are currently being worked out in close collaboration
with the experiments. Exchanging all data bunch-by-bunch at a 1 Hz rate between the machine
control room (CCC) and the experiments would be rather demanding and risks to saturate current
capacities.

For the initial running, it will be sufficient to exchange average values at about 1 Hz rate.
It allows quality monitoring and the determination of the peak position. For the detailed off line
analysis, we only have to rely on local logging and timing information synchronized to at least
1 s precision at the beginning of the scan. With fixed time interval defined and saved before the
scan, this allows for off-line synchronization of the detailed data and a complete bunch by bunch
analysis.

3.2 Direct measurements of the absolute luminosity at LHCb

LHCb plans to measure the absolute luminosity using both theVan Der Meer scan, [18], and
beam-gas techniques following a more recently proposed method [21]. Here one tries to deter-
mine the transverse beam profiles at colliding beam experiments utilizing the precision vertex
detectors found at modern HEP experiments to reconstruct beam gas interactions near the beams
crossing point. The vertex resolution in the transverse direction at LHCb can be parameterized
by the relation

σx,y =
100µm√
Ntracks

(5)

whereNtracks is the number of tracks originating from the vertex. Since the nominal transverse
bunch size at LHCb will be100µm, the reconstruction of beam-gas vertices’s, which will have
a track multiplicity of∼ 10, will enable the measurement of the colliding bunch profilesand the
beam overlap integral. This method is currently under investigation by the LHCb collaboration
and is expected to result in a luminosity measurement with anassociated uncertainty of 3-5%.

4Done by Simon White, as part of his PhD thesis work on the LHC machine luminosity determination
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3.3 Absolute pp luminosity from specialized detectors and from the total cross section
measurement

ATLAS and CMS are planning to perform absolute and relative pp luminosity measurements
using dedicated luminosity instruments.

Three particular luminosity instruments will operate around the ATLAS interaction point.
The absolute luminosity measurement will be provided by ALFA [10] placed 240m down the
beam line and due to operate in 2010. This measurement requires some special optics low lumi-
nosity running of the LHC and should be able to measure the very low angle Coulomb scattering
reaction. The expected precision is of the order 3%, depending on yet unknown LHC parameters
during running. The ALFA detector can also measure the absolute luminosity using the optical
theorem if the Coulomb region can not be reached. Extrapolating the elastic cross section to very
low momentum transfert = 0 and using the total cross section as measured by TOTEM [11]
(located at the CMS interaction point) current simulationsindicate that a precision of about 3%
might also be reached with this method. In addition to absolute luminosity measurements from
ALFA, LUCID and a Zero-Degree-Calorimeter (ZDC) [10] are sensitive to the relative single
bunch crossings luminosity. LUCID and ZDC will however not give absolute measurements.

A similar approach is currently foreseen by the CMS collaboration [22].

3.4 Real time relative luminosity measurements

A large number of instantaneous relative luminosity measurements have been discussed during
the past years by ATLAS, CMS and LHCb and more details can be found in the three presenta-
tions given during the “standard candle” session of this workshop [23]. As an example we outline
in the following some ideas discussed within CMS.

Multiple techniques capable of providing suitable luminosity information in real time have
been identified in CMS. One technique employs signals from the forward hadron calorimeter
(HF) while another, called the Pixel Luminosity Telescope (PLT), uses a set of purpose-built
particle tracking telescopes based on single-crystal diamond pixel detectors. At this writing, the
PLT has not been formally approved, but is under study. The methods based on signals from the
HF described are the ones being most vigorously pursued.

Two methods for extracting a real-time relative instantaneous luminosity with the HF have
been studied. The first method is based on “zero counting,” inwhich the average fraction of
empty towers is used to infer the mean number of interactionsper bunch crossing. The second
method called “EtSum method” exploits the linear relationship between the average transverse
energy per tower and the luminosity.

Outputs of the QIE chips used to digitize the signals from theHF PMTs on a bunch-
by-bunch basis are routed to a set of 36 HCAL Trigger and Readout (HTR) boards, each of
which services 24 HF physical channels. In order to derive a luminosity signal from the HTR,
an additional mezzanine board called the HF luminosity transmitter (HLX) is mounted on each
of the HTR boards. The HLX collects channel occupancy andET sum data to create eight
histograms: two sets of three occupancy histograms, oneET -sum histogram, and one additional
occupancy histogram. These histograms comprise about 70 KBof data, which is transmitted at
a rate of approximately 1.6 Mbps to a dedicated luminosity server via an Ethernet switch that
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aggregates the data from multiple HLX boards for further processing.

Although all HF channels can be read by the HLX, MC studies indicate that the best linear-
ity is obtained using only the inner fourη rings. The algorithm has been optimized to minimize
sensitivity to pedestal drifts, gain changes and other related effects. Both “Zero Counting” and
the “EtSum” method have demonstrated linearity up to LHC design luminosity. A statistical er-
ror of about1% will be achieved atfewtimes × 1031cm−2s−1 Hence the dominant error on the
absolute luminosity will result from the normalization of the online relative luminosity.

3.5 Proton-proton luminosity from the reaction pp → ppµµ

The QED processpp → ppµ+µ−, where aµ+µ− pair is produced via photon-photon scattering,
was first proposed for luminosity measurements at hadron colliders in [4]. At the LHC such pairs
will be predominantly produced with small transverse momenta, at small polar angles and in the
same forward or backward cone.

All three experiments are considering to use the well calculated pp → ppµµ process
for measuring absolute luminosity. The theoretical understanding of this QED photon-photon
scattering reactions is considered to be accurate to betterthan 1%. Consequently this final state is
thus often considered to be the perfect theoretical luminosity process. However, the experimental
identification of this process requires to select muon pairswith low mass and within a well
understood acceptance. The measurement of this reaction ata hadron collider appears to be
much more difficult than the corresponding measurements of the reactionee → eeµµ at LEP.
The systematic measurement error for example in L3 and afterseveral years of data taking was
about±3% [24]

Current simulations by the three LHC experiments indicate that the final state can be iden-
tified using straight forward criteria. For ATLAS and CMS onefinds that about 1000 accepted
events could at best be expected for an integrated luminosity of 1 fb−1, resulting in a statistical
error of about± 3%.

For example the ATLAS study selects oppositely charged back-to-back muon tracks with
pT > 6 GeV and |η| < 2.2 with an invariant mass less than 60GeV and a common vertex
with no other tracks originating from it (isolation), yields a cross section of 1.33 pb. Thus, about
1300 events can be expected for running periods with a luminosity of 1 fb−1 and yielding a
potential statistical error of 3%. However, backgrounds not only from pile up events will be a
critical issue. Some proton tagging with high luminosity roman pots is currently investigated but
this will certainly reduce the accepted cross section and introduce additional acceptance errors.
Similar conclusions have been reached by simulations performed within the CMS collaboration.
Consequently, both experiments expect that, during the coming years, this reaction will be mainly
used as a cross check of the other methods.

The cross section for this process where both muons lie inside the LHCb acceptance and
have a combined invariant mass greater than 2.5GeV is≈ 88 pb. The expected uncertainty is
perhaps 1% or smaller and comes mainly from rescattering corrections [5], i.e. strong interactions
between the interacting protons.

The feasibility of using the elastic two photon processpp → p + µ+µ− + p to make
luminosity measurements at LHCb was first explored in [25] and has recently been investigated in
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more detail by members of the LHCb collaboration [26]. A variety of background processes have
been studied: dimuons produced via inelastic two-photon fusion and double pomeron exchange;
low mass Drell-Yan pairs; QCD processes such asbb̄ → µ+µ− + X; and the combinatoric
backgrounds caused by K/π mis-identification. A simple offline selection has been developed that
requires: the dimuon pair transverse momentum to be less than 50MeV/c; the dimuon invariant
mass to be in the range2.5GeV/c2 < Mµµ < 20GeV/c2; and a charged particle multiplicity
of less than 3 (i.e. the event should contain aµ+µ− pair and no other charged particles). These
criteria select∼ 27% of the signal events that pass the trigger and are reconstructed and result
in a background contamination that is(4.1 ± 0.5(stat.) ± 1.0(syst.))% of the signal level with
the dominant contribution due K/π mis-identification. Overall it is expected that∼ 104 pp →
p + µ+µ− + p events will be triggered, reconstructed and selected at LHCb during one nominal
year of data taking (2fb−1). Systematic uncertainties on a luminosity measurement atLHCb
using this channel are estimated to be∼ 1.31% and are dominated by the uncertainty on the
predicted cross section for events containing dimuons produced via double pomeron exchange,
an uncertainty that is expected to be reduced in the near future. A measurement of the absolute
luminosity at LHCb using this channel and a dataset of2fb−1 will therefore be possible with an
associated uncertainty of∼ 1.5%.

In summary, the accurate measurement of this theoreticallywell understood reaction looks
like an interesting challenge for the LHC experiments. Interesting results can be expected once
integrated luminosities of 5 fb−1 and more can be accumulated for ATLAS and CMS and about
1 fb−1 for LHCb. Of course, it remains to be proven, if the systematic uncertainties under real
data taking conditions can indeed be reduced to the interesting 1% level.

4 Indirect and relative pp luminosity measurements

The methods to measure the absolute proton proton luminosity and their limitations have been
described in the previous chapter.

In this Section we will describe the possibilities to measure the luminosity indirectly using
well defined processes, so called “Standard Candles” and their use to further constrain the PDFs
and discuss the possibility to “measure” directly the parton-parton luminosities.

Before describing the details of these indirect approaches, a qualitative comparison of
luminosity measurements ate+e− colliders and hadron colliders might be useful. The most
important difference appears to be that in thee+e− case one studies point like parton parton
interactions. In contrast, at hadron hadron interactions one studies the collision of protons and
other hadrons made of quarks and gluons. As a result, in one case the Bhabha elastic scattering
reactione+e− → e+e− at low Q2 reaction can be calculated to high accuracy and the observed
rate can be used as a luminosity normalization tool. In contrast, the elastic proton proton scat-
tering cross section can not be calculated at the LHC nor at any other hadron colliders. As a
consequence, absolute normalization procedures depend always on the measurement accuracy
of the pp total cross section. Even though it is in principle possible to determine the pp total
cross section in a luminosity independent way using specialforward detectors like planned by
the TOTEM or the ALFA experiments, the accuracy will be limited ultimately and after a few
years of LHC operation to perhaps a few %.
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Furthermore, as essentially all interesting highQ2 LHC reactions are parton parton col-
lisions, the majority of experimental results and their interpretation require the knowledge of
parton distribution functions and thus the parton luminosities.

Following this reasoning, more than 10 years ago, the inclusive production of W and Z
bosons with subsequent leptonic decays has been proposed asthe ultimate precision parton parton
luminosity monitor at the LHC [9]. The following points summarize the arguments why W and
Z production are indeed the ideal “Standard Candles” at the LHC.

• The electroweak couplings of W and Z bosons to quarks and leptons are known from the
LEP measurements to accuracies smaller than 1% and the largecross section of leptonic
decays W and Z bosons allows that these final states can be identified over a large rapidity
range with large essentially background free samples.

• Systematic, efficiency corrected counting accuracies within the detector acceptance of 1%
or better might be envisioned during the early LHC running. In fact it is believed that the
relative production rate of W and Z can be measured within thedetector acceptance with
accuracies well below 1%.

• Theoretical calculations for the W and Z resonance production are the most advanced and
accurately known LHC processes. Other potentially more interesting LHC reactions, like
various diboson pair production final states are expected tohave always larger, either statis-
tical or systematic, experimental and theoretical uncertainties than the W and Z production.

• The current PDF accuracies, using the latest results from HERA and other experiments
demonstrate that the knowledge of the quark and anti quark accuracies are already allowing
to predict the W and Z cross at 14 TeV center of mass energies toperhaps 5% or better.
The measurable rapidity andpt distributions of the Z boson and the corresponding ones
for the charged leptons from W decays can be used to improve the corresponding parton
luminosity functions.

Obviously, the use of W and Z bosons as a luminosity tool requires that the absolute cross
section becomes an input, thus it can not be measured anymore. As a result this method has been
criticized as being “a quick hack at best”. In contrast, advocates of this method point out that this
would not be a noticeable loss for the LHC physics program.

4.1 Using the reactionpp → Z → ℓ+ℓ− to measureLpp

Very similar and straight forward selection criteria for the identification of leptonicZ decays,
depending somewhat on the detector details and the acceptance region, are applied by ATLAS,
CMS and LHCb. In the following the current selection strategy in ATLAS and LHCb are de-
scribed.

4.2 Measuring Z and W production, experimental approaches in ATLAS

The ATLAS W and Z cross section measurements are based on the following selections in the
electron and muon channels:

• A typical selection ofW → eν requires that events with “good” electrons have to fulfill
the additional kinematic acceptance criteria:
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pT > 25 GeV, |η| < 1.37 or 1.52 < |η| < 2.4.
The criteria forW → µν muons are similar wherepT > 25 GeV and |η| < 2.5. is re-
quired. Furthermore, in order to classify the event as aW event, the reconstructed missing
transverse momentum and the transverse mass should fulfillET (miss) > 25GeV and
mT (W ) > 40 GeV.

• The selection ofZ → ee andZ → µµ requires that a pair of oppositely charged electrons
or muons is found. Due to lower background the electrons should havepT > 15 GeV and
|η| < 2.4 and their invariant mass should be between 80-100 GeV.
Similar criteria are applied for the muons withpT > 15 GeV and|η| < 2.5. The recon-
structed mass should be between 71-111 GeV.

Following this selection and some standard Monte Carlo simulations, the expected number
of reconstructed events per 10 pb−1 at

√
s = 14 TeV are about 45000, 5500 for W and Z decays

to electrons and 60000, and 5000 for the decays to muons, respectively. Thus, even with a small
data sample of only 10 pb−1, the statistical uncertainty for theZ counting comes close to 1% in
each channel.

Systematic uncertainties from the experimental selectionare dominated by the Z efficiency
determination and from backgrounds in the W selection. Other sources of uncertainties originate
from the knowledge of energy scale and the resolution. The lepton efficiencies are evaluated by
consideringZ → ℓℓ events and using the so called “tag and probe” method, like for example
described by the D0 experiment [7, 8]. The efficiency uncertainty associated with the precision
of this method has been estimated for a data sample of 50 pb−1 (1 fb−1) of data to be 2% (0.4%)
for W and 3% (0.7%) for Z events. The backgrounds for W events are of the order 4% in the
electron channel and 7% in the muon channel. The main contributions are from other W or Z
decays, and are thus well understood, leading to backgrounduncertainties of the order 4% for
both channels if a sample 50 pb−1 is analyzed. For much larger samples it is expected that
uncertainties at or below 1% can be achieved. The backgrounds for the Z decays are very small,
and can be determined accurately from mass spectrum, and hence does not carry any sizable
uncertainty. It has been demonstrated, that the detector scales and resolutions can be determined
very accurately [14], and the associated uncertainties aretherefore also close to negligible.
Some detailed studies demonstrate that eventually the systematic error between 1-2% or even
smaller might be achieved for the W and Z counting and within the detector acceptance up to
rapidities of about 2.5.

In order to use this number for the pp luminosity determination the total inclusive W and
Z cross-section at NNLO can be used. These have been calculated to be 20510 pb and 2015pb,
respectively [27]. Variations in models, floating parameters, and other theoretical uncertainties
lead to significant variations in the estimates. The uncertainties on these calculation are estimated
to be 5% or smaller. This uncertainty appears to be currentlydominated by the PDF uncertainties
needed to extrapolate to the experimentally uncovered large rapidity region. More discussions
about these uncertainties can be found for example at [28] and [29].

It can be assumed that the detailed studies of the rapidity distributions within the accep-
tance region with W and Z decays might eventually lead to further error reductions.
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4.3 Measuring Z production, experimental approach in LHCb

The uncertainty on the predicted Z production cross sectionat the LHC comes from two sources:
the uncertainty on the NNLO partonic cross section prediction [27], which contributes an un-
certainty of< 1%, and uncertainties in our understanding of the proton Parton Distribution
Functions (PDFs) which, for the latest MSTW fit [30], contribute an uncertainty of∼ 3% for Z
bosons produced with rapidities in the range−5 < y < 5.

A measurement of the Z production rate at LHCb via the channelZ → µ+µ−, which
provides a final state that is both clean and fully reconstructible, can be achieved with high ef-
ficiency and little background contamination. In addition,since the dimuon trigger stream at
LHCb [31] requires two muons with an invariant mass larger than 2.5GeV and a summed trans-
verse momentum (P 1

T + P 2
T ) greater than 1.4GeV, a high trigger efficiency of∼ 95% is expected

for these events. A variety of background sources for this channel have been investigated: other
electroweak processes such asZ → τ+τ− where both taus decay to muons and neutrinos; QCD
processes such asbb̄ → µ+µ− + X; and events where two hadrons with an invariant mass near
the Z mass are both mis-identified as muons. To deal with thesebackgrounds an off-line selection
has been developed [32] that requires: the dimuon invariantmass to be within 20 GeV of the Z
mass; the higher and lower transverse momentum muons to be greater than 20 GeV and 15 GeV
respectively; the impact parameter of both muons is consistent with the primary vertex; and both
muons have associated hadronic energy that is less than 50 GeV. For Z → µ+µ− events that are
triggered and reconstructed at LHCb, these off-line selection criteria will select91 ± 1% of the
signal events while reducing the background to(3.0±2.9)% of the signal level with the dominant
contribution due to the combinatoric backgrounds from pionand kaon mis-identification. It is
expected that these backgrounds can be well understood fromreal data or removed using muon
isolation criteria. Overall it is expected thatZ → µ+µ− events will be triggered, reconstructed
and selected at LHCb at a rate of∼ 190evts/pb−1. Systematic uncertainties have also been
investigated and it is expected that with as little as5pb−1 of data the experimental efficiency
(trigger, tracking, muon identification etc.) can be measured with an uncertainty of∼ 1.5%
enabling a luminosity measurement with an uncertainty of∼ 3.5%.

4.4 PDF and relative parton-parton luminosity measurements

Theoretically well understood reactions at the LHC offer the possibility to use their rapidity
distributions to improve todays knowledge of PDFs. Especially the resonance production of W
and Z bosons with leptonic decays with low and high transverse momentum and the production
of isolated highpt γ-Jet events have been demonstrated to be very sensitive to the relative parton
distribution functions. Simulations from ATLAS and CMS have shown that experimental errors
on these rapidity regions up to|y| of about 2.5 can probably performed with accuracies eventually
reaching perhaps 1% or better. The possibility to cross-check the measurements with W and Z
decays to (a) electron(s) and (b) muon(s) and between both experiments will of course help to
reach the accuracy.

During the past years simulation studies from the LHCb collaboration have shown that
the experiment has a unique potential to extend the acceptance region from ATLAS and CMS
for muons up to rapidity values at least up to 4.5. Furthermore, the existing overlap region for y
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between 1.9 and 2.5 should allow to reduce normalisation uncertainties. Obviously, these rapidity
values are understood as being reasonably accurate but qualitative values and more precise values
will be defined once real data will allow to define a well understood fiducial volume of the
detectors.

In addition, the LHCb collaboration has investigated the possibility to identify clean sam-
ples of very low mass Drell-Yan mu-pair events. The results indicate that such pairs can be
measured within their acceptance region down to masses of 5 GeV. Such a measurement would
in principle allow to measure PDFs forx values approaching extremely low values of10−6 for
the first time [33].

It should be clear that such measurements, which are known tobe very sensitive to quark,
antiquark and gluon relative parton luminosities will not allow an absolute PDF normalisation.
Such an improvement of absolute PDF normalisation would require the accurate knowledge of
the proton-proton luminosity to better than todays perhaps± 3% PDF accuracy obtained from
the HERA measurements over a large x range and obviously lower Q2. The alternative approach
to combine the relative parton luminosities over the largerx,Q2 range using the sum rules has,
to our knowledge, so far not been studied in sufficient detail.

A more detailed analysis of the different experimental approaches to improve the PDFs are
interesting but are beyond the scope of this note about the luminosity. Nevertheless we hope that
the experimentalists of the three collaboration will startto combine their efforts and will pursue
the PDF measurements, in direct collaboration with theorists, during the coming years.

5 Comparing the different pp luminosity measurements

A relatively large number of pp luminosity measurements hasbeen proposed and the most rel-
evant have been discussed in this note. Here we try to give a critical overview of the different
methods and their potential problems. Despite these advantages and disadvantage it should be
clear that it is important to perform as many as possible independent luminosity methods during
the coming years.

• The machine luminosity determination using beam parameters:
This method will be pursued independently of the experiments and its main purpose will be
to optimize the performance of the LHC and thus providing a maximum number of physics
collisions for the experiments. The potential to use this number as an almost instantaneous
absolute luminosity number with uncertainties of perhaps± 10% (and eventually± 5%),
assuming that non gaussian tails of the beam can be controlled to this accuracy will cer-
tainly be useful to the experiments. Of course the experiments would lose somewhat their
“independence” and still need to combine this number with their actual active running
time.
However, one should remember that the Tevatron experimentsdid not use this method for
their measurements.
The method to determine the beam size using the LHCb precision vertex detector look very
promising and it is hoped that their approach might result ina pp luminosity measurement
with an associated uncertainty of 3-5%.

• Total cross section and absolute luminosity normalisationwith specialized far for-
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ward Detectors:
The luminosity independent total pp cross section measurement is planned by the TOTEM
collaboration and by the ALFA detector. Using these numbersboth ATLAS and CMS plan
to obtain the pp luminosity from the counting of the pp elastic scattering counting numbers
from the forward detectors which thus depend on the knowledge of the total cross section
measurement. In order to obtain this number some few weeks ofspecial optics and low
luminosity LHC running are required. As all LHC experimentsare very keen to obtain as
quickly as possible some reasonable luminosity at 14 TeV center of mass energy it is not
likely that those special LHC data taking will happen duringthe first year(s) of data taking.
Furthermore, despite the hope that the total cross section can be determined in principle
with an interesting accuracy of± 1%, it remains to be demonstrated with real LHC run-
ning. In this respect it is worth remembering that the two independent measurements of
the total cross section at the Tevatron differed by 12% whilemuch smaller errors were ob-
tained by the individual experiments. As a result the average value with an error of±6%
was used for the luminosity normalisation.

• Luminosity determination using Z → ℓℓ:
This method provides an accurate large statistic relative luminosity number. It will be
as accurate as the theoretical cross section calculation, which is based on the absolute
knowledge of the PDFs from other experiments, from unknown higher order corrections
and their incomplete Monte Carlo implementation. Todays uncertainties are estimated to
be about 5%. It has been estimated, assuming the experimentsperform as expected, that the
potential Z counting accuracy within the acceptance regionincluding efficiency corrections
might quickly reach±1%. The extrapolation to the uncovered rapidity space, mainly due
to the worse knowledge of the PDFs in this region, increases the error to perhaps 3%.
Taking other theoretical uncertainties into account an error of±5% is currently estimated.
Of course, advocates of the Z normalisation method like to point out that the real power
of this method starts once relative measurements, coveringsimilar partons and similar
ranges of the parton distribution functions will be performed with statistical errors below
5%. Examples where such a normalization procedure looks especially interesting are the
relative cross section measurements ofN(Z)/N(W ), N(W+)/N(W−), high mass Drell-
Yan events with respect to Z events and diboson final states decaying to leptons. Of course,
correlations and anticorrelations between quark and gluondominated production rates exist
and need to be carefully investigated before similar advantages for the gluon PDFs can
eventually be exploited. The loss of an independent Z cross section measurement would
of course be a fact of life.

• pp luminosity from the reaction pp → ppµµ:
A measurement of this reaction offers in principle a direct and theoretically accurate proton
proton luminosity value. Unfortunately current simulations from the experiments indicate
that the accepted cross section is relatively small and onlya few 1000 events can be ex-
pected per fb−1. The different simulation results indicate that the backgrounds can be
suppressed sufficiently without increasing the experimental systematics too much. Simu-
lation studies [34] in CMS find that in the absence of pile-up,of the order 7000 events/fb
can be selected. Apart from pile-up a leading source of systematic error is the contamina-
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tion of the signal with events in which one of the protons dissociates. In the absence of
pile-up, the use of the Zero-Degree-Calorimeters (one on each side of IP) and the Castor
calorimeter (in 2009/10 available only on one side of the IP)in veto can improve the signal
to background ratio from∼ 1 to∼ 3. Hence in CMS this method may provide a means of
measuring the absolute luminosity in the first LHC data with atotal error of below 10%.
In addition, the current simulation results indicate that small systematic errors of perhaps
1-2% might eventually be achievable5 once a yearly luminosity of 5-10 fb−1 in ATLAS
and CMS (2 fb−1 for LHCb) might be recorded. It remains to be seen if muons with trans-
verse momenta well below 20 GeV can indeed be measured as accurately as muons with
transverse momenta above 25 GeV.

5.1 Which luminosity accuracy might be achievable and when

Of course the potential time dependent accuracy of the different luminosity methods can only
be guessed today as such numbers depend obviously on the LHC machine performance during
the coming years. For the purpose of this Section we are mainly interested in measurements at
the 14 TeV center of mass energy and assume that the following“data samples” would define
such “years”. Of course, it could be hoped that the luminosity and energy increase would go
much faster resulting in “some” shorter LHC years. Thus we assume that the first 14 TeV year,
currently expected to be 2010, will correspond to 0.1 fb−1, followed by a 1 fb−1 year. During
the third and fourth year ATLAS and CMS expect to collect about 5 fb−1 and 10 fb−1 while
LHCb expects to collect roughly 2 fb−1 per year. We assume further that the special optics low
luminosity data taking periods requiring perhaps a few weeks for TOTEM and similar for ALFA
will take only place during the year when more than 1 fb−1 per year or more can be expected.

As a result, for the first two 14 TeV running years, realistic luminosity numbers could come
from (1) the machine group and (2) from the indirect method using the inclusive production of Z
events with leptonic decays.

As has been pointed out in Section 3.1 the method (1) would, without any additional efforts
by the machine group, allow a first estimate with a± 20-30% luminosity accuracy. We assume
however that, due to the delay of the real 14 TeV start to 2010,enough resources could be found
that people within the machine group could carefully prepare for the necessary beam parameter
measurements and that the experiments will do the corresponding efforts to correct such a ma-
chine luminosity number for real detector data taking one could hope for a 10% measurement for
2010 and a 5% accuracy for 2011.

In contrast, method (2) would by definition be an integrated part of any imaginable exper-
imental LHC data taking period. In fact, if enough attentionis put into theZ counting method,
the data expected during 2010 running might already reach statistical errors of± 2% per 5 pb−1

periods. Thus perhaps about 10-20 such periods could be defined during the entire year and
systematic errors for the lepton efficiency correction within the detector acceptance could reach
similar± 2-3% accuracies. During the following years these errors might decrease further to 1%
or better. Once the rate of any “stable” simple high rate finalstates and even trigger rates relative

5It might be interesting to study the experience from similarmeasurements at the experimentally ideal conditions
of LEP, where uncertainties above± 3% have been reported [24].
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to theZ counting rate has been determined, such relative event rates can be used subsequently to
track the “run” luminosity and even the real time luminositywith similar accuracy.

Theoretical limitations of the cross section knowledge, not expected to improve without
LHC data taking, would limit the accuracy to about± 5%. The expected detailed analysis of
the 2010 rapidity distributions of W, Z andγ-jet events will allow some improvements for the
years 2011 and beyond. We can thus expect that appropriate ratio measurements like the cross
section ratio measurements ofZ/W± andW−/W+ will already reach systematic accuracies of
± 1-2% during 2010 and 1% or better in the following years. Measurement of b physics, either
in LHCb or in ATLAS and CMS might in any case prefer to perform luminosity independent
measurements and relate any of the “new” measurements to some relatively well known and
measurable B-hadron decays.

It is also worth pointing out that currently no other highQ2 reaction has been envisioned,
which might be measurable to a systematic precision of better than 5-10% and a luminosity of up
to 1fb−1. In addition, most of the interesting highQ2 electroweak final states will unfortunately
even be limited for the first few LHC years to statistical accuracies to 5% or more.

The prospect for the other luminosity measurements start tobecome at earliest interesting
only once a few 100 pb−1 can be recorded. Consequently one can expect to obtain a statistical
interesting accuracy from the reactionpp → ppµµ after 2010. Similar, it looks unlikely that low
luminosity special optics run will be performed before 2011. Consequently one might hope that
few % accurate total cross section numbers become availablebefore the 2012 data taking period
will start.

6 Summary and Outlook

A large variety of potentially interesting pp luminosity measurements, proposed during the past
10-15 years, are presented in this Section.

Realistically only the machine luminosity measurement andthe counting of the Z produc-
tion might reach interesting accuracies of 5% before 2011. For all practical purposes it looks
that both methods should be prepared in great detail before the data taking at 14 TeV collision
energies will start in 2010.

We believe that a working group, consisting of interested members of the three pp collider
experiments and interested theorists, should be formed to prepare the necessary Monte Carlo
tools to make the best possible use of the soon expected W and Zdata, not only for the pp lumi-
nosity normalization but even more for the detailed investigations of the parton parton luminosity
determination and their use to predict other event rates fordiboson production processes and high
mass Drell-Yan events.
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Outlook: the PDF4LHC initiative

A. De Roeck

This document demonstrates the vast amount of progress thathas taken place in the last
years on pinning down the PDFs of the proton, as well as the dramatic increase in awareness of
the impact of PDFs on the physics program of LHC experiments.The HERALHC workshop has
acted as a regular forum for working meetings between the experiments, PDF phenomenologists
and theorists. In the course of this workshop, it was realized that the momentum on the PDF
studies should be kept and perhaps even focused more on the LHC, in order to continue the
discussions, investigations and further work towards improving our knowledge on the PDFs.

Clearly, LHC will need the best PDFs, especially for precision measurements, setting
of limits in searches, and even for discoveries. Ideally theATLAS and CMS (and LHCb and
ALICE) analyses should follow a common procedure for using PDFs and their uncertainties in
their key analyses. Such a common procedure, across the experiments, is being used in other
contexts, such as significance estimates in searches. Also,changing frequently the PDFs in
the software of the experiments, e.g. for cross–checks or the determination of error bands, is
often non-trivial (e.g. due to the inter-connection with parameter choices for underlying event
modeling, showering parameters and so on) and sometimes impractical if CPU intensive detector
simulations are involved. LHC studies therefore will need both good central values for the PDFs
to start with, and a good estimate of the associated uncertainties.

This has triggered the so called PDF4LHC initiative. PDF4LHC offers a discussion forum
for PDF studies and information exchange between all stake-holders in the field: the PDF global
fitter groups, such as CTEQ and MSTW; the current experiments, such as the HERA and Tevatron
ones; QCD theorists and the LHC experimental community. ThePDF4LHC initiative started in
2008. More details and links to the meetings so far can be found on the PDF4LHC web site [1].

The mission statement of PDF4LHC is:
• Getting the best PDFs, including the PDF uncertainties, based on the present data.

• Devise strategies to use future LHC data to improve the PDFs.
All this needs a close collaboration between theorists and those that are preparing to make the
measurements. In order to reach the first goal, the PDF4LHC forum aims to stimulate discus-
sions and trigger further comparison exercises across the PDF community, in order to select one
or a limited number of possible strategies that can be adapted to determine and use PDFs. For
the second goal, PDF4LHC should also be a forum for discussions on how to include measure-
ments from the LHC to constrain PDFs: what should be measuredat LHC, and correspondingly
calculated in theory. Such measurements includeW andZ production and asymmetries, di-jet
production, hard prompt photons, Drell-Yan production, bottom and top quark production, Z-
shape fits and Z+jets measurements. One expects that some of these channels can already be
studied with first data, hence we need to prepare for that wellin advance.

The following issues are part of the program for in depth discussions via topical work-
shops, some of which took place already in 2008 [1].

• Data to be included in the PDFs. Would we get better results with a selection of data to
be used? New data will become available such asFL(x,Q2), and combined data from
H1/ZEUS. Can we extract more from the data?
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• Determination of PDF uncertainties, including the statistical treatment of the data.

• Theoretical uncertainties and regions/processes where they matter: higher–order correc-
tions; heavy flavour treatment; low-x (and high-x) resummation; other PDFs like uninte-
grated PDFs (and GPDs).

• PDFs for usage Monte Carlo generators.

One can expect that the LHC experiments most likely will be using for most of their studies
the PDF sets and errors that are delivered by either one of theCTEQ or MSTW family. Hence it
is important that the lessons learned from exercises on studies of the systematics on PDFs will be
adapted by these main global PDF providers. PDF4LHC aims to advice the experiments in the
use for PDFs for the LHC, based on the discussions, results and future consensus at the forum.
The experience and results from HERAPDFs, and PDFs from other groups, like the Neural Net
or Alekhin ones are extremely valuable in this discussion and will serve as crucial input in studies
to demonstrate how well we actually know the parton distributions. Several important benchmark
exercises have been already performed and are reported in section 3 of this report.

A special case are the PDFs for Monte Carlo generators. For experiments it is important
that generated events be kinematically distributed close to the distribution of the real data, such
that the simulated and reconstructed Monte Carlo events canbe used in a straightforward way
to calculate efficiencies for e.g. experimental cuts in an analysis. In case the initially gener-
ated distribution does not resemble the data close enough, the Monte Carlo samples need to be
reweighted, with all its possible drawbacks. Since calculations based on LO Matrix Elements and
LO PDFs are known not to describe the data well, and NLO MatrixElement based generators to
date have so far only a restricted number of processes implemented, studies are ongoing on so
called “improved LO” PDFs, which try to cure some of the LO PDFdrawbacks. Examples are
given in [2]. This is yet another part of the discussions in the PDF4LHC forum

In short, it is crucial that the work started here continues,with discussions and studies
on PDFs and their uncertainties, the impact of the upcoming data on future PDF determinations
and more, all with special focus on the needs for the LHC. The PDF4LHC initiative will offer a
framework to do all this.
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Abstract
We present a summary of the activities of theMulti-Jet final states and
energy flowsWorking Group of theHERA and the LHC workshop,
2007-2008. Among the more specific topics considered were the sta-
tus of and recent progress in higher order calculations, both in fixed
perturbative expansions and in resummed approaches, recent progress
in the description of jets, including the description of forward jets, new
calculations performed usingkT -factorization and new determinations
of unintegrated parton densities.
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1 Introduction
Authors: Claire Gwenlan, Leif L̈onnblad, Eduardo Rodrigues, Giulia Zanderighi

The activities of Working Group 2,Multi-Jet Final States and Energy Flows, have covered
a broad range of topics, encompassing both theoretical and experimental advances in understand-
ing the hadronic final state at high energies. Much of this work will be of significant benefit in
preparing to fully exploit the LHC physics potential. We focus here on progress in the field since
the last proceedings of this workshop [1,2].

From a theoretical point of view, a good understanding of theStandard Model (SM) is
of the utmost importance in order to be able to unravel and disentangle possible New Physics
effects. In addition, the study of the Standard Model is important in its own right, especially
in the QCD sector where the strong coupling in many cases prevents us from making reliable
predictions. Recently, considerable progress has been made in the area of higher order calcu-
lations in perturbative QCD. Some developments are discussed in the contributions of Sec. [3].
Typically, these fixed-order calculations are sufficient todescribe inclusive observables, such as
cross sections or transverse momentum (pt) spectra at sufficiently high scales. However, more
exclusive observables, such as event-shape distributions, require that one rearranges the pertur-
bative expansion and that one resums leading and next-to-leading logarithmic terms to all orders
in perturbation theory. This technology is today already well-developed both in terms of ana-
lytical calculations and in terms of numerical implementations in parton shower Monte Carlos.
We report on further recent progress in the understanding and development of such resummed
calculations in Sec. [4].

The development and use of jet algorithms plays a key role in the study of hadronic final
states. Indeed jets are an essential tool for a variety of studies, such as top reconstruction, mass
measurements and searches for Higgs and new physics. Furthermore, they are instrumental for
QCD studies, e. g. for inclusive-jet measurements, which inturn constitute an important input for
parton density determinations. By clustering particles into jets, jet algorithms reduce complicated
multi-particle events in simple final states with few jets. This procedure and the way particles
are recombined together (e.g. theE- or P -scheme) is fundamentally non-unique. This freedom
can be exploited to extract information from jets. The rapid, recent development of fast, infrared-
and collinear-safe cone and clustering algorithms, is discussed in Sec. [5]. Also considered are
the issues of jet-finding, reconstruction and calibration currently being developed by the LHC
experimental collaborations. Recent work on defining jet-quality measures, designed to quantify
the performance of jet algorithms, is also presented.

In Sec. [6] we focus our attention to thekT -factorization approach, which may be the
key to fully understand the hadronic final states at the LHC. Although the standard collinear
factorization should hold for the description of jets at very high scales, we expect it to break
down at somewhat smaller scales and lowx, and the use ofkT -factorization and unintegrated
parton densities will become essential. This is an area where we have learned a lot from HERA
results, and where we may learn more still from data yet to be analyzed.

A major difficulty in describing final states at high energiesis the treatment of multi-
parton interactions. There is no doubt that, due to the high density of small-x partons, the events
at the LHC will contain several semi-hard parton–parton scatterings. Indeed such events have
already been studied at the Tevatron, and models including this feature are need in order to
describee.g. the underlying events in photo-production at HERA. Although models for multi-
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parton interactions exist, there are many uncertainties, and the differences in the predictions for
the LHC are large. Most of the work on multi-parton interactions in the workshop was presented
in joint sessions with the Monte Carlo tools working group, and the corresponding contribution
to these proceedings are presented in the section of this working group [7].

In Sec. [8], reviews some recent experimental results from HERA which are of interest for
future LHC studies, concentrating particularly on isolated photon and jet production, including
the effects of multi-parton interactions and the underlying event.

Finally we take a look at processes at even higher parton densities, such as those occurring
in heavy ion collisions. Here it is important to consider notonly the productions of jets, and
possible effects of gluon saturation, but also the propagation of the hard partons through a dense
medium. A couple of issues related to such interactions at high densities are discussed in Sec. [9].
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[8] K. Müeller et al,Hera results. These proceedings.

[9] M. Strikman and I. Dremin,Interactions at high gluon densities. These proceedings.

INTRODUCTION

HERA and the LHC 131



Higher-order calculations

Giulia Zanderighi, Gerḿan Rodrigo, Michele Treccani, Ǵabor Somogyi

The start-up of the LHC will usher in a new era of discovery in high-energy physics,
with the machine operating at the highest centre-of-mass energy ever attained in the laboratory.
In order to fully exploit its physics potential in Higgs and beyond the Standard Model (BSM)
searches, a good understanding of the Standard Model is necessary. This requires a precise
theoretical understanding of QCD.

The simplest description in exact perturbative calculations is at leading order (LO) using
collinear factorization. Here, partons (or particles) should be well-separated and hard so as to
avoid large soft-collinear corrections. Today, these LO calculations are fully automated. How-
ever, the drawback is that they have very large scale dependencies, enhanced sensitivities to
kinematical cuts and a poor modelling of the jet structure (each parton corresponding to a jet).
Therefore it is currently well appreciated that accurate predictions of QCD jet cross sections re-
quire the computation of radiative corrections at least to next-to-leading order (NLO) accuracy,
first for SM processes, and BSM processes at a later stage. This is simply because the QCD cou-
pling is not small and the phase space for emitting additional partons at the LHC is large, so that
NLO corrections can be numerically significant. Benefits of NLO include a reduced dependence
on unphysical scales, a better modelling of jets, and a more reliable control of the normalization
and shape of cross sections.

Three ingredients are needed to compute a2 → N process at NLO: the real radiation of
one parton from the2 + N parton system (tree-level2 + N + 1 processes), one-loop virtual
corrections to the2 → N process and a method to cancel the divergences of real and virtual
corrections before numerical integration. The calculation of tree-level amplitudes has been au-
tomated and also the cancellation of divergences is, today,well understood [1–3]. Therefore up
until very recently, the bottleneck at NLO has been the calculation of virtual, loop amplitudes.

In some cases however, NLO accuracy is not yet satisfactory and one would like to be
able to calculate perturbative corrections beyond NLO. Thephysical situations when this hap-
pens have been discussed extensively in the literature [4].Usually NLO is insufficient when the
NLO correction is comparable to, or larger than, the LO result. This may happen when a process
involves very different scales, so that large logarithms ofthe ratio of the two scales arise, which
need to be resummed. This may also happen when new channels open up (at NLO those channels
are effectively LO). This is the case, for instance, forb-jet production, where gluon splitting and
flavour excitation processes enter at NLO and are enhanced bylarge logarithms. Also, gluon
dominated processes are often characterized by large corrections, both because gluons radiate on
average more than quarks and because of the steeply falling parton distribution functions (PDFs)
at small x. NLO might also be insufficient if very high precision is useful. This is occasionally
the case, for instance, in Drell-Yan processes, top pair production, and 3-jet production ine+e−.
Finally, since NLO provides a first reliable estimate of cross sections, only NNLO can in prin-
ciple provide a reliable error estimate of those cross sections. The bottleneck at NNLO is not
the calculation of virtual matrix elements, as is the case atNLO, but rather the cancellation of
divergences before numerical evaluation. In the followingwe will report on some recent progress
in higher-order perturbative QCD.

132 HERA and the LHC



1 One-loop amplitudes: the gluon case

Author: Giulia Zanderighi
Current and upcoming collider experiments require a good understanding of Standard

Model (SM) processes in order to carry out any successful search for a Higgs or beyond SM
signals (BSM). Therefore, these searches will benefit from next-to-leading order predictions, for
SM processes first, and BSM processes at a later stage. Traditional Feynman diagram techniques,
supplemented by robust numerical methods (Passarino-Veltman decomposition, Davydychev re-
duction, integration by part, tensor reduction) are well developed and made it possible to develop
powerful computation tools [5–8] including procedures to handle potential numerical instabili-
ties [7,9]. These techniques have been applied recently in avariety of2 → 3 scattering processes
and pushed to their limit in few2 → 4 cases (see [10] for a recent review). The bottleneck of these
approaches is the rapid increase both in the number of Feynman diagrams and in the number of
terms generated during the tensors reduction. One promising alternative method is based on gen-
eralized unitarity [11]. Recent advances [12] allowed the development of analytic methods for
the calculation of the full amplitude, including the rational part, using recursion relations [13,14].
A recent computational scheme is based on unitarity in integer higher dimension [15, 16]. This
allows one to reduce the calculation offull one-loop amplitudes to the calculation of residues and
of tree-level amplitudes involving complex momenta.

Using unitarity in higher integer dimension together with Berends-Giele recursion rela-
tions, we show that it is possible to develop an algorithm of mild, polynomial complexity for
the evaluation of one-loop amplitudes. As a first application, we considered here pure gluonic
amplitudes. We analyze the numerical stability of the results and the time dependence of the
algorithm for virtual amplitudes with up to twenty externalgluons.

1.1 The method

We [17] implemented the methods developed in Refs. [15, 16] with some minor modifications
into theRocket program. These methods build upon the formalism of Ref. [18]by removing the
requirement of the four dimensional spinor language, thereby allowing for the extension of the
method toD-dimensional cuts. To calculate the full one-loopN -gluon amplitude, it is sufficient
to be able to calculate the leading colour ordered one-loop amplitude, since from these colour
ordered amplitudes the full one-loop amplitude can be constructed [11, 19]. In the following we
will therefore focus on the leading colour ordered amplitudesA

[1]
N (1, 2, . . . , N). We will use the

(over-complete) master integral basis decomposition derived in Ref. [16]
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∑
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where we introduced the short-hand notation[i1|in] = 1 ≤ i1 < i2 < · · · < in ≤ N and

ID
i1,...iN

=
∫

dDl

iπD/2

1
di1di2 . . . diN

, di = di(l) = (l + qi)2 = (l + p1 + · · ·+ pi)2 . (2)

Because some coefficients are multiplied with a dimensionalfactor(D−4) they cannot be deter-
mined using four dimensional cuts, therefore we extend the dimensionality of the cut line to inte-
ger, higher dimensions, resulting in a well-defined on-shell particle after performing the cut [16].
By applying quintuple, quadruple, triple and doubleDs-dimensional cuts (whereDs ≥ D de-
notes the dimensionality of the spin-space) we can determine the coefficients of the parametric
form of the one-loop amplitude. This requires the calculation of the factorized unintegrated one-
loop amplitude

Resi1···iM (A[1]
N (l)) =

(
di1 × · · · × diM ×A[1]

N (l)
)

di1
=···=diM

=0

=
Ds−2∑
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A[0]
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(l(λk)
ik
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,−l

(λk+1)
ik+1

)

)
, (3)

whereM ≤ 5 and theD-dimensional loop momentuml has to be chosen such thatdi1(l) =
· · · = diM (l) = 0. To calculate these tree amplitudes we use the standard Berends-Giele recur-
sion relation [20] which is valid in arbitrary dimension andfor complex momenta. The generic
solution for the loop momentum in Eq. (3) is given by

lµi1···iM = V µ
i1···iM +

√
−V 2

i1···iM
α2

M + · · ·+ α2
D

(
D∑

i=M

αi n
µ
i

)
, (4)

for arbitrary values of the variablesαi. The vectorV µ
i1···im is defined in the space spanned by the

denominator offset momenta{qi1, . . . , qiM}, while the orthonormal basis vectors{nµ
M , . . . , nµ

D}
span the space orthogonal to the space spanned by these momenta [15,16]. Given the solution to
the on-shell conditionslµi1···iM in Eq. (4), the loop momenta flowing into the tree amplitudeslik
and lik+1

in Eq. (3) are fixed by momentum conservation (see Ref. [15]).Once all coefficients
in Eq. (1) have been determined we can continue the dimensionality to the non-integer limit:
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Fig. 1: Accuracy on the double pole, single pole and constantpart of the maximally helicity violating (MHV) ampli-

tude with adjacent negative helicities for 6 up to 11 external gluons. Double ([dp]) and quadrupole ([qp]) precision

results for 100,000 phase space points are shown. Refer to the text for more details.

D → 4− 2ǫ. Neglecting terms of orderǫ we find for the colour ordered one-loop amplitude
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The terms in the first line give rise to the so-called cut-constructable part of the amplitude [21].
The terms in the second line can be identified with the rational part. In the approach used here
the division between these two contributions is irrelevant. For the numerical evaluation of the
bubble, triangle and box master integrals we use the packagedeveloped in Ref. [22].

1.2 Numerical results: accuracy and time dependence of the algorithm
To study the numerical accuracy of the on-shell method implemented inRocket we define

εC = log10

|Av,unit
N −Av,anly

N |
|Av,anly

N |
, (6)

where “unit” denotes the result obtained with the on-shell method and “anly” the analytical result
for the constant parts of the one-loop helicity amplitudes (or in the case ofN = 6 the numerical
results of [23]). Similarly, we denote byεDP andεSP the accuracy on the double and single
poles, respectively.

In Fig. (1) we show the accuracy for the two adjacent minus helicity gluon MHV one-loop
amplitudes,A[1]

N (−−+ · · ·+), for N = 6 andN = 11, which are known analytically [11,21,24].
The 100,000 phase space points used for each multiplicity are generated uniformly in phase space
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Fig. 2: Time in seconds needed to compute tree (blue, dashed)and one-loop (red, solid) ordered amplitudes with

gluons of alternating helicity signs,A[1]
N (+ − + − +...), as a function of the number of external gluons ranging

between 4 to 20 using a single 2.33 GHz Xeon processor.

using the Rambo algorithm [25] imposing minimal cuts. We plot the accuracy for the double pole
(X = DP[dp], solid, red), the single pole (X = SP[dp], green, dot-dashed) and the constant part
(X = C[dp], blue, dotted). We see that an excellent accuracy can be reached for all contributions.
The tail of the distribution reaching to large values ofǫ contains only a very few points. This
lack of agreement is due to numerical instabilities due to vanishing Gram determinants or other
small intermediate denominators. Several techniques havebeen developed to deal with such
exceptional points, such as developing systematic expansions [6, 7, 9] or interpolating across
the singular regions [26]. We adopt here a more brute force approach and recur to quadrupole
precision. In Fig. (1), we see three more curves marked[qp]: they correspond to the numerical
accuracy on the same phase space points when the one-loop amplitude is computed in quadrupole
precision. Out of 100,000 phase space points sampled, not a single one has an accuracy worse
than10−4 and, at quadrupole precision we see no appreciable worsening of the accuracy with
increasingN . Therefore up toN = 11 (and probably even for more gluons) quadrupole precision
is sufficient to guarantee an accuracy needed for any next-to-leading order QCD correction. If
higher precision is desired one can choose to evaluate the few phase space points which have
insufficient precision using some arbitrary precision package, at the cost of higher computation
time. We note that while the plots here presented are for the MHV amplitudes, we performed a
similar study for the finite amplitudes (A

[1]
N (+ · · ·+), A

[1]
N (− + · · ·+)) and obtain very similar

results. This indicates that the accuracy is essentially independent of the helicities of the external
gluons.

A very important property of this method is that the time needed to compute one-loop am-
plitudes does not grow factorially with the number of external legs; indeed it is straightforward
to estimate the scaling of time with the number of gluonsN . The calculation of tree-level am-
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plitudes computed via Berends-Giele recursion relations with caching of previously computed
amplitudes requires a time which grows asτtree,N ∝ N4 [27]. The total number of tree ampli-
tudes that one needs to evaluate to get a one-loop amplitudesis given by

ntree =
{
(Ds1 − 2)2 + (Ds2 − 2)2

}
(7)

×
(

5 c5,max

(
N

5

)
+ 4 c4,max

(
N

4

)
+ 3 c3,max

(
N

3

)
+ 2 c2,max

[(
N

2

)
−N

])
,

where the first factor is due to the sum over polarization of the internal cut gluons in two integer
dimensionsDs1 andDs2. The constantscm,max denote the number of times one needs to perform
a multiple cut in order to fully constrain the system of equations determining the master integral
coefficients. Explicitly one has havec5,max = 1, c4,max = 5, c3,max = 10, andc2,max = 10.
The integer number in front counts the number of tree amplitudes per multiple cut, finally the
binomial coefficients corresponds to the number of possiblecuts (for two point functions we
subtract the vanishing contributions of the external self energy graphs). It follows that the time
needed to evaluate a one-loop ordered amplitude will for largeN scale as

τone−loop,N ∼ ntree · τtree,N ∝ N9 . (8)

In Fig. (2) we plot the time needed to compute tree (blue, dashed) and one-loop (red, solid)
ordered amplitudes with alternating helicity signs for thegluons,A[1]

N (+−+− . . . ), as a function
of the number of gluons in the range between four and twenty. Time estimates refer to using a
2.33 GHz Xeon processor. One can see that the times needed to compute tree and one-loop
ordered amplitudes are consistent with aN4 and N9 growth respectively. When running in
quadrupole precision rather than in double precision the evaluation time grows, but the scaling
with N remains unchanged. Finally we remark that the time is independent on the helicities of
the external gluons.

1.3 Discussion and outlook
The results presented here are based onD-dimensional unitarity implemented in the Fortran
90 codeRocket. The very mild, power-like increase in computational time and the numerical
stability of the results demonstrate the power of this approach. The large number of gluons
considered here demonstrates that the gluon case is fully solved as far as virtual amplitudes are
concerned.

Recently this method has been applied also to other processes 0 → tt̄ggg [28], 0 →
qq̄W+n gluons and0 → qq̄Q̄QW + 1 gluon [29]. These recent calculations demonstrate the
generality of the approach and constitute first steps towards automated one-loop calculations.

2 Duality relation between one-loop integrals and single-cut phase-space integrals
Author: Gerḿan Rodrigo

As discussed in Sec. , the physics program of the LHC requiresthe evaluation of multi-leg
signal and background processes at next-to-leading order (NLO). In the recent years, important
efforts have been devoted to the calculation of many2 → 3 processes and some2 → 4 processes
(see, e.g., [10]).
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We have recently proposed a method [30–32] to numerically compute multi-leg one-loop
cross sections in perturbative field theories. The startingpoint of the method is a duality relation
between one-loop integrals and phase-space integrals. Theduality relation requires to properly
regularize propagators by a complex Lorentz-covariant prescription, which is different from the
customary+i0 prescription of the Feynman propagators. This duality relation has analogies with
the Feynman’s Tree Theorem (FTT) [33], but involves only single cuts of the one-loop Feynman
diagrams.

The duality relation between one-loop integrals and single-cut phase-space integrals is
obtained [32] by applying the Cauchy residue theorem to a generic one-loop integralL(N):

L(N)(p1, p2, . . . , pN ) =
∫

q

N∏

i=1

G(qi) ,

∫

q
· · · ≡ −i

∫
ddq

(2π)d
. . . , (9)

whereqi = q+
∑i

k=1 pk are the momenta of the internal lines, withq the loop momentum, andpi

(
∑N

i=1 pi = 0) the external (outgoing and clockwise ordered) momenta, and G is the customary
Feynman propagator, which for massless internal lines is given by

G(q) ≡ 1
q2 + i0

. (10)

In the complex plane of the loop energyq0 the Feynman propagator has two poles; the pole with
positive (negative) energy is slightly displaced below (above) the real axis. Hence, by using the
Cauchy residue theorem in theq0 complex plane, with the integration contour closed at∞ in the
lower half-plane, we obtain

L(N)(p1, p2, . . . , pN ) = − 2πi

∫

q

∑
Res{Im q0<0}

[
N∏

i=1

G(qi)

]
. (11)

The Feynman propagators produceN poles in the lower half-plane that contribute to the residues
in Eq. (11). The calculation of these residues is elementary, but it involves several subtleties. We
get

Res{ithpole}
1

q2
i + i0

=
∫

dq0 δ+(q2
i ) . (12)

This result shows that considering the residue of the Feynman propagator of the internal line with
momentumqi is equivalent to cutting that line by including the corresponding on-shell propagator
δ+(q2

i ). The other propagatorsG(qj), with j 6= i, which are not singular at the value of the pole
of G(qi), contribute as follows [32]:

∏

j 6=i

1
q2
j + i0

∣∣∣∣∣∣
q2
i =−i0

=
∏

j 6=i

1
q2
j − i0 η(qj − qi)

, (13)

whereη is a future-like vector, i.e. ad-dimensional vector that can be either light-like(η2 = 0)
or time-like (η2 > 0) with positive definite energy (η0 ≥ 0). The calculation of the residue
at the pole of theith internal line modifies thei0 prescription of the propagators of the other
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internal lines of the loop. This modified regularization is named ‘dual’i0 prescription, and the
corresponding propagators are named ‘dual’ propagators. The dual prescription arises from the
fact that the original Feynman propagator1/(q2

j + i0) is evaluated at thecomplexvalue of the
loop momentumq, which is determined by the location of the pole atq2

i + i0 = 0. The presence
of η is a consequence of the fact that the residue at each of the poles is not a Lorentz-invariant
quantity, because a given system of coordinates has to be specified to apply the residue theorem.
Different choices of the future-like vectorη are equivalent to different choices of the coordinate
system. The Lorentz-invariance of the loop integral is, however, recovered after summing over
all the residues.

Inserting the results of Eqs. (12)-(13) in Eq. (11) gives us the duality relation between
one-loop integrals and single-cut phase-space integrals [32]:

L(N) = − L̃(N) , (14)

where the explicit expression of the phase-space integralL̃(N) is

L̃(N)(p1, p2, . . . , pN ) =
∫

q

N∑

i=1

δ̃(qi)
N∏

j=1

j 6=i

1
q2
j − i0 η(qj − qi)

, (15)

with δ̃(q) ≡ 2πi δ+(q2). Contrary to the FTT, the duality relation involves single-cut contri-
butions only. This result is achieved by replacing the Feynman propagators inL(N) by dual
propagators iñL(N), which depend on the auxiliary vectorη. However,L̃(N) does not depend on
η, provided it is fixed to be the same in all its contributing single-cut terms (dual integrals). The
duality relation, therefore, directly expresses the one-loop integral as the phase-space integral of
a tree-level quantity. In the case of the FTT, the relation between loop and tree-level quantities
is more involved, since the multiple-cut contributions contain integrals of expressions that cor-
respond to the product ofm tree-level diagrams over the phase-space for different number of
particles.

The FTT and the duality theorem can be directly related starting from a basic identity
between dual and Feynman propagators [32]:

δ̃(q)
1

2qk + k2 − i0 ηk
= δ̃(q)

[
G(q + k) + θ(ηk) δ̃(q + k)

]
. (16)

This identity applies to the dual propagators when they are inserted in a single-cut integral. The
proof of equivalence of the FTT and the duality theorem is purely algebraic [32]. We explicitly
illustrate it by considering the massless two-point function L(2)(p1, p2). Its dual representation
is

L̃(2)(p1, p2) =
∫

q
δ̃(q)

(
1

2qp1 + p2
1 − i0 ηp1

+ (p1 ↔ p2)
)

. (17)

Inserting Eq. (16) in Eq. (17), we obtain

L̃(2)(p1, p2) = L
(2)
1−cut(p1, p2) + [θ(ηp1) + θ(ηp2)] L

(2)
2−cut(p1, p2) , (18)
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where them-cut integralsL(2)
m−cut are the contributions with preciselym delta functions:

L
(2)
1−cut(p1, p2) =

∫

q
δ̃(q) (G(q + p1) + G(q + p2)) , L

(2)
2−cut(p1, p2) =

∫

q
δ̃(q) δ̃(q + p1) .

(19)
Owing to momentum conservation (namely,p1+p2 = 0), θ(ηp1)+θ(ηp2) = 1, and then the dual
and the FTT representations of the two-point function are equivalent. The proof of equivalence
in the case of higherN -point functions proceeds in a similar way [32], the key ingredient simply
being the constraint ofmomentum conservation.

The extension of the duality relation to include propagators with real finite massesMi is
straightforward. The massless on-shell delta functionδ̃(qi) is replaced bỹδ(qi;Mi) = 2π i δ+(q2

i−
M2

i ) when a massive loop internal line is cut to obtain the dual representation. Thei0 prescrip-
tion of the dual propagators is not affected by real masses. The corresponding dual propagator
is

1
q2
j −M2

j − i0 η(qj − qi)
. (20)

Unstable particles, in contrast, introduce a finite imaginary contribution in their propagators. The
form of the complex-mass propagators is scheme dependent, but their poles in theq0 complex
plane are located at a finite imaginary distance from the realaxis. Then, when complex-mass
propagators are cut in the duality relation, the+i0 prescription of the usual Feynman propagators
can be removed.

The polarization tensor of a spin-one gauge boson has in general the form

dµν(q) = −gµν + (ζ − 1) ℓµν(q)GG(q) . (21)

The second term on the right-hand side is absent only in the ’tHooft–Feynman gauge(ζ = 1).
The tensorℓµν(q), which propagates longitudinal polarizations, has a polynomial dependence on
the momentumq and, therefore, it does not interfere with the residue theorem. The factorGG(q)
(‘gauge-mode’ propagator), however, can introduce extra unphysical poles (i.e. in addition to
the poles of the associated Feynman propagator) that will modify the duality relation. Apart
from the ’t Hooft–Feynman gauge, the duality relation in theform presented here, i.e. with the
inclusion of the sole single-cut terms from the Feynman propagators, turns out to be valid [32]
in spontaneously-broken gauge theories in the unitary gauge, and in unbroken gauge theories in
physical gauges specified by a gauge vectornν , providedthe dual vectorηµ is chosen such that
n · η = 0. This excludes gauges wherenν is time-like. In any other gauge, additional single-cut
terms from the absorptive contribution of the unphysical gauge poles have to be introduced in the
duality relation.

The duality relation can be applied to evaluate not only basic one-loop integralsL(N) but
also complete one-loop quantitiesA(1−loop) (such as Green’s functions and scattering ampli-
tudes). The analogue of Eqs. (14) and (15) is the following duality relation [32]:

A(1−loop) = − Ã(1−loop) . (22)

The expressioñA(1−loop) on the right-hand side is obtained fromA(1−loop) in the same way as
L̃(N) is obtained fromL(N): starting from any Feynman diagram inA(1−loop), and considering
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all possible replacements of each Feynman propagatorG(qi) in the loop with the cut propagator
δ̃(qi;Mi), and then replacing the uncut Feynman propagators with dualpropagators. All the
other factors in the Feynman diagrams are left unchanged in going fromA(1−loop) to Ã(1−loop).

Equation (22) establishes a correspondence between the one-loop Feynman diagrams con-
tributing toA(1−loop) and the tree-level Feynman diagrams contributing to the phase-space in-
tegral inÃ(1−loop). How are these tree-level Feynman diagrams related to thosecontributing to
the tree-level expressionA(tree), i.e. the tree-level counterpart ofA(1−loop) ? The answer to this
question is mainly a matter of combinatorics of Feynman diagrams. IfA(1−loop) is an off-shell
Green’s function, the phase-space integrand inÃ(1−loop) is directly related toA(tree) [32]. In a
sketchy form, we can write:

A(1−loop)
N (. . . ) ∼

∫

q

∑

P

δ̃(q;MP ) Ã(tree)
N+2 (q,−q, . . . ) , (23)

where
∑

P denotes the sum over all the types of particles and antiparticles that can propagate
in the loop internal lines, and̃A(tree) simply differs fromA(tree) by the replacement of dual
and Feynman propagators. The extension of Eq. (23) to scattering amplitudes requires a careful
treatment of the on-shell limit of the corresponding Green’s functions [32].

In recent years much progress [20, 34–40] has been achieved on the computation of tree-
level amplitudes, including results in compact analytic form. Using the duality relation, this
amount of information at the tree level can be exploited for applications to analytic calculations
at the one-loop level.

The computation of cross sections at next-to-leading order(NLO) requires the separate
evaluation of real and virtual radiative corrections. Real(virtual) radiative corrections are given
by multi-leg tree-level (one-loop) matrix elements to be integrated over the multiparticle phase-
space of the physical process. The loop–tree duality discussed here, as well as other methods
that relate one-loop and phase-space integrals, have an attractive feature [30, 41–44]: they re-
cast the virtual radiative corrections in a form that closely parallels the contribution of the real
radiative corrections. This close correspondence can helpto directly combine real and virtual
contributions to NLO cross sections. In particular, using the duality relation, we can apply [30]
mixed analytical/numerical techniques to the evaluation of the one-loop virtual contributions.
The (infrared or ultraviolet) divergent part of the corresponding dual integrals can be analytically
evaluated in dimensional regularization. The finite part ofthe dual integrals can be computed
numerically, together with the finite part of the real emission contribution. Partial results along
these lines are presented in Refs. [30, 31] and further work is in progress. The extension of the
duality relation from one-loop to two-loop Feynman diagrams is also under investigation.

3 Monte Carlo simulations of tt̄ + jets at hadron colliders
Author: Michele Treccani

Because of the high energy of the Tevatron and the LHC, one of the most interesting fields
refers to the class of events with multiple final states, giving rise to multiple jets with complicated
topologies. There exist different strategies to tackle this problem, with distinct features and points
of strength. The main problem is how to consistently composethe contributions due to Matrix
Element (ME) calculations with the contributions of the Monte Carlo (MC) showering codes, in
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order to exploit their complementarity and avoid at the sametime the so-called double counting
phenomenon [45–48].
We will here focus on a particular approach which relies on a consistent leading-logarithmic
(LL) accuracy in the prediction of a final stateF accompanied by a varying number of extra jets.
The double counting is avoided adopting a so-calledmatching algorithmfor matrix elements
and parton shower. We study in detail theMLM matching [49–51] embedded in the the ME
generatorALPGEN [52] in order to describe thett̄ pair production at hadron colliders. First we
will address its stability with respect to its internal parameters by comparing predictions obtained
with different parameters.
In a step further, we will perform detailed numerical comparison betweenMLM matching and MC
programMC@NLO which is an alternative strategy to cope with double counting and reaches
next-to-leading order (NLO) accuracy in the prediction [53–55].

3.1 Consistency studies of the matching algorithm
In this section we study the overall consistency of the matching algorithm applied to the case of
tt̄ final states. We shall considertt̄ production at the Tevatron (pp̄ collisions at

√
s = 1.96 TeV)

and at the LHC (pp collisions at
√

s = 14 TeV).
The generation parameters for the light partons are defined by the following kinematical cuts: the
default values for the event samples at the Tevatron (LHC) are given by: pmin

T =20 (30)GeVand
Rmin=0.7 (0.7), while they are considered only in the geometrical region defined byη ≤ 4(5).
The top particle is assumed to be stable, and therefore all jets coming from the decay of top
quarks are neglected. For the shower evolution we useHERWIG, version 6.510 [56–58]. We
stopped the evolution after the perturbative phase, in order to drop down all the common system-
atics that could smooth out any possible discrepancy between the various simulations. For all
generations we chose the parton distribution function setMRST2001J[59], with renormalization
and factorization scales squared set equal to:

µ2
R = µ2

F =
∑

i=t,t̄,jets [m2
i + (pi

T )2].
Jet observables are built out of the partons emerging form the shower in the rapidity range|η| ≤ 6
and adopting the cone algorithmGETJET[60]. The jet cone size is set toRcone = 0.7 and the
minimum transverse momentum to define a jet at the Tevatron(LHC) is 15(20)GeV .
To our analysis, the important feature of the whole procedure is the presence of two set of pa-
rameters: the generation cuts and the matching cuts (see [49–51]). The first set is necessary to
avoid the infrared (IR) and collinear singularities:pmin

T , the minimum transverse momentum of
the extra parton(s) to be generated, andRmin, the minimum separation between extra-partons
in the (η, φ) plane. Along with these parameters, there exist an analogous set, but with slightly
different meaninings : the matching cutsEclus

T andRmatch.
We choose two independent variations of the generation and of two of the matching cuts, while
keeping fixed our definition of the physical objects (the jets) and of the observables. In both
cases, we find that these distribution are stable against reasonable variations of the internal pa-
rameters, with relative differencies confined well below few percents.
Angular observables, such as∆R between jets, are more sensible, since they are directly related
to the matching variables, nevertheless their agreement iswithin 10%.
The analysis at the LHC, which will not be shown here, leads toqualitatively and quantitatively
similar results.
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3.2 Comparisons with MC@NLO
We shall now compare in detail the description oftt̄ events as provided byALPGEN and
MC@NLO. For consistency with theMC@NLO approach, where only theO(α3

s) ME effects
are included, we useALPGEN samples obtained by stopping the ME contributions only to 1
extra-parton besides thett̄ pair. This strategy allow to highlight the different features of the two
alternative approaches applied to same set of contributions. It is understood that a homogeneous
comparison can only be done through the introduction of a proper K-factor, determined by the
ratio of the total rates of the two predictions. We adopt the same simulation setup as before,
modifying only the same factorization and renormalizationscale in order to matchMC@NLO’s
default:

µ2
R = µ2

F =
∑

i=t,t̄
1
2 [m2

i + (pi
T )2].

The upper two rows of plots in Fig. 3 refer to inclusive properties of thett̄ system, namely the
transverse momentum and rapidity of the top and anti-top quark, the transverse momentum of the
tt̄ pair, and the azimuthal angle∆φtt between the top and anti-top quark. The overall agreement
is good, onceALPGEN is corrected with the proper K-factor (1.36 for the Tevatron, and 1.51 for
the LHC), and no large discrepancy is seen between the two descriptions of the chosen distribu-
tions. The most significant differencies (10 to 20%) are seenin theptop

T distribution,ALPGEN’s
one being slightly softer.
In jet-related quantities, while thepT of leading and sub-leading jets agree, instead the rapidity
of the leading jet reveals two distinct patterns:MC@NLO predictions show a dip aty1 = 0,
which is not present inALPGEN predictions. This difference is particularly marked at theTeva-
tron, but is very visible also at the LHC. This is shown in the right figure of the third row in
Fig. 3. Visible differences are also present in the distribution of the first and second jet separation
in (η, φ) space,∆R1,2. To understand the difference in the rapidity distribution, we look in
more detail in Fig. 4 at some features in theMC@NLO description of the leading jet. For the
pT of the leading jet,pT,1, we plot separately the contribution from the various components of
theMC@NLO generation: events in which the shower is initiated by the LOtt̄ hard process, and
events in which the shower is initiated by att̄ + q(g) hard process. In the latter we separate the
contribution of positive- and negative-weight events, where the distribution of negative events is
shown in absolute value. The plots show that forMC@NLO the contribution of thett̄ + q(g)
hard process is almost negligible over most of the relevant range and becomes appreciable only
for very large values ofpT,1. This hierarchy is stronger at the LHC than at the Tevatron.
Upper set of Fig. 5 shows the various contributions to the rapidity distribution y1 for different
jet pT thresholds. It appears that they1 distribution resulting from the shower evolution of thett̄
events inMC@NLO has a strong dip aty1=0, a dip that cannot be compensated by the more cen-
tral distributions of the jet from thett̄ + q(g) hard process, given its marginal role in the overall
jet rate.
That the dip aty1=0 is a feature typical of jet emission from thett̄ state inHERWIG is shown
in central set of Fig. 5, obtained from the standardHERWIG code rather than fromMC@NLO.
We speculate that this feature is a consequence of the dead-cone description of hard emission
from heavy quarks implemented in theHERWIGshower algorithm. To complete our analysis, we
show in lower set of Fig. 5 the comparison between theALPGEN, MC@NLO and the parton-level
y1 spectra, for different jetpT thresholds. We notice that at largepT , where the Sudakov effects
that induce potential differences between the shower and the PL results have vanished, theALP-
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Fig. 3: Comparison ofALPGEN (histogram) andMC@NLO (plot) distributions, at the Tevatron. TheALP-
GEN results are rescaled toMC@NLO, using the K factor of 1.36. The relative difference (MC@NLO-

ALPGEN)/ALPGEN) is shown at the bottom of each plot.
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Fig. 4: Contributions to the transverse momentum of the leading jet inMC@NLO. Tevatron (left) and LHC (right).

Fig. 5: Rapidity of the leading jety1 at Tevatron for for various jetpT thresholds. Upper set:MC@NLO, with partial

contributions. Central set:HERWIG. Lower set: comparison betweenALPGEN, MC@NLO, and the parton level

predictions
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GEN result reproduces well the PL result, while still differingsignificantly from theMC@NLO
distributions.

3.3 Conclusions
The analysis presented here is focused on the MC simulationsof thett̄+jets process as predicted
by ALPGENand its matching algorithm. Several checks of that algorithm have shown its internal
consistency, and pinpoint a mild dependence of the results on the parameters that define it. The
consistency of the approach is then confirmed by the comparison with MC@NLO. In particular,
inclusive variables show excellent agreement, once the NLO/LO K-factor is included.
Instead we found a rather surprising difference between thepredictions of two codes for the
rapidity distribution of the leading jet accompanying thett̄ pair. In view of the relevance of this
variable for the study at the LHC of new physics signals, it isimportant to further investigate
the origin of this discrepancy, with independent calculations, and with a direct comparison with
data. Preliminary results obtained with the new positive-weight NLO shower MC introduced
in [61–63] appear to support the distributions predicted byALPGEN.

4 A subtraction scheme for jet cross sections at NNLO
Author: Gabor Somogyi

One of the main difficulties in performing NNLO calculationsis that the finite higher-
order corrections are sums of several pieces which are separately infrared (IR) divergent ind =
4 spacetime dimensions. To handle the IR singularities present in the intermediate stages of
calculation in a general (process- and observable-independent) way is non-trivial already at NLO
accuracy, where however several solutions are known [2, 3, 64–67]. It is perhaps fair to say that
the most widely used is the dipole subtraction scheme of Ref.[2], which constructs a completely
general and fully local approximate cross section to regularize real radiation at NLO. Setting up
a general subtraction algorithm analogous to that of Ref. [2] but at NNLO accuracy has proved
to be rather difficult problem. Here we give a progress reporton constructing such a scheme.

4.1 Subtraction scheme at NNLO
In perturbative QCD the formal loop expansion for any production rate to NNLO accuracy reads

σ = σLO + σNLO + σNNLO + . . . . (24)

Let us considere+e− → m jet production. Then the NNLO correction may be written as

σNNLO =
∫

m+2
dσRR

m+2Jm+2 +
∫

m+1
dσRV

m+1Jm+1 +
∫

m
dσVV

m Jm , (25)

i.e. it is the sum of a doubly-real, a real-virtual and a doubly-virtual contribution, each IR diver-
gent ind = 4 spacetime dimensions.

The general strategy of subtraction consists of the following steps: (i) we regularize all
integrals in Eq. (25) by dimensional regularization then (ii) we reshuffle the singularities between
the three terms by adding and subtracting suitably definedapproximate cross sectionsso that
finally we rewrite Eq. (25) as

σNNLO =
∫

m+2
dσNNLO

m+2 +
∫

m+1
dσNNLO

m+1 +
∫

m
dσNNLO

m , (26)
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where now each term on the right hand side is finite ind = 4 by construction. According to
Ref. [68] we have

dσNNLO
m+2 =

{
dσRR

m+2Jm+2 − dσ
RR,A2
m+2 Jm −

[
dσ

RR,A1
m+2 Jm+1 − dσ

RR,A12
m+2 Jm

]}
ε=0

, (27)

dσNNLO
m+1 =

{[
dσRV

m+1 +
∫

1
dσ

RR,A1
m+2

]
Jm+1 −

[
dσ

RV,A1
m+1 +

(∫

1
dσ

RR,A1
m+2

)
A1
]
Jm

}
ε=0

,(28)

and

dσNNLO
m =

{
dσVV

m +
∫

2

[
dσ

RR,A2
m+2 − dσ

RR,A12
m+2

]
+
∫

1

[
dσ

RV,A1
m+1 +

(∫

1
dσ

RR,A1
m+2

)
A1
]}

ε=0
Jm .

(29)
In Eq. (27) abovedσ

RR,A1
m+2 anddσ

RR,A2
m+2 regularize the singly- and doubly-unresolved limits of

dσRR
m+2 respectively. The role ofdσ

RR,A12
m+2 is two-fold: it must regularize the singly-unresolved

limits of dσ
RR,A2
m+2 and the doubly-unresolved limits ofdσ

RR,A1
m+2 simultaneously. In Eq. (28)

dσ
RV,A1
m+1 and

( ∫
1 dσ

RR,A1
m+2

)
A1 regularize the singly-unresolved limits ofdσRV

m+1 and
∫
1 dσ

RR,A1
m+2

respectively.

4.2 Devising approximate cross sections
Attempting to use the known (multiple) IR factorization properties of (one-loop) squared matrix
elements to devise the approximate cross sections in Eqs. (27) and (28) above, we are immedi-
ately faced with two problems. First, the various limits overlap in some regions of phase space,
thus care needs to be taken to avoid multiple subtraction. Second, even once the factorization
formulae are written in such a way that intersecting limits are disentangled so that multiple sub-
traction does not occur, the resulting expressions cannot be used as true subtraction terms because
they are only defined in the strict soft and/or collinear limits. Thus, constructing the approximate
cross sections proceeds in two steps: (i) we write all relevant factorization formulae in such a
way that their overlap structure can be disentangled (“matching of limits”) and (ii) we define
“extensions”of the formulae so that they are unambiguously defined away from the IR limits.

Let us consider first the matching of limits. A single parton,sayr, can become unresolved
in (i) the collinear limit, when for some hard partoni 6= r we havepi||pr and (ii) in the soft
limit, when pr → 0. In these limits QCD squared matrix elements obey well-known univer-
sal factorization properties [69–72], which we exhibit below at tree level for the sake of being
specific1

Cir|M(0)
m+2|2 ∝ 1

sir
〈M(0)

m+1|P̂
(0)
ir (zi, k⊥; ε)|M(0)

m+1〉 , (30)

Sr|M(0)
m+2|2 ∝

∑

i,k
i6=k

sik

sirskr
〈M(0)

m+1|T iT r|M(0)
m+1〉 . (31)

To write Eqs. (30) and (31) above, we used the colour-state notation of Ref. [2] and the operator
notation of taking the limits introduced in Ref. [73], whilesjl = 2pj · pl, (j, l = i, k, r), P̂

(0)
ir

1To keep the discussion as simple as possible, we only indicate the structure of the factorization formulae.
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are the tree-level Altarelli–Parisi splitting kernels andfinally zi is the momentum-fraction carried
by partoni in thepir → pi + pr splitting. When partonr is both soft and collinear to the hard
partoni, these limits overlap. To avoid double subtraction in this region of phase space, we must
identify the common soft-collinear limit of Eqs. (30) and (31), which is found to be [73]

CirSr|M(0)
m+2|2 ∝

1
sir

2zi

1− zi
T 2

i |M(0)
m+1|2 . (32)

Thus the formal operator

A1 =
∑

r

[∑

i6=r

1
2
Cir +

(
Sr −

∑

i6=r

CirSr

)]
(33)

counts each singly-unresolved limit precisely once and is free of double subtractions, therefore
A1|M(0)

m+2|2 has the same singly-unresolved singularity structure as|M(0)
m+2|2 itself, i.e. it de-

fines a candidate subtraction term for constructingdσ
RR,A1
m+2 . Similarly, applying the formal oper-

atorA1 to e.g. 2ℜ〈M(0)
m+1||M

(1)
m+1〉 defines a candidate subtraction term for definingdσ

RV,A1
m+1 ,

starting from the collinear [11, 74–76] and soft [77] factorization formulae for one-loop squared
matrix elements.

The matching procedure is quite a bit more elaborate when twodifferent partons, sayr
ands, become unresolved, which can arise in four different limits: (i) the triple collinear limit,
when for some hard partoni 6= r, s we havepi||pr||ps, (ii) the doubly single collinear limit,
when for two distinct hard partonsi 6= r, s and j 6= r, s we havepi||pr andpj||ps, (iii) the
doubly soft-collinear limit, when fori 6= r, s we havepi||pr andps → 0, and finally (iv) the
double soft limit, whenpr → 0 andps → 0. The factorization formulae appropriate for each of
these limits are well-known (in particular the three-parton splitting functions and the double soft
gg andqq̄ currents are given in Refs. [78–84] and Refs. [72, 85], respectively), and their highly
non-trivial overlap structure was disentangled in Ref. [73]. To identify the intersection of limits,
Ref. [73] computed all common limits explicitly, which is rather cumbersome. In [86], a simple
and systematic procedure was proposed that leads directly to pure soft factorization formulae
at any order and thus solves the problem of matching of limitsin general. Finally (using the
operator notation of Ref. [73]) we find that the symbolic operator

A2 =
∑

r

∑

s 6=r

{∑

i6=r,s

[
1
6
Cirs +

∑

j 6=i,r,s

1
8
Cir;js +

1
2
CSir;s

]
+

1
2
Srs −

∑

i6=r,s

[
1
2
CirsCSir;s (34)

+
∑

j 6=i,r,s

1
2
Cir;jsCSir;s +

1
2
CirsSrs + CSir;sSrs −

∑

j 6=i,r,s

1
2
Cir;jsSrs −CirsCSir;sSrs

]}

counts each doubly-unresolved limit precisely once (without overlaps). ThusA2|M(0)
m+2|2 has

the same doubly-unresolved singularity structure as|M(0)
m+2|2 itself and so defines a candidate

subtraction term for constructingdσ
RR,A2
m+2 .

Finally, we must address the matching of the singly- and doubly-unresolved limits of
|M(0)

m+2|2 which also overlap.dσ
RR,A12
m+2 is introduced in Eq. (27) precisely to avoid double sub-

traction in the intersecting regions of phase space. However the role of this approximate cross
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section is quite delicate, because (i) in the doubly-unresolved limits it must regularizedσ
RR,A1
m+1 ,

while (ii) in the singly-unresolved limits, it must regularize dσ
RR,A2
m+2 and spurious singularities

that appear indσ
RR,A1
m+2 . It is thus a highly non-trivial statement that the correct candidate subtrac-

tion term can be obtained by applying the symbolic singly-unresolved operatorA1 of Eq. (33) to
A2|M(0)

m+2|2 [73]. That is,

(A1 + A2 −A1A2)|M(0)
m+2|2 (35)

has the same singularity structure as|M(0)
m+2|2 itself in all singly- and doubly-unresolved limits

and is free of multiple subtractions.
The second step of defining the approximate cross sections calls for an extension of the

limit formulae over the full phase space. As emphasized above, the candidate subtraction terms
cannot yet be used as true subtraction terms because they areonly well-defined in the strict lim-
its. In order to define suitable extensions over the full phase space, we need to define momentum
mappings{p}m+2 → {p̃}m+1 and{p}m+2 → {p̃}m that (i) implement exact momentum con-
servation, (ii) lead to exact phase space factorization and(iii) respect the delicate structure of can-
cellations among the subtraction terms in the various limits. We find it convenient to define two
types of singly-unresolved ({p}m+2 → {p̃}m+1) mappings and four types of doubly-unresolved
({p}m+2 → {p̃}m) mappings, corresponding to the basic types of limits that may occur (i.e. we
define a collinear and a soft singly-unresolved mapping). The explicit forms of these momentum
mappings may be found in Ref. [68] together with the full definitions of all approximate cross
sections that appear in Eq. (27). The approximate cross sections in Eq. (28) are given explicitly
in Refs. [87,88].

At the risk of belabouring the point, we note again that all our momentum mappings lead
to an exact factorization of the phase space in the symbolic form

dφm+2 = dφm+1[dp1] and dφm+2 = dφm[dp2] , (36)

thus the singular integrals of the subtraction terms over the phase space of the unresolved par-
ton(s) can be computed once and for all, independent of the jet function and the rest of the phase
space integration.

4.3 Conclusions
We have set up a general (process- and observable-independent) subtraction scheme for comput-
ing QCD jet cross sections at NNLO accuracy for processes with no coloured particles in the
initial state. Our scheme can naturally be viewed as the generalization of the dipole subtraction
scheme of Ref. [2] to NNLO. We have defined all approximate cross sections needed to regu-
larize them + 2 andm + 1 parton contributions (i.e. all terms in Eqs. (27) and (28)) explicitly.
Our subtraction terms arefully local, i.e.all colour and azimuthal correlations are properly taken
into account. Thus we can check the convergence of our subtraction terms to the doubly-real,
or real-virtual cross sections in any unresolved limit explicitly. In addition, we have checked
that the regularized doubly-real and real-virtual contributions toe+e− → 3 jet production are
finite by computing the first three moments of the thrust andC-parameter distributions, see Tab.
1. In order to finish the definition of the subtraction scheme,one must still compute the singly-
and doubly-unresolved integrals of the approximate cross sections that appear in Eq. (29). All
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n 〈(1− t)n〉RV/101 〈Cn〉RV/101 〈(1− t)n〉RR 〈Cn〉RR

1 123± 1 433± 5 −92.7 ± 3.4 −344± 14
2 25.5 ± 0.2 325± 2 −3.07 ± 0.43 −142± 3
3 4.79 ± 0.03 180± 1 2.01 ± 0.12 6.29 ± 1.87

Table 1: The real-virtual and doubly-real contributions tothe first three moments of the thrust andC-parameter

distribution ine+e− → 3 jets.

singly-unresolved integrals (denoted by
∫
1 in Eqs. (28) and (29) above) have recently been com-

puted [87, 89–91] and we expect that the techniques applied will be flexible enough to compute
the doubly-unresolved integrals (denoted by

∫
2 in Eq. (29)) as well. This is work in progress.

We are grateful to our collaborators: U. Aglietti, P. Bolzoni, V. Del Duca, C. Duhr and
S. Moch. This work was supported in part by Hungarian Scientific Research Fund grant OTKA
K-60432 and by the Swiss National Science Foundation (SNF) under contract 200020-117602.
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arXiv:0807.0514 [hep-ph].

[91] P. Bolzoni, S. Moch, G. Somogyi, and i. p. Trócsányi, Z. (in preparation),arXiv:??
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Event shapes and resummation

Andrea Banfi, Gennaro Corcella, Mrinal Dasgupta,S. Joseph Gionata Luisoni, Swapan Majhi,
B.F.L. Ward, S.A. Yost

1 Event shapes and resummation
For the sake of reliable measurements at present and future colliders, the use of precise QCD cal-
culations is mandatory. Fixed-order calculations discussed in Sec. [1] are accurate enough to pre-
dict inclusive observables, such as total cross sections orwidths, whereas more exclusive quanti-
ties, such as event-shape distributions, exhibit large logarithmic enhancements, corresponding to
soft- or collinear-parton radiation, which need to be resummed to all orders to improve the pertur-
bative prediction. Analytical resummation of soft/collinear-enhanced radiation can be performed
following the general method in [2–4]. Such resummations are usually based on the approxima-
tion of multiple independent emissions, implying factorization of amplitudes and phase spaces,
and resulting in the exponentiation of soft/collinear single-parton radiation.

In the following we describe recent progress in the understanding and development of such
resummations, including a critical comparison of analytical resummations with partons shower
resummations, a discussion of non-global logarithms and recent extraction of the strong coupling
using newly available NLLA+NNLO matched predictions.

2 Parton showers and resummations for non-global QCD observables
Authors: Andrea Banfi, Gennaro Corcella and Mrinal Dasgupta

Resummation of soft and collinear logarithms are usually based on the approximation
of multiple independent emissions, implying factorization of amplitudes and phase spaces, and
resulting in the exponentiation of soft/collinear single-parton radiation. In fact, a resummed
quantityΣ(L), L being a large logarithm of soft or collinear origin, typically reads:

Σ(L) = exp [Lg1(αSL) + g2(αSL) + αSg3(L) + . . . ] , (1)

whereLg1 resums the double logarithms,i.e. both soft and collinear,O(αn
SLn+1), while g2 re-

sums single logarithmsO(αn
SLn), either soft or collinear, and so forth. Contributions∼ αn

SLn+1

and∼ αn
SLn are typically classified as leading- (LL) and next-to-leading (NLL) logarithms.

However, as we shall point out later on, ifg1 is zero, the LLs will be the ones contained ing2.
As an alternative tool to resum large logarithms, one can employ Monte Carlo generators,

such as HERWIG [5] or PYTHIA [6], which implement parton showers in the soft/collinear
approximation and include models for hadronization and theunderlying event. In particular,
the evolution variable for the HERWIG showers is equivalent, for soft emissions, to angular
ordering [7,8], which is a reliable approximation in the large-NC limit for azimuthally-averaged
quantities. PYTHIA traditionally orders its cascades according to the virtuality of the splitting
parton, with the possibility to reject non-angular-ordered showers. Lately, a new PYTHIA shower
model [9] was released, ordering multiple emissions according to the transverse momentum of
the radiated parton with respect to the emitter’s direction. Monte Carlo algorithms are correct
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up to the double-logarithmic functiong1 and in some cases they can even account forg2 (see,
e.g., [10] for some discussions on comparing parton showers and resummations).

In the following, we shall discuss the so-called non-globalobservables and compare the
results of resummed calculations, with the possible inclusion of the angular-ordering approxima-
tion, with those given by Monte Carlo parton showers.

2.0.1 Non-global observables
It was recently found out [11] that for some quantities, called non-global observables, as they
are sensitive to radiation in a limited region of the phase space, the independent-emission ap-
proximation is not sufficient any longer, even at LL level. Asa case study, we considere+e−

annihilation into hadrons at the centre-of-mass energyQ and study the transverse-energy flow in
an angular regionΩ, a limited region in rapidityη and azimuthφ:

Σ(Q,QΩ) =
1
σ

∫ QΩ

0
dEt

dσ

dEt
; Et =

∑

i∈Ω

Eti. (2)

Σ was computed in [12] and reads:

Σ(Q,QΩ) = exp(−4CF AΩt)S(t), (3)

with

AΩ =
∫

dη
dφ

2π
; t =

1
2π

∫ Q/2

QΩ

dk

k
αS(k). (4)

In Eq. (3), the contribution∼ exp(−4CF AΩt) comes after exponentiating single-gluon radiation
from the primaryqq̄ pair, which constitutes the Born event, whereasS(t) includes non-global
logarithms, due to correlated parton emission in theΩ region. The lowest-order contribution to
S(t) goes asα2

SS2 ln2(Q/QΩ), with S2 ∼ CACF . S2 was calculated exactly, while the function
S(t) was computed at all orders in the LL approximation and in the large-NC limit, by using the
evolution algorithm presented in [11]. We point out that, for an observable likeΣ, the function
g1 in Eq. (1) is zero, hence the leading logarithms are just∼ αn

SLn: including the non-global
functionS(t) is therefore necessary to fully account for LLs.

As in Ref. [13], we wish to investigate whether implementingangular ordering in the evo-
lution algorithm of [11] still leads to acceptable results for Σ(Q,QΩ) andS(t). In Fig. 1 we
present the leading-order non-global coefficient,−S2/(CF CA), according to the full calcula-
tion and the angular-ordering approximation, in caseΩ is a rapidity slice of width∆η = 2.5.
We also show the cross sectionΣ(t) yielded by the full leading-log resummed calculation and
in the angular-ordering (AO) approximation. For the sake ofcomparison, we also present the
contribution coming from just exponentiating primary single-parton emission.

From Fig. 1 (left), we learn that for small gap sizes the full and AO results agree, while
they start to differ once the gap is increased. In both cases,S2 saturates for large∆η, with the
AO result being about10% lower than the full one. As forΣ(t), the AO approximation is indeed
able to include significant part of the full result, whereas the primary-emission contribution lies
far above the two other predictions, thus giving unreliablespectra. Considering,e.g., t = 0.15,
corresponding toQ = 100 GeV andQΩ = 1 GeV, the AO and primary results are10% and75%
above the full one, respectively. It was also shown in Ref. [13] that the results for the non-global
functionS(t) are roughly independent of the size of the rapidity gap.
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Fig. 1: Left: FunctionS(t) at leading-order according to the full LL calculation and inthe angular-ordering ap-

proximation, in terms of the rapidity gap∆η. Right: FunctionΣ(t) according to the full resummed calculation and

the angular-ordering approximation. Also shown is the result coming from the exponentiation of primary-emission

contributions.

2.0.2 Comparison with HERWIG and PYTHIA

In this section we compare the results of the resummed calculation with the ones yielded by
the Monte Carlo programs HERWIG and PYTHIA. As in [13], we study e+e− annihilation at
the centre-of-mass energyQ = 105 GeV. In fact, we chose such a high value ofQ in order
to kill subleading effects, weighted byαS(Q) or suppressed by powers of1/Q, such as sub-
leading soft/collinear logarithms, quark mass effects, hadronization corrections. Furthermore,
we checked that our results depend only on the dimensionlessvariablet in Eq. (4), so that our
findings for a given value oft can be easily translated to any value of the centre-of-mass energy.

In Fig. 2 we present the differential cross section1/σ (dσ/dEt) for the transverse-energy
flow in a rapidity gap∆η = 1, according to the resummed result, matched to the exact NLO as
in [12], and according to HERWIG and PYTHIA. In the resummation, we show the full result,
the angular-ordering approximation and the primary-emission contribution. As for PYTHIA, we
present the spectra obtained running the old and new models,with showers ordered in virtuality
and transverse momentum, respectively. When using the old model, we shall always assume that
non-AO radiation is vetoed.

As for the comparison with HERWIG, whose showers are orderedin angle, we observe
good agreement with both AO and full results forEt > 10 GeV, while the primary-radiation
contribution exhibit relevant discrepancies. As for PYTHIA, the new model, ordered in trans-
verse momentum, is in good agreement with the resummation, leading to results similar to HER-
WIG. On the contrary, a visible disagreement is present between the old PYTHIA model and
the resummed curves. In fact, as discussed in [9], evolutionin transverse momentum leads to a
better treatment of angular ordering with respect to virtuality ordering. Comparing the spectra at
Et = 10 GeV, the discrepancies with respect to the full resummed result amount to−10% for
HERWIG,+7.5% for the new PYTHIA model and−50% for the old PYTHIA.

In Fig. 3 we instead compare HERWIG, PYTHIA and the resummation for a rapidity slice
∆η = 3. As in Fig. 2, HERWIG is in reasonable agreement with the resummed computation
for Et > 10 GeV and the old PYTHIA model lies quite far from the other curves throughout all
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Et-range. However, unlike the∆η = 1 case, even the spectrum obtained with the new PYTHIA
model exhibits a meaningful discrepancy forEt > 100 GeV, which might signal that perhaps
even the new PYTHIA ordering variable is not completely adequate to describe non-global ob-
servables at large rapidity slices. A more detailed investigation of this issue is mandatory.
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Fig. 3: Transverse-energy spectrum in a rapidity gap∆η = 3, according to the resummed calculation, HERWIG and

PYTHIA (old and new models).

2.0.3 Conclusions
We studied non-global observables, namely the transverse-energy flow in a rapidity gap, and in-
vestigated the role played by angular ordering in the leading-logarithmic resummation. We found
that the angular-ordering approximation indeed includes the bulk of the leading-logarithmic con-
tribution, as the results are not too different with respectto the full resummed calculation.
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The resummed spectra were compared with the results of the HERWIG and PYTHIA
Monte Carlo generators. We found that HERWIG, whose evolution variable is equivalent to
angular ordering in the soft limit, is in acceptable agreement with the resummation. As for
PYTHIA, the old model, based on virtuality ordering, with anoption to veto non-angular-ordered
emissions, was found to be inadequate to describe non-global observables. The new model, or-
dered in transverse momentum and with an improved implementation of angular ordering, yields
predictions qualitatively similar to HERWIG for relatively small rapidity gaps, whereas remark-
able discrepancies are exhibited if the slice size is enlarged. In fact, as non-global observables are
often used to tune Monte Carlo generators to data, we believethat such a discrepancy needs to
be further investigated; otherwise, when fitting,e.g., the old PYTHIA model to data, one would
end up to include as much as50% of perturbative leading logarithms in non-perturbative parame-
ters, associated with hadronization or underlying event. Adeeper understanding of the PYTHIA
description of non-global observables, along with the application of the work here presented to
hadron colliders, is in progress.

3 Azimuthal decorrelation between hard final state jets
Author: Mrinal Dasgupta

One of the most commonly measured jet observables in experimental QCD studies is the
azimuthal decorrelation∆φ between hard final-state jets. When compared to theory this quantity
is expected to provide valuable information both on QCD parameters (strong coupling, parton
distribution functions – PDFs) as well as dynamics in the near back-to-back region sensitive to
multiple soft and/or collinear emissions and non-perturbative effects. To this end it has been
often examined in experimental QCD studies at HERA and the Tevatron [14, 15], used for the
tuning of parameters of Monte Carlo event generator models and to constrain unintegrated PDFs
(uPDFs) in conjunction with HERA data [16].

In this study we aim to provide a more accurate theoretical prediction for this observable by
calculating a next-to-leading logarithm (NLL) resummed result which accounts for logarithmic
terms enhanced in the region where jets are back-to-back in azimuthal angle –∆φ = π. Such
a resummation has not been carried out to date, the main complication being the application
of a jet algorithm to define the final state which has non-trivial implications for the standard
approximations that enable NLL resummation.

To be specific one is studying here an observable that is sensitive to energy flow outside
well-defined jet regions which potentially means that it andsimilar observables fall into the
category of non-global observables [17, 18]. Since it was shown that the resummation of non-
global observables is substantially more complicated thanthat for “global” quantities such as
most event-shape variables and in any case restricted to thelargeNc approximation, the most
accurate theoretical predictions can be obtained only for global observables. This appears to
rule out the possibility of complete NLL estimates for many interesting jet observables including
the azimuthal decorrelation we study here. As far as existing predictions for jet observables are
concerned, the issue of non-global logarithms was not dealtwith in Ref. [19] (published prior to
the discovery of non-global effects) where they would arisein threshold resummation for one of
the definitions (M2 = (p1+p2)2) of the dijet invariant mass studied there but would be absent for
the definitionM2 = 2p1.p2. Further we should also mention here that the non-global component
has been incorrectly treated in Ref. [20] where it is mentioned that such effects will vanish with
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jet radius when in fact one obtains a saturation in the smallR limit.
We shall show an interplay between the potential non-globalnature of the observable and

the exact definition of the jet as provided by the choice of a recombination scheme. We show that
in one of the resummation schemes employed in experimental studies of the azimuthal correlation
the observable is in fact global and can be resummed to NLL accuracy. This may be taken as a
general example of how carefully selecting the definition ofthe observable and the jets one may
be able to render an exact NLL resummation possible, avoiding altogether the non-global issue
and hence encourage future resummed studies for important regions of phase space in the context
of jets.

3.0.4 Recombination scheme, kinematics and globalness
We wish to study the impact of two recombination schemes usedto construct the angle∆φ
between the final-state jets in dijet production. In the firstscheme the jet azimuthal angleφj is
given by apt-weighted sum over its hadronic constituents,φj =

∑
i∈j pt,iφi/

∑
i∈j pt,i, while in

the second scheme one constructs the jet four-vectorpj =
∑

i∈j pi, with the sum running over
hadrons in the jet, and then parameterisespj = pt,j (cosh ηj , cos φj , sin φj , sinh ηj) to obtain
the jet azimuthφj. The first scheme is employed for instance by the H1 collaboration at HERA
while the latter (E-scheme) is currently prefered by the Tevatron experiments.

The transverse momenta of final-state particles can be parameterised as below:1

~pt,1 = pt,1(1, 0),
~pt,2 = pt,2(cos(π − ǫ), sin(π − ǫ)),

= pt,2(− cos ǫ, sin ǫ),
~kt,i = kt,i(cos φi, sin φi), (5)

where the hard final-state partons are labeled by1 and2 and the soft gluons by the labeli. For
only soft emissions the hard partons are nearly back-to-back, pt,1 = pt,2 = pt and|ǫ| ≪ 1.

Using the above, in the scheme involving thept-weighted sum one obtains for∆φ =
φj1 − φj2,:

|π −∆φ| =
∣∣∣∣∣
∑

i

kt,i

pt
(sin φi − θi1φi − θi2(π − φi))

∣∣∣∣∣ +O
(
k2

t

)
, (6)

whereθij = 1 if particle i is clustered to jetj and is zero otherwise. The definition above
implies that the observable in question is global since it issensitive to soft emissions in the whole
phase-space, both in and outside the jets, and the dependence on soft emissions in either case is
linear inkt. This property ensures that it is possible to resum the largelogarithms in the back-
to-back region to next-to-leading (single) logarithmic accuracy without resorting to the largeNc

approximation needed for non-global observables [17,18].
Now turning to theE-scheme one obtains instead:

|π −∆φ| =

∣∣∣∣∣∣
∑

i/∈jets

kt,i

pt
sin φi

∣∣∣∣∣∣
+O

(
k2

t

)
, (7)

1Here one is looking at the projections of particle momenta inthe plane perpendicular to the beam direction in
hadron collisions or that perpendicular to theγ∗P axis in the DIS Breit or hadronic centre-of-mass (HCM) frames.
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where the sum extends only over all soft particles not recombined with the hard jets. Observables
sensitive to soft emissions in such delimited angular intervals are of the non-global variety [17,
18], and hence in theE-scheme definition of jets the azimuthal decorrelation is a non-global
observable.

3.0.5 Resummed Results
Having established that the observable at hand is a global observable in thept-weighted recom-
bination scheme its resummation is now straightforward. Werefer the reader to Ref. [21] for the
details and just quote the results below.

Taking first the case of dijets produced in DIS, the integrated cross-section ie the integral
of the distribution inπ − ∆φ up to some fixed value∆ is given by an integral over “impact
parameter”b

Σa(∆) =
1
π

∫ ∞

−∞

db

b
sin(b∆)e−Ra(b)fa

(
x, µ2

f/b2
)
. (8)

The indexa denotes the flavour of incoming parton and the functionRa(b), known as the radiator,
embodies the soft and/or collinear single-gluon result foremission from a three hard parton
system whilef denotes the PDF.

For the case of hadron collisions one can write a very similarformula to the one above
except that in this case one has to account for two incoming partons and hence there are two PDFs
while the relevant radiator now represents soft and collinear resummation from an ensemble of
four hard partons.

The result forRa(b̄) for the DIS case can be expressed in terms of three pieces eachwith
a distinct physical origin:

Ra(b̄) = Ra
in(b̄) + Ra

out(b̄)− ln S
(
b̄, {p}

)
, (9)

with Ra
in and Ra

out being the contributions generated by emissions collinear to the incoming
(excluding the set of single-logarithms already resummed in the parton densities) and outgoing
legs respectively. In addition to these jet functions we have a soft functionS(b̄, {p}) which
resums soft emission at large angles, and which depends on the geometry of the emitting hard
ensemble expressed here as a dependence on the set of hard Born momenta{p}.

While our results eventually include the two-loop running of the coupling which is nec-
essary to obtain full NLL accuracy (compute the full functions g1 andg2), for brevity and to
illustrate the main features we report our results here in a fixed coupling approximation. In this
case we simply obtain:

Ra
out(b̄) = (Ca

1 + Ca
2 )

αs

2π

(
2
3
L2 +

4
3
L

(
− ln 3− 4 ln 2 + 3 ln

Q

pt

))
+

+
4
3

αs

2π
(Ca

1Ba
1 + Ca

2Ba
2 ) L, (10)

Ra
in = Ca

i

αs

2π

(
2L2 + 4L

(
− ln 2 + ln

Q

pt

))
+ 4Ca

i

αs

2π
Ba

i L, (11)

ln S(b̄, {p}) = −4L
(

2CF
αs

2π
ln

Qqq′

Q
+ CA

αs

2π
ln

QqgQgq′

Qqq′Q

)
, (12)
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with L = ln b̄. In the aboveCa
i is the colour charge of the incoming parton in channela, for

instanceCa
i = CF for a = q, the incoming quark channel. LikewiseCa

1,2 are the colour charges
of the partons initiating the outgoing jets1 and2 in channela. The main aspect of the results
for the collinearRa

out,in jet functions is a leading double logarithmic behaviour, where one notes
the unfamiliar coefficient2/3 (different from all commonly studied event shape variablesfor
instance) associated to the double logs on the outgoing legs, i.e. in the functionRa

out. Addition-
ally hard collinear radiation is described by single-logarithmic terms with the coefficientsCℓBℓ

for each leg, with the appropriate colour chargeCℓ (ℓ = i, 1, 2) andBi,1,2 depending on the
identities (spins) of the incoming and outgoing partons such thatBℓ = −3/4 for fermions and
Bℓ = −(11CA − 4TRnf )/(12CA) for a gluon.

Finally we have the soft wide-angle single-logarithmic contribution ln S, which depends
on the geometry of the hard three-jet system via the dependence on dipole invariant masses
Qij = 2(pi.pj). This structure is characteristic of soft inter-jet radiation for three-jet systems
(seee.g. Ref. [22] for a detailed discussion). The result can be easily extended to the case of
hadron collisions as shown in Ref. [21].

3.0.6 Results and Discussion
To provide a final resummed result for the∆φ distribution one still needs to carry out theb
integration in Eq. (8). Theb integral is not well behaved at small and largeb. At small b one is
outside the jurisdiction of resummation and hence free to modify the smallb behaviour with a
prescription that does not affect the next-to-leading logarithms (see Ref. [21]). At largeb one has
to regulate the effect of the Landau pole in the running coupling and introduce non-perturbative
corrections which procedure is described in Ref. [21].

We plot the resummed result for the∆φ distribution in Fig. 4 along with the fixed order
predictions for dijet production in DIS withQ2 = 67 Gev2 andx = 2.86 · 10−3. These values
and other cuts on the jets have been taken from the H1 study to which we would eventually
compare our results. As we can see the fixed order predictionsdiverge as expected near∆φ = π.
This divergence is cured by the resummation that goes to a fixed non-zerovalue at∆φ = π. Of
note here is the absence of a Sudakov peak since the Sudakov mechanism does not dominate the
b integral at very small∆ = |π − ∆φ|. The dominant mechanism to obtain back-to-back jets
is thus a one-dimensional cancellation between emissions rather than a suppression of thekt of
each individual emission, leading to a washout of the Sudakov peak.

In order to obtain complete predictions which can be compared to data two further de-
velopments need to be made: matching to fixed-order NLO predictions and inclusion of non-
perturbative effects. These issues will be addressed in forthcoming work.

4 Matching of NLLA to NNLO calculation for event shapes in e+e−

Author: Gionata Luisoni
Event shape distributions ine+e− annihilation processes are very popular hadronic observ-

ables. Their popularity is mainly due to the fact that they are well suited both for experimental
measurement and for theoretical calculations because manyof them are infrared and collinear
safe.

The deviation from simple two-jet configurations, which area limiting case in event
shapes, is proportional to the strong coupling constantαs, so that by comparing the measured
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ᾱsA (y) ᾱsL ᾱsL
2

ᾱ2
sB (y, xµ) ᾱ2

sL ᾱ2
sL

2 ᾱ2
sL

3 ᾱ2
sL

4

ᾱ3
sC (y, xµ) ᾱ3

sL ᾱ3
sL

2 ᾱ3
sL

3 ᾱ3
sL

4 ᾱ3
sL

5 ᾱ3
sL

6

Table 1: Powers of the logarithms present at different orders in perturbation theory. The colour highlights the different

orders in resummation: LL (red) and NLL (blue). The terms in green are contained in the LL and NLL contributions

and exponentiate trivially with them.

event shape distribution with the theoretical prediction,one can determineαs [23]. Below we
will concentrate on this, using the newly available NNLO [24] and NLLA+NNLO results. At
LEP, a standard set of event shapes was studied in great detail: thrust T (which is substituted
here byτ = 1 − T ), heavy jet massρ, wide and total jet broadeningBW andBT , C-parameter
and two-to-three-jet transition parameter in the Durham algorithm Y3. The definitions of these
variables, which we denote collectively asy in the following, are summarized in [25]. The two-jet
limit of each variable isy → 0.

The theoretical state-of-the-art description of event shape distributions was based until
very recently on the matching of the NLLA [26] onto the NLO [27–30] calculation. The newly
available results of the NNLO corrections for the standard set of event shapes [24] introduced
above, permits now to match them with resummed calculations, obtaining theoretical distribu-
tions at NLLA+NNLO.

At NNLO the integrated cross section

R (y,Q, µ) ≡ 1
σhad

∫ y

0

dσ (x,Q, µ)
dx

dx,

has the following fixed-order expansion:

R (y,Q, µ) = 1 + ᾱs (µ)A (y) + ᾱ2
s (µ)B (y, xµ) + ᾱ3

s (µ) C (y, xµ) .

whereᾱs = αs/(2π) andxµ = µ/Q. Approaching the two-jet region event shapes display large
infrared logarithms which spoil the convergence of the series expansion. The main contribution
in this case comes from the highest power of the logarithms which have to be resummed to all
orders. For suitable observables resummation leads to exponentiation. At NLLA the resummed
expression is given by

R (y,Q, µ) = (1 + C1ᾱs) e(L g1(αsL)+g2(αsL)) ,

where the functiong1 (αsL) contains all leading-logarithms (LL),g2 (αsL) all next-to-leading-
logarithms (NLL) andµ = Q is used. Terms beyond NLL have been consistently omitted. The
resummation functionsg1(αsL) andg2(αsL) can be expanded as power series inᾱsL

Lg1 (αsL) = G12L
2ᾱs + G23L

3ᾱ2
s + G34L

4ᾱ3
s + . . . (LL) ,

g2 (αsL) = G11L ᾱs + G22L
2ᾱ2

s + G33L
3ᾱ3

s + . . . (NLL) . (13)

Table 1 shows the logarithmic terms present up to the third order in perturbation theory. From
the expansion (13) of the exponentiated resummation functions it follows immediately, that at
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the fixed-order level, the LL are terms of the formαn
SLn+1, the NLL terms go likeαn

SLn, and so
on.

Closed analytic forms for functionsg1(αsL), g2(αsL) are available forτ andρ [31], BW

andBT [32, 33], C [34, 35] andY3 [36], and are collected in the appendix of [37]. Forτ the
g3 (αsL) function is also known [38].

To obtain a reliable description of the event shape distributions over a wide range iny, it
is mandatory to combine fixed-order and resummed predictions. To avoid the double counting
of terms common to both, the two predictions have to be matched to each other. A number of
different matching procedures have been proposed in the literature, see for example [25] for a
review. We computed the matching in the so-calledln R-matching [26] since in this particular
scheme, all matching coefficients can be extracted analytically from the resummed calculation,
while most other schemes require the numerical extraction of some of the matching coefficients
from the distributions at fixed order. ThelnR-matching at NLO is described in detail in [26]. In
the ln R-matching scheme, the NLLA+NNLO expression is

ln (R (y, αS)) = Lg1 (αsL) + g2 (αsL) + ᾱS

(
A (y)−G11L−G12L

2
)

+ ᾱ2
S

(
B (y)− 1

2
A2 (y)−G22L

2 −G23L
3

)

+ ᾱ3
S

(
C (y)−A (y)B (y) +

1
3
A3 (y)−G33L

3 −G34L
4

)
. (14)

The matching coefficients appearing in this expression can be obtained from (13) and are listed
in [37]. To ensure the vanishing of the matched expression atthe kinematical boundaryymax a
further shift of the logarithm is made [25].

The full renormalisation scale dependence of (14) is given by replacing the coupling con-
stant, the fixed-order coefficients, the resummation functions and the matching coefficients as
follows:

αs → αs(µ) ,

B (y) → B (y, µ) = 2β0 ln xµA (y) + B (y) ,

C (y) → C (y, µ) = (2β0 ln xµ)2A (y) + 2 ln xµ [2β0B (y) + 2β1A (y)] + C (y) ,

g2 (αSL) → g2

(
αSL,µ2

)
= g2 (αSL) +

β0

π
(αSL)2 g′1 (αSL) ln xµ ,

G22 → G22 (µ) = G22 + 2β0G12 ln xµ ,

G33 → G33 (µ) = G33 + 4β0G23 ln xµ .

In the above,g′1 denotes the derivative ofg1 with respect to its argument. The LO coefficientA
and the LL resummation functiong1, as well as the matching coefficientsGi i+1 remain indepen-
dent ofµ.

In the two upper plots of Fig. 5 we compare the matched NLLA+NNLO predictions for
the heavy jet mass with the fixed-order NNLO predictions, andthe matched NLLA+NLO with
fixed-order NLO. All distributions were weighted by the respective shape variables. We use
Q = MZ and fixxµ = 1, the strong coupling constant is taken asαs(MZ) = 0.1189. To quan-
tify the renormalisation scale uncertainty, we have varied1/2 < xµ < 2, resulting in the error
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Fig. 5: Matched distributions of heavy jet massρ,.

band on these figures. The effects visible for the heavy jet mass are common to the whole set of
observables which were analyzed. The most striking observation is that the difference between
NLLA+NNLO and NNLO is largely restricted to the two-jet region, while NLLA+NLO and
NLO differ in normalisation throughout the full kinematical range. This behaviour may serve as
a first indication for the numerical smallness of corrections beyond NNLO in the three-jet region.
In the approach to the two-jet region, the NLLA+NLO and NLLA+NNLO predictions agree by
construction, since the matching suppresses any fixed-order terms. On the plot in the lower left
corner we observe that the difference between NLLA+NNLO andNLLA+NLO is only moderate
in the three-jet region. The renormalisation scale uncertainty in the three-jet region is reduced by
20-40% between NLLA+NLO and NLLA+NNLO. Finally the lower-right plot shows the parton-
level fixed NNLO and the matched NLLA+NLO and NLLA+NNLO predictions are compared
to hadron-level data taken by the ALEPH experiment. The description of the hadron-level data
improves between parton-level NLLA+NLO and parton-level NLLA+NNLO, especially in the
three-jet region. The behavior in the two-jet region is described better by the resummed predic-
tions than by the fixed-order NNLO, although the agreement isfar from perfect. This discrepancy
can in part be attributed to hadronisation corrections, which become large in the approach to the
two-jet limit. A very recent study of logarithmic corrections beyond NLLA for the thrust dis-
tribution [38] also shows that subleading logarithms in thetwo-jet region can account for about
half of this discrepancy.

With the new NNLO and NLLA+NNLO results a new extraction ofαs can be performed.
For this we used public ALEPH data at center-of-mass energies between91 and209 GeV [39].
The data are corrected to hadron level using Monte Carlo (MC)corrections and accounting for
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initial- and final-state-radiation (ISR/FSR) as well as background. They are fitted by NNLO
respectively NLLA+NNLO predictions, including NLO quark mass corrections, folded to hadron
level by means of MC generators. Finally, after estimating the missing higher orders using the
uncertainty band method [25], the fits of 8 data sets and 6 different variables are combined
together [23].
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Fig. 6: Fit to ALEPH data for thrust.

The part of the distribution chosen for the fit (Fig. 6) is the one where the hadronizations
and detector corrections are smaller than 25%. In the case ofthe NNLO distributions, the range
was further reduced in the 2-jet region because of the divergence of the theoretical predictions.
Only the statistical uncertainties are included in theχ2.

At NNLO we see a clear improvement with respect to the old NLO results. The fit is of a
good quality although it still includes large statistical uncertainties of theC coefficient and in the
2-jet region the NLLA+NLO predictions still yields a betterresult. The improvement between
NNLO and NLLA+NNLO in visible especially in the 2-jet region. The fit range is also more
extended in this direction. For the resultingαs we observe that using fixed-order predictions
leads basically to higher values, and that in both fixed-order and matched predictions there is
a tendency forαs to decrease passing from NLO to NNLO. Finally computing the weighted
average forαs from the 6 variables we obtain [23]:

ᾱs (MZ) = 0.1240 ± 0.0008 (stat) ± 0.0010 (exp) ± 0.0011 (had) ± 0.0029 (theo).

From Fig. 7 it is clearly visible that the results for the different variables are coherent and the
scattering is much reduced. The improvement with respect tothe NLO result in also remarkable.

The combined results for the NLLA+NLLO fits are still work-in-progress, but it can be
anticipated that the improvement coming from the inclusionof resummed calculation will be less

EVENT SHAPES AND RESUMMATION

HERA and the LHC 167



Fig. 7: Combination ofαs fits at NLO, NLLA+NLO and NNLO.

dramatic than the one obtained at NLO level. The reason for this is that the compensation for the
two-loop running of the coupling constant is present only inthe NNLO coefficient and not in the
resummed part.

These results shows that there is space for further improvements, which could be obtained
by resumming subleading logarithms similarly to what was done recently for thrust [38]. Im-
provements are also expected from the addition of electroweak corrections. Finally, a further
step forward in the comparison of theoretical predictions with experimental data could be done
by using modern MC tools based on NLO calculations matched with parton showers for the
computation of the hadronizations corrections.

5 Precision resummed QEDxQCD theory for LHC physics: statusand update

Authors: B.F.L. Ward, S. Joseph, Swapan Majhi, S.A. Yost
With the advent of the LHC, we enter the era of precision QCD, by which we mean

predictions for QCD processes at the total theoretical precision tag of1% or better. The at-
tendant requirement for this theoretical precision is control of theO(α2

sL
n1 , αsαLn2 , α2Ln3),

n1 = 0, 1, 2, n2 = 1, 2, n3 = 2 corrections in the presence of realistic parton showers, onan
event-by-event basis – here,L is a generic big logarithm. This is the objective of our approach
to precision QCD theory, which for example will be needed forthe expected 2% experimen-
tal precision [40–42] at the LHC for processes such aspp → V + m(γ) + n(G) + X →
ℓ̄ℓ′ + m′(γ) + n(G) + X, V = W±, Z, andℓ = e, µ, ℓ′ = νe, νµ(e, µ) for V = W+(Z)
respectively, andℓ = νe, νµ, ℓ′ = e, µ respectively forV = W−. Here, we present the elements
of our approach and its recent applications in Monte Carlo (MC) event generator studies, which
are still preliminary.

At such a precision as we have as our goal, issues such as the role of QED are an inte-
gral part of the discussion and we deal with this by the simultaneous resummation of QED and
QCD large infrared (IR) effects,QED ⊗QCD resummation [43–49] in the presence of parton
showers, to be realized on an event-by-event basis by MC methods. This is reviewed in the next
section. Let us note already that in Refs. [50–55] it has beenshown that QED evolution enters
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at the∼ 0.3% level for parton distributions and that in Refs. [56, 57] it has been shown that EW
(large Sudakov logs, etc.) effects at LHC energies, as W’s and Z’s are almost massless on the
TeV scale, can enter at the several percent level – such corrections must be treated systematically
before any claim of 1% precision can be taken seriously. We are presenting a framework in which
this can be done. The new amplitude-based resummation algebra then leads to a new scheme for
calculating hard hadron-hadron scattering processes, IR-improved DGLAP-CS theory [58] for
parton distributions, kernels, reduced cross sections with the appropriate shower/ME matching.
This is summarized in Sec. 1.4.3. In this latter section, with an eye toward technical precision
cross checks plus possible physical effects of heavy quark masses, we also deal with the issue of
quark masses as collinear regulators [59–63] as an alternative [64] to the usual practice of setting
all initial state quark masses to zero in calculating initial state radiation (ISR) effects in higher
order QCD corrections. We also discuss in Sec. 1.4.3 the relationship between our resummation
algebra and that of Refs. [65–69], as again such comparisonswill be necessary in assessing the
ultimate theoretical precision tag. In Sec. 1.4.4, we illustrate recent results we have obtained for
the effects of our new approach on the parton showers as they are generated with the HERWIG6.5
MC [70]. Extensions of such studies to PYTHIA [71] and MC@NLO[72, 73] are in progress.
Section 1.4.5 contains summary remarks.

As a point of reference, in Ref. [74] it has been argued that the current state-of-the-
art theoretical precision tag on single Z production at the LHC is (4.1 ± 0.3)% = (1.51 ±
0.75)%(QCD)⊕ 3.79(PDF )⊕ 0.38± 0.26(EW )%, where the results of Refs. [72,73,75–86]
have been used in this precision tag determination.2

5.0.7 QED⊗QCD Resummation
In Refs. [43–49], we have extended the YFS theory to the simultaneous exponentiation of the
large IR terms in QCD and the exact IR divergent terms in QED, so that for the prototypical
subprocesses̄Q′Q → Q̄′′′Q′′ + m(G) + n(γ) we arrive at the new result

dσ̂exp = eSUMIR(QCED)

∞∑

m,n=0

1
m!n!

∫ m∏

j1=1

d3kj1

kj1

n∏

j2=1

d3k′j2
k′j2

∫
d4y

(2π)4

eiy·(p1+q1−p2−q2−
P

kj1−
P

k′
j2 )+DQCED

˜̄βm,n(k1, . . . , km; k′1, . . . , k
′
n)

d3p2

p 0
2

d3q2

q 0
2

,

(15)

where the new YFS [88–98] residuals, defined in Refs. [43–49], ˜̄βm,n(k1, . . . , km; k′1, . . . , k
′
n),

with m hard gluons andn hard photons, represent the successive application of the YFS ex-
pansion first for QCD and subsequently for QED. The functionsSUMIR(QCED),DQCED are
determined from their analoguesSUMIR(QCD),DQCD in Refs. [99–104] via the substitutions

Bnls
QCD → Bnls

QCD + Bnls
QED ≡ Bnls

QCED,

B̃nls
QCD → B̃nls

QCD + B̃nls
QED ≡ B̃nls

QCED,

S̃nls
QCD → S̃nls

QCD + S̃nls
QED ≡ S̃nls

QCED (16)

2Recently, the analogous estimate for single W production has been given in Ref. [87] – it is∼ 5.7%.
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everywhere in expressions for the latter functions given inRefs. [99–104] – see Refs. [43–49]
for the details of this substitution. It can be readily established [43–49] that the QCD dominant
corrections happen an order of magnitude earlier in time compared to those of QED so that the
leading term˜̄β0,0 already gives us a good estimate of the size of the effects we study.

Important in any total theoretical prediction is knowledgeof possible systematic issues
associated with one’s methods. This entails the relationship between different approaches to
the same classes of corrections and moves us to the relationship between our approach to QCD
resummation and the more familiar approach in Refs. [65–67]. It has been shown in Ref. [105]
that the latter approach is entirely equivalent to the approach in Refs. [68, 69]. Establishing the
relationship between our approach and that in Refs. [65–67]will then suffice to relate all three
approaches.

In Ref. [106] the more familiar resummation for soft gluons in Refs. [65–67] is applied
to a general2 → n parton process [f] at hard scale Q,f1(p1, r1) + f2(p2, r2) → f3(p3, r3) +
f4(p4, r4) + · · ·+ fn+2(pn+2, rn+2), where thepi, ri label 4-momenta and color indices respec-
tively, with all parton masses set to zero to get

M[f ]
{ri} =

C∑

L

M[f ]
L (cL){ri}

= J [f ]
C∑

L

SLIH
[f ]
I (cL){ri},

(17)

where repeated indices are summed,J [f ] is the jet function,SLI is the soft function which de-
scribes the exchange of soft gluons between the external lines, andH [f ]

I is the hard coefficient
function. The attendant IR and collinear poles are calculated to 2-loop order. To make con-
tact with our approach, identify in̄Q′Q → Q̄′′′Q′′ + m(G) in (15) f1 = Q, Q̄′, f2 = Q̄′, f3 =
Q′′, f4 = Q̄′′′, {f5, · · · , fn+2} = {G1, · · · , Gm} so thatn = m+2 here. Observe the following:

• By its definition in Eq.(2.23) of Ref. [106], the anomalous dimension of the matrixSLI

does not contain any of the diagonal effects described by ourinfrared functionsΣIR(QCD)
andDQCD.

• By its definition in Eqs.(2.5) and (2.7) of Ref. [106], the jetfunction J [f ] contains the
exponential of the virtual infrared functionαsℜBQCD, so that we have to take care that
we do not double count when we use (17) in (15) and the equations that lead thereto.

It follows that, referring to our analysis in Ref. [107], we identify ρ̄(m) in Eq.(73) in this latter
reference in our theory as

ρ̄(m)(p1, q1, p2, q2, k1, · · · , km) =
∑

colors,spin
|M

′[f ]
{ri}|

2

≡
∑

spins,{ri},{r′i}
hcs
{ri}{r′i}|J̄

[f ]|2
C∑

L=1

C∑

L′=1

S
[f ]
LIH

[f ]
I (cL){ri}

(
S

[f ]
L′I′H

[f ]
I′ (cL′){r′i}

)†
,

(18)

where here we defined̄J [f ] = e−αsℜBQCDJ [f ], and we introduced the color-spin density matrix
for the initial state,hcs. Here, we recall (see Refs. [58, 107], for example) that in our theory, we
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have

dσ̂n =
e2αsReBQCD

n!

∫ n∏

m=1

d3km

(k2
m + λ2)1/2

δ(p1 + q1 − p2 − q2 −
n∑

i=1

ki)

ρ̄(n)(p1, q1, p2, q2, k1, · · · , kn)
d3p2d

3q2

p0
2q

0
2

, (19)

for n-gluon emission. It follows that we can repeat thus our usualsteps (see Refs. [58, 107]) to
get the QCD corrections in our formula (15), without any double counting of effects. This use of
the results in Ref. [106] is in progress.

5.0.8 IR-Improved DGLAP-CS Theory: Applications
In Refs. [58,107] it has been shown that application of the result (15) to all aspects of the standard
formula for hard hadron-hadron scattering processes,

σ =
∑

i,j

∫
dx1dx2Fi(x1)Fj(x2)σ̂(x1x2s) (20)

where the{Fi(x)} and σ̂ denote the parton densities and reduced cross section, respectively,
leads one to its application to the DGLAP-CS theory itself for the kernels which govern the
evolution of the parton densities in addition to the the implied application to the respective hard
scattering reduced cross section. The result is a new set of IR-improved kernels [58],

Pqq(z) = CF FY FS(γq)e
1
2
δq

[
1 + z2

1− z
(1− z)γq − fq(γq)δ(1 − z)

]
, (21)

PGq(z) = CF FY FS(γq)e
1
2
δq

1 + (1− z)2

z
zγq , (22)

PGG(z) = 2CGFY FS(γG)e
1
2
δG{1− z

z
zγG +

z

1− z
(1− z)γG

+
1
2
(z1+γG(1− z) + z(1− z)1+γG)− fG(γG)δ(1 − z)}, (23)

PqG(z) = FY FS(γG)e
1
2
δG

1
2
{z2(1− z)γG + (1− z)2zγG}. (24)

in the standard notation, where

γq = CF
αs

π
t =

4CF

β0
(25)

δq =
γq

2
+

αsCF

π
(
π2

3
− 1

2
) (26)

γG = CG
αs

π
t =

4CG

β0
(27)

δG =
γG

2
+

αsCG

π
(
π2

3
− 1

2
) (28)
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and

FY FS(γq) =
e−CEγq

Γ(1 + γq)
, (29)

so that

fq(γq) =
2
γq
− 2

γq + 1
+

1
γq + 2

(30)

fG(γG) =
nf

CG

1
(1 + γG)(2 + γG)(3 + γG)

+
2

γG(1 + γG)(2 + γG)
(31)

+
1

(1 + γG)(2 + γG)
+

1
2(3 + γG)(4 + γG)

(32)

+
1

(2 + γG)(3 + γG)(4 + γG)
. (33)

Here,CE = 0.5772... is Euler’s constant andΓ(w) is the Euler Gamma function. We see that the
kernels are integrable at the IR end-points and this admits amore friendly MC implementation,
which is in progress.

Some observations are in order. First, we note that the connection of (24) with the higher-
order kernel results in Refs. [108–117] is immediate and hasbeen shown in Refs. [58, 107].
Second, there is no contradiction with the standard Wilson expansion, as the terms we resum are
not in that expansion by its usual definition. Third, we do notchange the predicted cross section:
we have a new scheme such that the cross section in (20) becomes

σ =
∑

i,j

∫
dx1dx2F

′
i(x1)F ′

j(x2)σ̂′(x1x2s) (34)

order by order in perturbation theory, where{P exp} factorize σ̂unfactorized to yield σ̂′ and its
attendant parton densities{F ′

i}. Fourth, when one solves for the effects of the exponentiation in
(24) on the actual evolution of the parton densities from thetypical reference scale ofQ0 ∼ 2GeV
to Q = 100 GeV one finds [58,107] shifts of∼ 5% for the NS n=2 moment for example, which
is thus of some phenomenological interest– see for example Ref. [118]. Finally, we note that we
have used [43–49] the result (15) for single Z production with leptonic decay at the LHC (and
at FNAL) to focus on the ISR alone, for definiteness and we find agreement with the literature
in Refs. [119–123] for exactO(α) results and Refs. [124–126] for exactO(α2

s) results, with a
threshold QED effect of 0.3%, similar to that found for the parton evolution itself from QED in
Refs. [50–55]. Evidently, any 1% precision tag must accountfor all such effects.

5.0.9 Shower/ME Matching
In using (15) in (34) for̂σ′(xixj), we intend to combine our exact extended YFS calculus with
HERWIG [70] and PYTHIA [71] as follows: they generate a parton shower starting from(x1, x2)
at the factorization scaleµ after this point is provided by the{F ′

i} and we may use [43–49]
either apT -matching scheme or a shower-subtracted residual scheme where the respective new

residuals{ ˆ̄̃
βn,m(k1, . . . , kn; k′1, . . . , k

′
m)} are obtained by expanding the shower formula and the

result in (15) on product and requiring the agreement with exact results to the specified order.3

3See Ref. [127, 128] for a realization of the shower subtracted residual scheme in the context of QED parton
showers.
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This combination of theoretical constructs can be systematically improved with exact results
order-by-order inαs, α, with exact phase space.4 The recently developed new parton evolution
algorithms in Refs. [129,130] may also be used here.

The issue of the non-zero quark masses in the ISR is present when one wants 1% precision,
as we know that the parton densities for the heavy quarks are all different and the generic size of
mass corrections for bremsstrahlung isαs/π for cross sections [131], so that one would like to
know whether regularizing a zero-mass ISR radiation resultwith dimensional methods, carrying
through the factorization procedure gives the same result as doing the same calculation with the
physical, non-zero mass of the quark and again carrying through the factorization procedure to
the accuracyα2

s/π
2, for example. Until the analysis in Ref. [64], this cross check was not possible

because in Refs. [59–62] it was shown that there is a lack of Bloch-Nordsieck cancellation in the
ISR atO(α2

s) unless the radiating quarks are massless. The QCD resummation algebra, as used
in (15), allows us to obviate [64] this theorem, so that now such cross checks are possible and
they are in progress.

5.0.10 Sample MC data: IR-Improved Kernels in HERWIG6.5
We have preliminary results on IR-improved showers in HERWIG6.5: we compare thez - distri-
butions and thepT of the IR-improved and usual DGLAP-CS showers in the Figs. 8-10. As we
would expect, the IR-improved shower re-populates the softregion in both variables. The details
of the implementation procedure and the respective new version of HERWIG6.5, HERWIG6.5-
YFS, will appear elsewhere [132]. The analogous implementations in PYTHIA and MC@NLO
are in progress, as are comparisons with IR-safe observables.

5.0.11 Conclusions
The theory of Refs. [88, 89] extends to the joint resummationof QED and QCD with proper
shower/ME matching built-in. For the simultaneous QED⊗QCD resummed theory, full MC
event generator realization is open: a firm basis for the completeO(α2

s , ααs, α
2) MC results

needed for precision LHC physics has been demonstrated and all the latter are in progress – see
Refs. [133–137] for new results onǫ expansions for the higher-order Feynman integrals needed
to isolate the residuals in our approach, for example. This allows cross check between residuals
isolated with the quark masses as regulators, something nowallowed by the result in Ref. [64],
and those isolated in dimensional regularization for the massless quark limit. Such cross checks
are relevant for precision QCD theory. The first MC data have been shown with IR-improved
showers in HERWIG6.5. The spectra are softer as expected. Welook forward to the detailed
comparison with IR-safe observables as generated with IR-improved and with the usual showers
– this will appear elsewhere. [132]. Already, semi-analytical results at thẽ̄β0,0

0,0 are consistent
with the literature on single Z production, while a cross check for the analogous W production is
near. As the QED is at 0.3% at threshold, it is needed for 1% precision.

References
[1] G. Zanderighi et al,Higher-order calculations. These proceedings.

4The current state of the art for such shower/ME matching is given in Refs. [72, 73], which realizes exactness at
O(αs).

EVENT SHAPES AND RESUMMATION

HERA and the LHC 173



 0

 20000

 40000

 60000

 80000

 100000

 120000

 0  0.0002  0.0004  0.0006  0.0008  0.001

N
 p

er
 b

in

Energy fraction (EF)

Histogram of EF of parton shower constituents in herwig6.5 for QCD 2->2 hard parton scattering.

DGLAP-CS
IR-Imp.DGLAP-CS

Fig. 8: Thez-distribution shower comparison in HER-

WIG6.5 – preliminary results.

 0

 20000

 40000

 60000

 80000

 100000

 120000

 0  5e-05  0.0001  0.00015  0.0002

N
 p

er
 b

in

Energy Fraction (EF)

Histogram of EF of parton shower constituents in herwig6.5 for QCD 2->2 hard parton scattering.

DGLAP-CS
IR-Imp.DGLAP-CS

Fig. 9: Thez-distribution shower comparison in HER-

WIG6.5 at smallz – preliminary results.

 0

 1000

 2000

 3000

 4000

 5000

 6000

 7000

 0  200  400  600  800  1000  1200

N
 p

er
 b

in

PT2 (102 GeV2)

Histogram of PT2 for QCD parton shower in Herwig6.5 for 2->2 hard parton scattering.

DGLAP-CS
IR-Imp.DGLAP-CS

Fig. 10: ThepT -distribution shower comparison in HERWIG6.5 – preliminary results.

[2] G. Sterman, Nucl. Phys.281, 310 (1987).

[3] S. Catani and L. Trentadue, Nucl. Phys.B 327, 323 (1989).

[4] G. S. A. Banfi and G. Zanderighi, JHEP0503, 073 (2005).

[5] G. C. et al., JHEP0101, 010 (2001).

[6] S. M. T. Sjostrand and P. Skands, JHEP0605, 026 (2006).

[7] G. Marchesini and B. Webber, Nucl. Phys.B 238, 1 (1984).

[8] G. Marchesini and B. Webber, Nucl. Phys.B 310, 461 (1988).

[9] T. Sjostrand and P. Skands, Eur. Phys. J.C 39, 129 (2005).

[10] G. M. S. Catani and B. Webber, Nucl. Phys.B 349, 635 (1991).

A. BANFI, G. CORCELLA, M. DASGUPTA,S. JOSEPH G. LUISONI, S. MAJHI, . . .

174 HERA and the LHC



[11] M. Dasgupta and G. Salam, Phys. Lett.B 512, 323 (2001).

[12] M. Dasgupta and G. Salam, JHEP0208, 017 (2002).

[13] G. C. A. Banfi and M. Dasgupta, JHEP0703, 050 (2007).

[14] H1 Collaboration, A. Aktaset al., Eur. Phys. J.C33, 477 (2004),
arXiv:hep-ex/0310019.

[15] D0 Collaboration, V. M. Abazovet al., Phys. Rev. Lett.94, 221801 (2005),
arXiv:hep-ex/0409040.

[16] F. Hautmann and H. Jung, JHEP10, 113 (2008),arXiv:0805.1049 [hep-ph].

[17] M. Dasgupta and G. P. Salam, Phys. Lett.B512, 323 (2001),
arXiv:hep-ph/0104277.

[18] M. Dasgupta and G. P. Salam, JHEP03, 017 (2002),arXiv:hep-ph/0203009.

[19] N. Kidonakis, G. Oderda, and G. Sterman, Nucl. Phys.B525, 299 (1998),
arXiv:hep-ph/9801268.

[20] D. de Florian and W. Vogelsang, Phys. Rev.D76, 074031 (2007),arXiv:0704.1677
[hep-ph].

[21] A. Banfi, M. Dasgupta, and Y. Delenda, Phys. Lett.B665, 86 (2008),
arXiv:0804.3786 [hep-ph].

[22] A. Banfi, G. Marchesini, Y. L. Dokshitzer, and G. Zanderighi, JHEP07, 002 (2000),
arXiv:hep-ph/0004027.

[23] G. Dissertoriet al., JHEP02, 040 (2008),arXiv:0712.0327 [hep-ph].

[24] A. Gehrmann-De Ridder, T. Gehrmann, E. W. N. Glover, andG. Heinrich, JHEP
12, 094 (2007),arXiv:0711.4711 [hep-ph].

[25] R. W. L. Jones, M. Ford, G. P. Salam, H. Stenzel, and D. Wicke, JHEP12, 007 (2003),
arXiv:hep-ph/0312016.

[26] S. Catani, L. Trentadue, G. Turnock, and B. R. Webber, Nucl. Phys.B407, 3 (1993).

[27] R. K. Ellis, D. A. Ross, and A. E. Terrano, Nucl. Phys.B178, 421 (1981).

[28] Z. Kunszt and P. Nason, CERN Yellow Report1, 373 (1989).

[29] W. T. Giele and E. W. N. Glover, Phys. Rev.D46, 1980 (1992).

[30] S. Catani and M. H. Seymour, Phys. Lett.B378, 287 (1996),
arXiv:hep-ph/9602277.

[31] S. Catani, G. Turnock, B. R. Webber, and L. Trentadue, Phys. Lett.B263, 491 (1991).

EVENT SHAPES AND RESUMMATION

HERA and the LHC 175



[32] S. Catani, G. Turnock, and B. R. Webber, Phys. Lett.B295, 269 (1992).

[33] Y. L. Dokshitzer, A. Lucenti, G. Marchesini, and G. P. Salam, JHEP01, 011 (1998),
arXiv:hep-ph/9801324.

[34] S. Catani and B. R. Webber, Phys. Lett.B427, 377 (1998),arXiv:hep-ph/9801350.

[35] E. Gardi and L. Magnea, JHEP08, 030 (2003),arXiv:hep-ph/0306094.

[36] A. Banfi, G. P. Salam, and G. Zanderighi, JHEP01, 018 (2002),
arXiv:hep-ph/0112156.

[37] T. Gehrmann, G. Luisoni, and H. Stenzel, Phys. Lett.B664, 265 (2008),
arXiv:0803.0695 [hep-ph].

[38] T. Becher and M. D. Schwartz, JHEP07, 034 (2008),arXiv:0803.0342
[hep-ph].

[39] ALEPH Collaboration, A. Heisteret al., Eur. Phys. J.C35, 457 (2004).

[40] M. Dittmar, F. Pauss, and D. Zurcher, Phys. Rev.D56, 7284 (1997),
arXiv:hep-ex/9705004.

[41] LHC Collaboration, M. Rijssenbeek. Prepared for 14th Topical Conference on Hadron
Collider Physics (HCP 2002), Karlsruhe, Germany, 29 Sep - 4 Oct 2002.

[42] M. Dittmar. Prepared for 14th Topical Conference on Hadron Collider Physics (HCP
2002), Karlsruhe, Germany, 29 Sep - 4 Oct 2002.

[43] C. Glosser, S. Jadach, B. F. L. Ward, and S. A. Yost, Mod. Phys. Lett.A19, 2113 (2004),
arXiv:hep-ph/0404087.

[44] B. F. L. Ward, C. Glosser, S. Jadach, and S. A. Yost, Int. J. Mod. Phys.A20, 3735 (2005),
arXiv:hep-ph/0411047.

[45] B. F. L. Ward, C. Glosser, S. Jadach, and S. A. Yost (2004),
arXiv:hep-ph/0410277.

[46] B. F. L. Ward and S. A. Yost (2005),arXiv:hep-ph/0509003.

[47] B. F. L. Ward and S. A. Yost (2006),arXiv:hep-ph/0610230.

[48] B. F. L. Ward and S. A. Yost, Acta Phys. Polon.B38, 2395 (2007),
arXiv:0704.0294 [hep-ph].

[49] B. F. L. Ward and S. A. Yost, PoSRADCOR2007, 038 (2007),arXiv:0802.0724
[hep-ph].

[50] S. Haywoodet al. (1999),arXiv:hep-ph/0003275.

[51] H. Spiesberger, Phys. Rev.D52, 4936 (1995),arXiv:hep-ph/9412286.

A. BANFI, G. CORCELLA, M. DASGUPTA,S. JOSEPH G. LUISONI, S. MAJHI, . . .

176 HERA and the LHC



[52] M. Roth and S. Weinzierl, Phys. Lett.B590, 190 (2004),arXiv:hep-ph/0403200.

[53] J. Blumlein and H. Kawamura, Nucl. Phys.B708, 467 (2005),
arXiv:hep-ph/0409289.

[54] W. J. Stirling, A. D. Martin, R. G. Roberts, and R. S. Thorne. Prepared for 32nd
International Conference on High-Energy Physics (ICHEP 04), Beijing, China, 16-22
Aug 2004.

[55] A. D. Martin, R. G. Roberts, W. J. Stirling, and R. S. Thorne, Eur. Phys. J.
C39, 155 (2005),arXiv:hep-ph/0411040.

[56] M. Ciccolini, A. Denner, and S. Dittmaier, PoSRADCOR2007, 014 (2007),
arXiv:0712.2895 [hep-ph].

[57] A. Denner, M. Melles, and S. Pozzorini, Nucl. Phys.B662, 299 (2003),
arXiv:hep-ph/0301241.

[58] B. Ward, Advances in High Energy Physics, p. 682312 (2008). Article ID 682312.

[59] C. Di’Lieto, S. Gendron, I. G. Halliday, and C. T. Sachrajda, Nucl. Phys.
B183, 223 (1981).

[60] R. Doria, J. Frenkel, and J. C. Taylor, Nucl. Phys.B168, 93 (1980).

[61] S. Catani, M. Ciafaloni, and G. Marchesini, Nucl. Phys.B264, 588 (1986).

[62] S. Catani, Z. Phys.C37, 357 (1988).

[63] Particle Data Group Collaboration, W. M. Yaoet al., J. Phys.G33, 1 (2006).

[64] B. F. L. Ward (2007),arXiv:0707.2101 [hep-ph].

[65] G. Sterman, Nucl. Phys.B281, 310 (1987).

[66] S. Catani and L. Trentadue, Nucl. Phys.B327, 323 (1989).

[67] S. Catani and L. Trentadue, Nucl. Phys.B353, 183 (1991).

[68] C. W. Bauer, A. V. Manohar, and M. B. Wise, Phys. Rev. Lett. 91, 122001 (2003),
arXiv:hep-ph/0212255.

[69] C. W. Bauer, C. Lee, A. V. Manohar, and M. B. Wise, Phys. Rev. D70, 034014 (2004),
arXiv:hep-ph/0309278.

[70] G. Corcellaet al. (2002),arXiv:hep-ph/0210213.

[71] T. Sjostrand, L. Lonnblad, S. Mrenna, and P. Skands (2003),
arXiv:hep-ph/0308153.

[72] S. Frixione and B. R. Webber, JHEP06, 029 (2002),hep-ph/0204244.

EVENT SHAPES AND RESUMMATION

HERA and the LHC 177



[73] S. Frixione, P. Nason, and B. R. Webber, JHEP08, 007 (2003),hep-ph/0305252.

[74] N. E. Adam, V. Halyo, and S. A. Yost, JHEP05, 062 (2008),arXiv:0802.3251
[hep-ph].

[75] W. K. Tunget al., JHEP02, 053 (2007),arXiv:hep-ph/0611254.

[76] A. D. Martin, W. J. Stirling, R. S. Thorne, and G. Watt, Phys. Lett.B652, 292 (2007),
arXiv:0706.0459 [hep-ph].

[77] K. Melnikov and F. Petriello, Phys. Rev. Lett.96, 231803 (2006),
arXiv:hep-ph/0603182.

[78] K. Melnikov and F. Petriello, Phys. Rev.D74, 114017 (2006),
arXiv:hep-ph/0609070.

[79] Q.-H. Cao and C. P. Yuan, Phys. Rev. Lett.93, 042001 (2004),
arXiv:hep-ph/0401026.

[80] C. M. Carloni Calame, G. Montagna, O. Nicrosini, and M. Treccani, Phys. Rev.
D69, 037301 (2004),arXiv:hep-ph/0303102.

[81] C. M. Carloni Calame, G. Montagna, O. Nicrosini, and M. Treccani, JHEP
05, 019 (2005),arXiv:hep-ph/0502218.

[82] C. M. Carloni Calame, G. Montagna, O. Nicrosini, and A. Vicini, JHEP12, 016 (2006),
arXiv:hep-ph/0609170.

[83] C. M. Carloni Calame, G. Montagna, O. Nicrosini, and A. Vicini, JHEP10, 109 (2007),
arXiv:0710.1722 [hep-ph].

[84] E. Barberio, B. van Eijk, and Z. Was, Comput. Phys. Commun. 66, 115 (1991).

[85] E. Barberio and Z. Was, Comput. Phys. Commun.79, 291 (1994).

[86] P. Golonka and Z. Was, Eur. Phys. J.C45, 97 (2006),arXiv:hep-ph/0506026.

[87] N. E. Adam, V. Halyo, S. A. Yost, and W. Zhu (2008),arXiv:0808.0758
[hep-ph].

[88] D. R. Yennie, S. C. Frautschi, and H. Suura, Ann. Phys.13, 379 (1961).

[89] K. T. Mahanthappa, Phys. Rev.126, 329 (1962).

[90] S. Jadach and B. F. L. Ward, Comput. Phys. Commun.56, 351 (1990).

[91] S. Jadach, W. Placzek, E. Richter-Was, B. F. L. Ward, andZ. Was, Comput. Phys.
Commun.102, 229 (1997).

[92] S. Jadach and B. F. L. Ward, Phys. Lett.B274, 470 (1992).

A. BANFI, G. CORCELLA, M. DASGUPTA,S. JOSEPH G. LUISONI, S. MAJHI, . . .

178 HERA and the LHC



[93] S. Jadach, W. Placzek, and B. F. L. Ward, Phys. Lett.B390, 298 (1997),
arXiv:hep-ph/9608412.

[94] S. Jadach, M. Skrzypek, and B. F. L. Ward, Phys. Rev.D55, 1206 (1997).

[95] S. Jadach, W. Placzek, and B. F. L. Ward, Phys. Rev.D56, 6939 (1997),
arXiv:hep-ph/9705430.

[96] S. Jadach, B. F. L. Ward, and Z. Was, Phys. Rev.D63, 113009 (2001),
arXiv:hep-ph/0006359.

[97] S. Jadach, B. F. L. Ward, and Z. Was, Comput. Phys. Commun. 130, 260 (2000),
arXiv:hep-ph/9912214.

[98] S. Jadach, W. Placzek, M. Skrzypek, B. F. L. Ward, and Z. Was, Comput. Phys.
Commun.140, 432 (2001),arXiv:hep-ph/0103163.

[99] B. F. L. Ward and S. Jadach, Acta Phys. Polon.B33, 1543 (2002),
arXiv:hep-ph/0205062.

[100] B. F. L. Ward and S. Jadach (2002),arXiv:hep-ph/0210357.

[101] B. F. L. Ward and S. Jadach, Mod. Phys. Lett.A14, 491 (1999).

[102] D. DeLaneyet al., Mod. Phys. Lett.A12, 2425 (1997),arXiv:hep-ph/9506302.

[103] D. B. DeLaney, S. Jadach, C. Shio, G. Siopsis, and B. F. L. Ward, Phys. Rev.
D52, 108 (1995),arXiv:hep-ph/9403204.

[104] D. B. DeLaney, S. Jadach, C. Shio, G. Siopsis, and B. F. L. Ward, Phys. Lett.
B342, 239 (1995),arXiv:hep-ph/9304320.

[105] C. Lee and G. Sterman, Phys. Rev.D75, 014022 (2007),arXiv:hep-ph/0611061.

[106] S. Mert Aybat, L. J. Dixon, and G. Sterman, Phys. Rev.D74, 074004 (2006),
arXiv:hep-ph/0607309.

[107] B. F. L. Ward, Annals Phys.323, 2147 (2008),arXiv:0707.3424 [hep-ph].

[108] E. G. Floratos, D. A. Ross, and C. T. Sachrajda, Nucl. Phys.B129, 66 (1977).

[109] E. G. Floratos, D. A. Ross, and C. T. Sachrajda, Nucl. Phys.B152, 493 (1979).

[110] A. Gonzalez-Arroyo, C. Lopez, and F. J. Yndurain, Nucl. Phys.B153, 161 (1979).

[111] A. Gonzalez-Arroyo and C. Lopez, Nucl. Phys.B166, 429 (1980).

[112] G. Curci, W. Furmanski, and R. Petronzio, Nucl. Phys.B175, 27 (1980).

[113] W. Furmanski and R. Petronzio, Phys. Lett.B97, 437 (1980).

EVENT SHAPES AND RESUMMATION

HERA and the LHC 179



[114] E. G. Floratos, C. Kounnas, and R. Lacaze, Nucl. Phys.B192, 417 (1981).

[115] R. Hamberg and W. L. van Neerven, Nucl. Phys.B379, 143 (1992).

[116] S. Moch, J. A. M. Vermaseren, and A. Vogt, Nucl. Phys.B688, 101 (2004),
arXiv:hep-ph/0403192.

[117] A. Vogt, S. Moch, and J. A. M. Vermaseren, Nucl. Phys.B691, 129 (2004),
arXiv:hep-ph/0404111.

[118] T. Carli, G. P. Salam, and F. Siegert (2005),arXiv:hep-ph/0510324.

[119] U. Baur, S. Keller, and W. K. Sakumoto, Phys. Rev.D57, 199 (1998),
arXiv:hep-ph/9707301.

[120] U. Baur, S. Keller, and D. Wackeroth, Phys. Rev.D59, 013002 (1999),
arXiv:hep-ph/9807417.

[121] U. Baur, O. Brein, W. Hollik, C. Schappacher, and D. Wackeroth, Phys. Rev.
D65, 033007 (2002),arXiv:hep-ph/0108274.

[122] S. Dittmaier and M. Kramer, Phys. Rev.D65, 073007 (2002),
arXiv:hep-ph/0109062.

[123] V. A. Zykunov, Eur. Phys. J. directC3, 9 (2001),arXiv:hep-ph/0107059.

[124] R. Hamberg, W. L. van Neerven, and T. Matsuura, Nucl. Phys.B359, 343 (1991).

[125] W. L. van Neerven and E. B. Zijlstra, Nucl. Phys.B382, 11 (1992).

[126] C. Anastasiou, L. J. Dixon, K. Melnikov, and F. Petriello, Phys. Rev.
D69, 094008 (2004),arXiv:hep-ph/0312266.

[127] G. Balossini, C. M. Carloni Calame, G. Montagna, O. Nicrosini, and F. Piccinini, Nucl.
Phys. Proc. Suppl.162, 59 (2006),arXiv:hep-ph/0610022.

[128] G. Balossini, C. M. Carloni Calame, G. Montagna, O. Nicrosini, and F. Piccinini (2006),
arXiv:hep-ph/0609313.

[129] S. Jadach and M. Skrzypek, Comput. Phys. Commun.175, 511 (2006),
arXiv:hep-ph/0504263.

[130] P. Stephens, S. Jadach, and M. Skrzypek, Acta Phys. Polon.B38, 2379 (2007).

[131] T. D. Lee and M. Nauenberg, Phys. Rev.133, B1549 (1964).

[132] B. W. et al.,preprint in pre.(unpublished). To be published.

[133] M. Y. Kalmykov, B. F. L. Ward, and S. Yost, JHEP02, 040 (2007),
arXiv:hep-th/0612240.

A. BANFI, G. CORCELLA, M. DASGUPTA,S. JOSEPH G. LUISONI, S. MAJHI, . . .

180 HERA and the LHC



[134] M. Y. Kalmykov, B. F. L. Ward, and S. A. Yost, JHEP10, 048 (2007),
arXiv:0707.3654 [hep-th].

[135] M. Y. Kalmykov, B. F. L. Ward, and S. A. Yost, JHEP11, 009 (2007),
arXiv:0708.0803 [hep-th].

[136] S. A. Yost, M. Y. Kalmykov, and B. F. L. Ward (2008),arXiv:0808.2605
[hep-ph].

[137] M. Y. Kalmykov and B. A. Kniehl (2008),arXiv:0807.0567 [hep-th].

EVENT SHAPES AND RESUMMATION

HERA and the LHC 181



Jets and jet algorithms

Victor Coco, Pierre-Antoine Delsart, Juan Rojo, ChristianSander Gŕegory Soyez

Jets are an important tool in hadronic physics and they will play a predominant role at the
LHC. By defining jets as clusters of particles one aims at accessing, from the final-state particles,
the underlying hard parton-level processes. Therefore jets are an essential tool for a variety of
studies, such as top reconstruction, mass measurements, Higgs and new physics (NP) searches.
Furthermore, they are instrumental for QCD studies,e.g. for inclusive jet measurements, which
in turn constitute an important input for the determinationof parton distribution functions. By
clustering particles into jets, jet algorithms reduce complicated multiparticle events in simple
final states with few jets. This procedure and the way particles are recombined together (e.g. the
E- or P -scheme) is fundamentally non-unique.

In the following we will present recent progress in the description of jets, both from the
phenomenological and the experimental points of view. In particular, we will focus on different
aspects of the SISCone and anti-kt jet algorithms. We will also describe jet finding strategiesand
jet reconstruction and calibration techniques being developed by the LHC experiments ATLAS,
CMS and LHCb.

Finally, a recurring question in jet studies is what the bestjet definition for a given physics
analysis is. We will present a proposal of a characterization of jet-finding “quality” designed to
be simple, robust, physical and reasonably representativeof common analysis tasks.

1 The SISCone and anti-kt jet algorithms

Author: Gŕegory Soyez

Two broad classes of jet definitions exist. The first one worksby defining a distance
between pairs of particles, performing successive recombinations of the pair of closest particles
and stopping when all resulting objects are too far apart. Algorithms within this clustering class
differ by the definition of the distance, frequent choices being d2

ij = min(k2
t,i, k

2
t,j)(∆y2

ij +∆φ2
ij)

for thekt algorithm [1,2], andd2
ij = (∆y2

ij + ∆φ2
ij) for the Cambridge-Aachen algorithm [3,4].

Cone algorithms make up the second class, where jets are defined as dominant directions
of energy flow. One introduces the concept ofstable coneas a circle of fixed radiusR in the
y − φ plane such that the sum of all the momenta of the particles within the cone points in the
same direction as the centre of the circle. Cone algorithms attempt to identify all the stable cones.
Most implementations use a seeded approach to do so: starting from a given seede.g., a given
direction for the centre of the cone, one computes the contents of the cone, takes the resulting
momentum as a new direction and iterates until the cone is found stable. The set of seeds can be
taken as the set of initial particles (sometimes over apt threshold) or as the midpoints between
previously-found stable cones. As we shall see, this iterative method fails to identifyall stable
cones, leading to infrared (IR) or collinear unsafety in theperturbative computations.

Cone algorithms can be split into two sub-classes accordingto how they deal with the fact
that stable cones may overlap. On the one hand, cone algorithms with split-merge identify the
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Fig. 1: Stable cones found by the midpoint algorithm for a 3-particle event (left) and for the same event with an

additional infinitely soft gluon (right).

hardest overlapping pair of stable cones and merge (split) them if they share more (less) than
a fractionf of the hardest cone. JetClu, midpoint and the ATLAS cone algorithms are typical
representatives of that sub-class. On the other hand, cone algorithms with progressive removal
start with the hardest unclustered particle, iterate from there until a stable cone is found and call
it a jet. Its contents are removed and one starts again with the remaining particles. The CMS
iterative cone is the typical example of this second sub-class, with the particular feature that hard
jets are fully conical.

The Snowmass accords have established a series of requirements that any jet algorithm has
to fulfill. These are basically that one can use the algorithmfor theoretical computations,e.g. it
gives finite perturbative results, as well as for experimental purposes,e.g. it runs fast enough and
has small corrections from hadronisation and the underlying event.

We show in these proceedings that both the cone algorithms with split-merge and with
progressive removal fail to give finite perturbative results. More precisely, we illustrate that mid-
point suffers from IR unsafety and the iterative cone is collinear unsafe. We introduce SISCone
and the anti-kt algorithms as infrared- and collinear-safe solutions to those problems that do not
spoil the experimental usability. We conclude by discussing the importance of using these new
algorithms if we want to take full advantage of jet studies atthe LHC.

1.1 SISCone as a replacement for the midpoint algorithm

Let us consider the 3-particle event displayed in Fig. 1(a).When clustered with the midpoint al-
gorithm, 2 stable cones are found, leading to two jets: one with particles 1 and 2 and a second one
with particle 3. If one adds to that hard event an infinitely soft gluon as shown in Fig. 1(b), a third
stable cone is found and the three hard particles are clustered in a single jet. This change in the jet
structure upon addition of soft particles, a phenomenon which happens with infinite probability
in perturbative QCD, gives rise to divergences in the perturbative expansion and proves that the
midpoint algorithm is IR unsafe1. Note also that the situation is even worse with JetClu or the
ATLAS cone algorithms, where the IR unsafety is already present in events with 2 particles,i.e.
one order earlier in the perturbative expansion.

1Note that when a seed threshold is used, the midpoint algorithm becomes collinear unsafe.
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Fig. 2: Clustering time for SISCone compared to typical implementations of the midpoint and anti-kt algorithms.

This problem arises from the fact that the seeded approach misses stable cones — here the
one containing particles 2 and 3 in Fig. 1(a). The workaroundto restore IR safety is thus to find
a seedless method that provably identifies all stable cones.This is notoriously complex: a naive
approach testing the stability of all subsets of particles [5] has a complexity of orderN × 2N for
N particles which is much slower than theO(N3) complexity of the midpoint algorithm, making
this solution unusable for experimental purposes.

The solution [6] is to use the geometrical observation that any enclosure in they−φ plane
can be moved without changing its contents until it touches two points. Browsing all pairs of
particles allows thus to enumerate all possible cones and tocheck their stability at an overall cost
of O(N3). Additional efforts to limit the amount of full stability tests to its minimum can even
bring the final complexity toO(N2 log(N)), i.e. faster than the midpoint algorithm. This has
been implemented [6–9] in aC++ code named SISCone (Seedless Infrared Safe Cone). Fig. 2
illustrates the fact that in practice SISCone runs faster than the typical implementations of the
midpoint algorithm without a seed threshold and at least as fast as when a 1 GeV seed threshold
is used.

Therefore, SISCone is the first cone algorithm to satisfy theSnowmass requirements, that
is to be at the same time IR and collinear safe, and to be fast enough to be used in experimental
analysis.

1.2 Anti-kt as a replacement for the iterative cone algorithm

As for the midpoint algorithm, we start by considering an event with three hard particles (see
Fig. 3(a)). When clustered with the iterative cone, iteration starts with particle 2, one stable cone
containing all particles is found, resulting in a 1-jet event. If we now split the hardest particle (2)
into two collinear particles (2a and 2b) — a process that alsohappens with an infinite probability
in perturbative QCD — as shown on Fig. 3(b), clustering with the iterative cone now starts with
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Fig. 3: Jets found by the iterative cone for a 3-particle event (left) and for the same event with a collinear splitting

(right).

particle 1 which, after iteration, gives a first jet made of particle 1 plus the two collinear ones,
then a second jet with particle 3. This example proves that the iterative cone algorithm is collinear
unsafe.

Quite surprisingly, we can find a solution to that problem by coming back to the class of
the recombination algorithms. The distance measures introduced earlier can be written as

d2
ij = min(k2p

t,i , k
2p
t,j)(∆y2

ij + ∆φ2
ij),

with p = 1 for thekt algorithm andp = 0 for the Cambridge-Aachen algorithm. We can then
consider a third case, the one for whichp = −1 and call it theanti-kt algorithm [10]. Obviously,
this algorithm is IR and collinear safe. Furthermore, its implementation can benefit from the
same geometrical observations that allowed for fast implementation of thekt algorithm [8]. The
anti-kt algorithm thus runs at a speed similar to the one of thekt algorithm, which certainly
makes it usable for experimental purposes as seen on Fig. 2.

Fig. 4: Illustration of the regularity of the jets obtained with

the anti-kt algorithm.

To understand the link between the
anti-kt algorithm and the iterative cone algo-
rithm, we note from the definition of the anti-
kt distance that pairs involving a hard particle
will be given small distances. This means that
soft particles will be recombined with hard
ones before recombining among themselves.
As a result, the hard jets will have a circular
boundary. This soft-resilience of the anti-kt

algorithm is exactly the hallmark of the itera-
tive cone and it is in that respect that the anti-
kt can be seen as its IR and collinear safe re-
placement.

To illustrate this property, we show in
Fig. 4 the jets resulting from the clustering of
an event made with a few hard particles and a
large number of very soft ones uniformly dis-
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Observable first miss cones at Last meaningful order
Inclusive jet cross section NNLO NLO
W/Z/H + 1 jet cross section NNLO NLO
3 jet cross section NLO LO (NLO in NLOJet)
W/Z/H + 2 jet cross sect. NLO LO (NLO in MCFM)
jet masses in3 jets LO none(LO in NLOJet)

Table 1: Perturbative level at which IR or collinear unsafety arises for various processes.
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Fig. 5: Mass of the2nd hardest jet in 3-jet events: relative difference between midpoint and SISCone. The2nd and

3rd jets are imposed to be distant by at most2R.

tributed on a grid in they−φ plane. It is clear that the hardest jets are perfectly circular and that,
in general, the boundaries between the jets are regular.

1.3 Physical impact and discussion

As we have seen, the seeded approach to stable cone search suffers from problems with respect
to perturbative QCD expansion: the algorithms with split-merge are IR unsafe, while the iterative
cone (with progressive removal) is collinear unsafe. We have introduced SISCone as a natural
replacement of the cone algorithms with split-merge like midpoint, and the anti-kt algorithm as
a candidate to replace the iterative cone. These new algorithms are both IR and collinear safe.

The question one might ask is to what extent these IR and collinear safety issues are
important in real measurements. Since the unsafety arises when one has 3 particles in a common
vicinity, it becomes important at the orderα4

s or αEW α3
s of the perturbative series.

Table 1 summarises for different physical processes, the order at which seeded algorithms
like midpoint of the iterative cone stop to be valid. The mainmessage we can get from that table
is that, if we do not want theoretical efforts in precise QCD computations to be done in vain, the
resort of an IR and collinear safe algorithm like SISCone andthe anti-kt is fundamental.

To illustrate the argument more quantitatively, Fig. 5 shows the relative difference, ex-
pected to be present at the LO of perturbative QCD, between SISCone and midpoint for the mass
of the second hardest jet in 3-jet events. Differences reaching up to 40% are observed, proving
that an IR and collinear safe algorithm is mandatory. The situation is even worse with JetClu or
the ATLAS cone algorithm. As the infrared-unsafety problembecomes apparent at the orderα3

s

or αEW α2
s, i.e. one order earlier than with midpoint.
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2 Quality measures for jet finding at the LHC

Author: Juan Rojo

A recurring question in jet studies is what the best jet definition for a given physics analysis
is. In this contribution we propose a characterization of jet-finding “quality” designed to be
simple, robust, physical and reasonably representative ofcommon analysis tasks.

For this purpose, we require a source of quarks and gluons with well-defined energies. We
will obtain these from Monte Carlo production and decay of fictitious narrowZ ′ andH bosons,
with Z ′ → qq̄ andH → gg generated with Pythia 6.5 [11] with di-jet invariant massesranging
from 100 GeV to 4 TeV. For each generated event we will clusterthe event into jets with about50
different jet definitions, where a jet definition,JD, consists of the jet algorithm and the associated
parameters, like the radiusR [12]. The radiusR will be varied between 0.3 and 1.5. For each
event, we determine the invariant mass of the sum of the two hardest jets. The distribution of
invariant masses should then have a peak near the heavy bosonmass. We will take the sharpness
of that peak to be indicative of the quality of each jet definition.

The infrared- and collinear-safe (IRC) safe jet algorithmsunder scrutiny are the longitudi-
nally invariant inclusivekt algorithm [1,2,13], the Cambridge-Aachen (C/A) algorithm[3,4], the
anti-kt algorithm [10], SISCone [6] as well as C/A with filtering. Thelatter is C/A supplemented
with a filtering procedure [14] in which, subsequent to the jet finding, each jet is unclustered
down to subjets at angular scalexfiltR and one retains only thenfilt hardest of the subjets. We
usexfilt = 0.5 andnfilt = 2. All the jet algorithms have been used in the implementations and/or
plug-ins of theFastJet package [8], version 2.3, with the exception of C/A with filtering,
which will be made public in a forthcomingFastJet release.

This contribution summarizes work [15] in collaboration with M. Cacciari, G. Salam and
G. Soyez, initiated in the context of the “Les Houches Physics at TeV colliders 2007” workshop
[12].

2.1 Quality measures and effective luminosity ratio

As described in detail in [15], the merit of the jet finding is quantified by two quality measures:

1. Qw
f=z: the width of the smallest (reconstructed) mass window thatcontains a fraction

f = z of the generated massive objects,

f ≡
(

# reco. massive objects in window of width w

Total # generated massive objects

)
= z . (1)

2. Q
1/f

w=x
√

M
: to compute this quality measure, we take a window of fixed width w and slide it

over the mass distribution so as to maximise its contents. Then the figure of merit is given
by

Q
1/f

w=x
√

M
≡
(

Max # reco. massive objects in window of width w = x
√

M

Total # generated massive objects

)−1

,

(2)
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It is clear from its definitions that the smaller the quality measures, the better the corresponding
jet definition. An illustrative example of these two measures is shown in Fig. 6. We observe
that the quality measures quantify the intuitive assessment of the goodness of jet finding, repre-
sented by the sharpness of the reconstructed invariant masspeak. Note that in our approach, any
matching to non-physical quantities like Monte Carlo partons is deliberately avoided.
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Fig. 6: Di-jet invariant mass distributions for thegg case atM = 2 TeV, comparing three jet definitions
for each process. The shaded bands indicate the region used when obtaining the two different quality
measures.

These quality measures can be mapped to the corresponding variation of integrated lumi-
nosity needed to maintain constant signal significance. As we have seen, a larger quality measure
indicates a worse jet definition. This in turn implies that a larger luminosity will be needed to
obtain a given significance. It is convenient to express thisin terms of an effective luminosity
ratio,

ρL(JD2/JD1) ≡
L(needed withJD2)
L(needed withJD1)

=
[
Σ (JD1)
Σ (JD2)

]2

. (3)

with the signal significance defined in the usual wayΣ (JD) ≡ NJD
signal/

√
NJD

bkgd. Given a cer-

tain signal significance withJD1, ρL(JD2/JD1) indicates the factor more luminosity needed to
obtain the same significance withJD2. For example, the expression forρL in terms of the first
quality measure is

ρL(JD2/JD1) =
Qw

f=z (JD2)
Qw

f=z (JD1)
. (4)
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A non-trivial check of the robustness of our analysis is thatthe luminosity ratios obtained with
the two different quality measures are roughly consistent with each other.

2.2 Results

Fig. 7: The effective luminosity ratio, Eq. 3, for quark and gluon jets at 100 GeV and 2 TeV, for all algo-
rithms studied. The two curves in each plot correspond to thevalue ofρL computed from the respective
quality measure. For each process,ρL is normalized to the corresponding optimal jet definition.

Now we present selected results for the effective luminosity ratio for the different cases
considered. We show in Fig. 7 a summary of the performance of the various jet definitions
studied, for quark and gluon jets at 100 GeV and 2 TeV, withoutpile-up (PU). First of all, we
observe a strong dependence ofρL with respect toR, as well as sizable differences between
jet algorithms. SISCone and C/A-filt turn out to be the optimal jet algorithms in all studied
processes. They achieve limited sensitivity to the Underlying Event (UE) while maintaining
their perturbative reach. The optimal value ofR grows with the scale of the process, specially for
gluon jets, reflecting the interplay between perturbative and non-perturbative effects [16]. Our
studies imply that at the TeV scale, rather large values ofR ∼ 1 are required to obtain optimal
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Fig. 8: The effective luminosity ratio, for quark and gluon jets at 100 GeV and 2 TeV, for all five algorithms
studied. The red solid lines correspond to the no-PU case, the green dashed lines to the high luminosity
PU case while the blue dotted curves correspond to high luminosity with PU subtracted as explained in
the text.

resolution. LHC experiments, on the other hand, plan to use smaller radii in general, see for
example Ref. [17].

From Fig. 7 one can determine how much more luminosity will berequired with a less
favoured jet definition compared with the optimal one. For example, we see that for thegg
case at 2 TeV, if thekt algorithm is used instead of the optimal one (SISCone), then50% more
luminosity will be required to achieve the same signal significance even at the respective optimal
values ofR.

These results are robust against high-luminosity PU [15] once PU is subtracted using the
FastJet area method [18, 19], as can be seen in Fig. 8. This has the important consequence
that for a given process, a single jet definition could be usedat the LHC regardless of the machine
luminosity.

As a practical application of our studies, one can consider the impact of less favoured
jet definitions in LHC searches with similar signatures. Forexample, let us consider a particular
scenario in which a di-jet invariant mass distribution is reconstructed and let us assume that the jet
clustering is performed with a jet definition,JD2, whose quality is far from the optimal one,JD1,
so that the effective luminosity ratio is large, sayρL ∼ 2. The net effect of the choice of such
non-optimal jet definition for the kinematical reconstruction can be summarized schematically in
Fig. 9: the use ofJD1 rather thanJD2 would lead to a discovery signal with approximately only
half of the machine running time required with the original jet definition.
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Fig. 9: Example of how optimizing the jet definition might lead to discoveries in less machine running
time, compared to the non-optimal one.

2.3 Conclusions

Summarizing, we have proposed a technique to quantify the performance of jet algorithms
for kinematic reconstructions at the LHC. To allow for more detailed studies of the results
of Ref. [15], an interactive webpage has been created athttp://quality.fastjet.fr ,
which allows the user to test the effects of changing and modifying various jet definitions and
other inputs like PU luminosity for the process under scrutiny.

3 Performance of jet reconstruction at CMS

Author: Christian Sander (on behalf of the CMS Collaboration)

Almost every process of interest at the LHC contains quarks or gluons in the final state.
The partons can not be observed directly, but fragment into stable hadrons, which can be detected
in the tracking and calorimeter systems. Calorimeter jets are expected to yield a good description
of both the parton-level and the hadron showers emerging from the hard interaction. For Monte
Carlo (MC) events, the hadron-level is defined by applying the same clustering algorithms, which
are typically formulated to accept any set of four-vectors as input to all stable particles from
the MC truth record (“GenJets”). Hadron-level is also referred to as “particle-level”, and jet
energy scale corrections based on MC and later on data-driven methods are derived to correct
back to this detector independent level. Calorimeter jets are reconstructed using energy deposits
in calorimeter towers (“CaloTowers”) as inputs: they are composed of one or more hadronic
calorimeter (HCAL) cells and corresponding electromagnetic calorimeter (ECAL) crystals.

The studies presented in what follows are based on QCD di-jetandtt̄ MC samples with-
out pile-up. It is often necessary to associate CaloJets with GenJets in these samples to probe
how well the calorimeter-level reconstruction representsthe hadron-level of the process. This
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association is based on spatial separation in theη-φ-space between the two jet axes by requiring

∆R =
√

∆η2 + ∆φ2

to be less than a certain value. Besides good correspondenceto the parton-level and hadron-
level, a successful jet algorithm should fulfill two important requirements. Firstly, it should be
collinear-safe, such that the outcome remains unchanged ife.g.the energy carried by a single par-
ticle is instead distributed among two collinear particles. Collinear safety is typically endangered
if the jet finding is based on energetic seeds and a threshold is applied to these seeds. Secondly, it
should be infrared-safe, such that the result of the jet finding is stable against the addition of soft
particles. Jet algorithms which don’t comply with either orboth of these requirements yield am-
biguous results and lead to unnecessary uncertainties whenapplied to calculations in perturbative
theory. The performance of the following four jet clustering algorithms is discussed:

• The Iterative Cone algorithm is a simple seeded cone-based algorithm employed by CMS
online in the High Level Trigger (HLT). It has a short and predictable execution time, but
is neither collinear- nor infrared-safe.

• The Midpoint Cone [5] algorithm is similar to the Iterative Cone, but infrared-safety is ad-
dressed by considering the midpoints between each pair of close (proto-)jets as additional
seeds. Despite its improvements to the cone-based clustering procedure, the algorithm has
been shown not to be infrared-safe. This algorithm is no longer supported by CMS.

• SISCone [6] is the “Seedless Infrared-Safe Cone” jet algorithm. It is collinear- and infrared-
safe to all orders of perturbative QCD (pQCD) and demands only slightly higher execution
time compared to the Midpoint Cone algorithm.

• fast-kT [8] is a recent implementation of thekT algorithm [1] which is also collinear-
and infrared-safe. It has a dramatically reduced executiontime with respect to previous
implementations of thekT algorithm.

The “E-Scheme” is used for all algorithms as the recombination scheme: the energy and
momentum of a jet are defined as the sums of energies and momenta of its constituents. The
execution time of the fast-kT algorithm is comparable to the Iterative Cone algorithm without
the discussed deficiencies of the latter. The SISCone algorithm requires more CPU resources
compared to the Midpoint Cone algorithm. The time spent for the jet reconstruction (0.02 s) of
each event however is small compared to the total event reconstruction time (10 s): the particular
jet algorithm choice does not impact the overall CPU requirements.

3.1 Summary of Jet Performance Study

The performance of the CMS calorimeters is known to be different in the barrel, endcaps and
forward regions. Here we focus on the relative performance between different algorithms and
radius parameter choices currently supported for CMS analysis. Only distributions for the barrel
region are therefore shown. Further details can be found in [20].

The jet matching efficiency is defined as the ratio of the number of particle jets matched
to a calorimeter jet within∆R < 0.5 to the total number of particle jets. It represents a mean-
ingful measure of the reconstruction efficiency of each jet algorithm, but is strongly correlated
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to the position resolution and therefore depends on the∆R cut and the jet size parameter. How-
ever, relative comparisons between different algorithms using equivalent size parameters remain
instructive. The matching efficiencies for small (left) andlarge (right) radius parameters as a
function of the MC truthpgen

T are shown in Fig. 10. The efficiencies of jets reconstructed with
the fast-kT and SISCone algorithms indicate better performance than jets reconstructed with the
MidpointCone and Iterative Cone algorithms.

For the jet response,Rjet = pT /pgen
T , very good agreement between the individual algo-

rithms is found for all regions of the detector, indicating good correspondence between the values
of D for the fast-kT algorithm andR for cone algorithms which are being compared [20].

Theη resolutions for jets in the barrel region are shown as a function of pgen
T in Fig. 11.

Good agreement is found among all algorithms with comparable radius parameter, with marginal
differences at lowpgen

T . Jets reconstructed with larger radius parameters yield slightly worse
resolution. Note that the position of the primary vertex is assumed to be atz = 0, which dilutes
theη resolution with respect to taking the correct position measured with the tracking detectors
into account. Theφ resolutions can be found in [20].

Fig. 12 shows the jet energy resolutions derived from MC truth for jets in the barrel region.
Jets reconstructed with fast-kT show slightly worse resolution at lowpgen

T , while no significant
impact of the radius parameter choice is observed. The typical jet energy resolution at highpT ,
100 GeV or 1 TeV, is∼ 14% and∼ 7% respectively, with no significant dependence on the jet
clustering algorithm.

The jet reconstruction performance intt̄ events is studied by selecting events with one
(“lepton+jets”) or zero (“alljets”) electron(s) or muon(s) in the final state from att̄ sample with
no additional jets (“tt̄+0 jets”). t → bqq̄′ and t̄ → b̄q̄q′ decays are identified on particle level
and only events are considered for which all three decay products of one or botht(t̄) decay(s)
can be uniquely matched to reconstructed calorimeter jets.The efficiency to select these decays
indicates the performance of the respective jet algorithm in a busy multi-jet environment and
its ability to correctly resolve the topology of the underlying process. The fast-kT algorithm is
hereby found to fully resolve hadronict(t̄) decays on calorimeter level more efficiently than any
cone-based algorithm. For the selected events, the invariant two-jet (W boson) and three-jet (top
quark) masses are compared on particle-level, calorimeter-level, corrected calorimeter-level, and
corrected calorimeter-level with additional flavor-dependent corrections applied. ThemW and
mt distributions obtained for all correction levels are shownin Fig. 13 for jets reconstructed with
fast-kT D = 0.4. From the width of the obtained invariant mass distributions one can see that the
impact of detector effects on the mass resolution are stronger than the algorithmic differences. A
full comparison of the widths of the reconstructedmW andmt distributions can be found in [20].

3.2 Conclusion

The performance comparisons presented include jet energy response, position resolutions, en-
ergy resolutions and efficiencies in QCD di-jet samples. We find similar performance at the
calorimeter level between algorithms with similar size parameter. The impact of detector ef-
fects appears to be more pronounced than the algorithmic differences studied here. The SISCone
algorithm performs as well as or better than the Midpoint Cone, while known to be preferred
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theoretically. Therefore it was decided to adopt SISCone asthe default cone-based jet algorithm
and consequently to include it in the reconstruction in the standard event processing at CMS.

The fast-kT algorithm is infrared- and collinear safe to all orders of pQCD as well and
complementary to the cone-based algorithms. The executiontime of fast-kT is dramatically
reduced with respect to earlier implementations and it is therefore well suited for the high mul-
tiplicity environment of LHCpp collisions. We find that it performs as good or better than any
other compared algorithm and strongly encourage its use as an alternative to SISCone.

Fig. 10: Matching Efficiency versuspgen
T for R = 0.5/D = 0.4 (left) andR = 0.7/D = 0.6 (right) jets.

Fig. 11: The jetη resolutions as a function ofpgen
T , averaged over the Barrel region, for jets clustered with smaller

(left) and larger (right) size parameters. The resolutionsare derived using MC truth information.

4 Jet finding strategies in ATLAS

Author: Pierre-Antoine Delsart (on behalf of the ATLAS Collaboration)

ATLAS is a general purpose experiment at the Large Hadron Collider (LHC) [21]. Its
calorimetry system, the principal tool for hadronic jet measurements, is described in detail
in [21], chapter 5. Some key features of this calorimeter relevant to jet finding are its wide
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Fig. 12: Jet energy resolution derived from MC truth for Midpoint Cone, Iterative Cone, SISCone and fast-kT with

R = 0.5/D = 0.4 (left) andR = 0.7/D = 0.6 (right) in the barrel region (|η| < 1.4).

Fig. 13: mW and mt distributions for hadronic top decays reconstructed with the fast-kT algorithm, D = 0.4.

Distributions are shown for particle-level jets (GEN), calorimeter jets (CALO), calorimeter jets corrected with “MC-

Jet” corrections (CORR), and corrected calorimeter jets with an additional flavour correction applied (L5). Only jets

with uncorrectedpT ≥ 15 GeV and|η| ≤ 5 are considered. The generatedW boson (80.42 GeV) and top quark

(175 GeV) masses are indicated by the black vertical lines.
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acceptance (up to|η| = 4.9 in the Forward Calorimeter) and a fine granularity (including up
to 7 longitudinal segmentations). On the other hand, the calorimeter is non-compensating (ratio
1.3 < e/π < 1.6 depending on the specific sub-calorimeter) and this causes the major source
of uncertainty in energy measurements because of the large fluctuations of the electromagnetic
component of hadronic showers.

The other main experimental challenge will come from the LHCenvironment : a very large
phase space for underlying event, multiple interactions per bunch crossing (23 at full luminosity).
Out-of-time pile-up is also expected because of the slow response of the liquid argon calorimeter
which will integrate several events before and after a giveninteraction.

In order to take up these challenges the ATLAS collaborationchose to adopt a flexible
approach. In particular, the collaboration is studying twocalibration strategies, several in-situ and
data-based correction methods, and has designed a softwareable to cope with any jet algorithm
used in physics analysis.

4.1 Jet reconstruction and calibration

The ATLAS jet-related software is designed to allow any input to jet finding algorithms, provided
the input is a set of valid four-momenta. This allows to run exactly the same jet finders on
Monte Carlo truth simulated particles, real signal, tracks, etc. Two different calorimeter signal
definitions are considered as input signal for jet finding:

• Calorimeter towers : all cells in the same projective direction (defined by a grid in the
(η, φ) plane) are grouped into a tower. The four-momentum is formedby the sum of the
cells energies, possibly including a geometrical weight for cells larger than the tower grid
size, and the direction of the tower.

• Topological clusters (“TopoClusters”). Cells are clustered together in the 3 dimensions of
the calorimeter according to a nearest neighbour algorithm[21] which intrinsically per-
forms a noise suppression.

Besides different types of input signal, ATLAS considers two approaches for the jet calibration.

Global hadronic calibration. Jets are built from raw calorimeter signal (towers or clus-
ters), then a set of correction factors (weights) are applied to the energy of the constituting cells.
The weights depend on the characteristics of the cells, in particular its energy density and its loca-
tion in the calorimeter. They are extracted from a fit to simulated di-jet events. With this method,
all calibration corrections are included in a single set of weights, hence its name “global” [22].

Local hadronic calibration. This second method is an attempt to have a finer, better
understood calibration method for jets. It relies on hadronic calibration of topological clusters
[23] : jets are built from these calibrated input signals. Then a jet energy scale correction remains
to be applied. This approach is more complex but allows to decouple different corrections (non-
compensation, dead material losses, energy scale) and is thus very promising.

An illustration of performance for both calibration methods is shown in Fig. 14; a detailed
discussion of these performances can be found in Ref. [24];
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Fig. 14: Left : linearity of jet reconstruction with global calibration (QCD di-jet sample). Red and blue marks

correspond to 2 alternative global calibration methods. Right: linearity with local calibration (before energy scale

correction).

4.2 Data driven corrections

In parallel to the base-line calibrations described above,ATLAS aims to reach a precise energy
scale measurement using experimental data directly. Several methods are studied:

• Momentum measurement from the tracker (P) compared to energy deposition in calorime-
ter (E) allows to validate the energy scale for charged pionsin minimum bias events [25],
studying the E/P ratio.

• QCD di-jet events can be used to uniformize the response of the calorimeter inη and
φ [26].

• Z+jets orγ+jets events will be used assuming an excellent calibrationof electromagnetic
objects : applyingPT balance or missingET projection techniques will allow to retrieve a
correct jet energy scale [26].

• With QCD multi-jet events it is possible to correct high-pT jets against several lowerpT

jets whose energy scale is better known thanks to previous methods [26].

In some analyses,in-situ methods using constraints coming from the mass of the W boson
will be applied to control even better the jet energy. This istypically the case in top physics
analyses where different methods are under study [27].

4.3 Jets algorithms, other jets studies

Several different jet algorithms are available for physicsanalysis. Two families of such algo-
rithms are reconstructed by default :

• ATLAS iterative cone algorithm (described in detail in [22]), with cone radii 0.4 and 0.7;

• Kt clustering algorithm [22], setting the size parameter D to 0.3 and 0.6 .
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These algorithms are officially supported and used in calibration studies. Variations of these
algorithms with different jet sizes and clustering parameters can easily be configured, as appro-
priate in the context of a given physics analysis. In addition, other algorithms like the midpoint
cone algorithm [28], the seedless infrared safe cone algorithm SISCone [6] and all flavours of re-
cursive recombination algorithms provided in the FastJet [8] library, and the “optimal jet finder”
described in [29], are available within the standard ATLAS software framework.

Various other jet-related studies are on-going in the ATLAScollaboration in order to un-
derstand better and improve jet reconstruction:

• Associating reconstructed tracks with calorimeter signals allows to obtain efficient jet en-
ergy corrections. Moreover, vertex information can help inrejecting jets coming from
pile-up [24].

• Different studies are on-going in order to understand precisely the effects of pile-up, in
particular in the liquid argon calorimeter.

• Jets sub-structure studies such as the use of the “y-scale” given bykt jet algorithms [30]

4.4 Conclusion

We gave a brief overview of the recent work of the ATLAS collaboration related to jets recon-
struction (details in [31]). In order to deal with the great experimental challenges and to achieve
an excellent measurement of hadronic jets, the collaboration has adopted a flexible approach
including two main strategies for jet calibration. The collaboration is also preparing several
data-based and in-situ techniques to correct and control the jet energy scale and resolution at
the precision required by physics analysis as well as conducting several studies to ensure the
understanding of the detector response to hadronic jets is optimal.

5 b-jets at LHCb

Author: Victor Coco (on behalf of the LHCb Collaboration)

LHCb [32] is an LHC experiment dedicated to precise measurements of CP violation
and rare B-meson decays. We show that its specifications are of interest for reconstruction
and identification of b-jets as well. The LHCb detector is a one-arm spectrometer. It covers
the forward region of the interaction point, from 30 mrad to 300 (250) mrad in the bending
(non-bending) plane. The choice of such a limited acceptance is motivated by the fact that
most of the≈ 500 µb correlatedbb̄ pairs are produced in this region. LHCb experiment will
take data at a luminosity of2× 1032cm−2s−1, where bunch crossing are dominated by single
pp interactions. Good particle identification, excellent tracking and vertexing are needed for B
physics measurements. Expected resolution on track momentum is aboutδp/p = 0.35% around
10 GeV/c toδp/p = 0.55% around 140 GeV/c. Impact parameter resolution is expected to be
σIP = 14µm + 35µm/pT.

5.1 Reconstruction and identification of b-jets

As a textbook case, we study in the following the case of a Higgs boson decaying intobb̄ pairs,
produced in association with a vector boson decaying leptonically. The Higgs mass is chosen
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Fig. 15: Full width at half maximum (FWHM) over peak value of the di-jet mass distribution considering all par-

ticles from the generator, except neutrinos (left). True jet energy over reconstructed jet energy as a function of the

reconstructed jet energy (right).

to be120 GeV/c2 and the lepton, with a transverse momentumpT higher than10 GeV/c, is
required to be in the LHCb acceptance.

Several contributions might affect the di-jet mass resolution. In order to choose the best
working point for the jet algorithm, a generator level studyof the di-jet mass reconstruction is
performed. The width of the di-jet mass distribution is shown in Fig. 15. At small R2, gluon
radiation and hadronisation induce a low-mass tail. This effect tends to increase the width of the
distribution. For large values of R, the area of the jets is larger and the contribution of underlying
event particles increases. This effect induces high-mass tails, increasing again the width of the
distribution. Taking into account both effects, the optimal R value is between 0.7 and 0.9. The
limited acceptance of the detector is the major restrictionfor jet studies at LHCb. Some jet
particles arriving close to the detector border are not reconstructed. Therefore these jets need to
be rejected.

Using the LHCb reconstruction framework, charged and neutral particles are separated
by matching tracks and electromagnetic calorimeter clusters. In the full simulation, track mea-
surements are used for charged particles while the energy ofelectromagnetic clusters is used
for neutral particles. Tracks and electromagnetic clusters are calibrated objects. In a simple ap-
proach, clusters in the hadronic calorimeter are not used. The charged and neutral particles are
used as input to the jet algorithm. Two ways of reconstructing and identifying b-jets are under
study. The first way consists in finding tracks coming from B-decays, and use them as seed for
cone-type jet finding. The second way uses a sequential recombination algorithm,kt-jet [1], to
reconstruct the jets. thekt-jet algorithm with an R parameter of 0.75 gives on average 15(proto-
)jets for our textbook case events. Only a quarter of them hasa transverse momentum higher
than 5 GeV/c. The performance of b-jets reconstruction is presented below.

A primary cut is applied to remove (uninteresting) jets withpT < 5 GeV/c, less than
4 constituents and 2% of charged energy. The content of jets in particles from B-decays is

2R is a generic parameter of the jet algorithm, representing in first approximation the(η, φ) radius.
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quantified by two weights separating b- from c- and light-jets. To construct these weights, tri-
dimensional probability distribution functions have beenextracted from Monte Carlo (MC) for
particles that are respectively b-, light- and c-jet constituents. b-jet identification is then based
on combination of these weights with several variables suchas the number of constituents, the
energy contained in a cone ofR < 0.4 around the jet axis, the charged energy percentage, etc.
Taking only into account the jets that pass the primary cut, b-jet selection efficiency is about 81%,
for a rejection of about 95% of light-jets and 91% of c-jets int̄t events. It is interesting to notice
that the b-jets only partially inside the acceptance are rejected at more than 90% by the selection.
At this level, no explicit reconstruction of vertices, nor semi-leptonic decay identification has
been performed. This leaves room for future improvements.

Reconstruction of b-jets is efficient in the range of pseudorapidity 2 < η < 4.2. For jets
well contained in the acceptance, one can determine corrections to the jet energy depending on
its pT and pseudorapidity. The corrections are determined from at̄t → bb̄ + ℓ MC sample and
applied to the b-jets of the MC Higgs sample. After correction, the energy response presents a
non-linearity below 5%, see Fig. 15. In a Gaussian approximation, the di-jet mass resolution is
improved fromσ/mean = 24% to 20%. The mass pick is still offset. The contribution due to
loss of neutral hadrons will be added.

The contribution, after b-jets selection, of the remaining”partially inside the acceptance”
b-jets, is shown Fig. 16. There is a 10% increase in the resolution of the corrected di-jet mass
distribution due to the pollution of those jets.

5.2 Interesting processes for LHCb

A measurement ofH(W,Z) → bb̄ + ℓ would be very interesting. But the level of background,
especiallyt̄t → bb̄ + ℓ is large and its suppression is a real challenge for LHCb. Because of the
limited acceptance, global event variables (e.g. missingET, sphericity, etc.) are inaccessible.
But this analysis also gives the opportunity to develop tools for b-jets studies that might be of
interest for other studies involving b-jets in the forward region.

Many new physics models give rise to particles with measurable lifetime decaying into b
quarks. In the following we will concentrate on feasibilityof two such models.

Hidden valley is a class of phenomenological models that extends the Standard Model
(SM) gauge groupGSM with a non-abelian groupGv. High-dimension operators at the TeV
scale allow interactions between SM and new particles. Someneutral v-hadrons,πv, can decay
into the gauge-invariant combinations of SM-particles with observable lifetimes. An interesting
process is described by M.J.Strassler and K.M.Zurek [33]. The SM Higgs, thanks to the coupling
to a new scalar field, decays into twoπv, which decay intobb̄ pairs. Formπv = 45 GeV/c2, the
probability of correct reconstruction of such a b-jet in LHCb is about 30% up to 50 cm flight path
of theπv. The di-jet mass of b-jets fromπv decay is shown Fig. 17.

Another interesting model was developed by L. Carpenter, D.Kaplan and E-J. Rhee [34].
They have shown that the MSSM with R-parity violation, baryon number violation and non-
unified gaugino masses has a non-excluded parameter space inwhich a light boson decays mainly
into two neutralinos. The neutralino decay length varies asthe inverse square of the baryon num-
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ber violation coupling constantλ′′. The final state of such events contains six quarks, among
which the probability to find b and c is large. The two verticesfrom theχ̃0 → (b, c) sequence
are reconstructed and assembled to get theχ̃0 vertex mass. A study at generator level with ver-
tex smearing has been performed. Formχ̃0 = 50 Gev/c2, mh0 = 115 Gev/c2 andλ′′ = 10−4,
about 16600 events of signal are expected. After selection of the 4 vertices per event, one gets
≈6000 events, and most of the background is rejected. Theh0 mass distribution after selection,
with the remaining events ofbb̄, t̄t andZ0W± → bb̄, is shown on Fig. 17. Studies of vertex
reconstruction and background rejection with full simulation are ongoing. Details can be found
in [35].

It has been shown that LHCb can reconstruct b-jets in the forward region (2 < η < 4),
and reconstruct the di-jet mass with a resolution of about 20%. Selection of b-jets benefits a lot
from the quality of the LHCb apparatus. Besides important B physics measurements, LHCb has
the potential to observe new physics processes in the high rapidity region looking at b-jets and
highly displaced vertices.

I would like to thank the LHCb Collaboration and the jets working group for stimulating
discussions on the subject and for their help in the preparation of this talk.
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Fig. 16: Full simulation di-jet mass with and without correction, (left). Corrected di-jet mass with ”inside the accep-

tance” b-jets only (filled grey), and all selected b-jets (dashed line), (right).

Fig. 17: Reconstructedπv mass from Higgs decays withmH = 120 GeV/c2 in the hidden valley model (left). Higgs

mass reconstructed from the twõχ0 vertices in MSSM with an R-parity violation model (right).
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k⊥-factorization and forward jets

Sergey Baranov, Jochen Bartels, Michal Deák, Francesco Hautmann, Hannes Jung,
Albert Knutsson, Krzysztof Kutak, Artem Lipatov, Christophe Royon, Augustı́n Sabio Vera,
Florian Schwennsen, Nikolai Zotov

Hadronic final states containing multiple jets have been investigated at the Tevatron and
HERA colliders, and will play a central role in the Large Hadron Collider (LHC) physics pro-
gram. The interpretation of experimental data for such finalstates relies both on perturbative
multi-jet calculations (see [1] for a recent overview) and on realistic event simulation by parton-
shower Monte Carlo generators (see e.g. [2–6]).

Owing to the complex kinematics involving multiple hard scales and the large phase space
opening up at very high energies, multi-jet events are potentially sensitive to effects of QCD
initial-state radiation that depend on the finite transverse-momentum tail of partonic matrix ele-
ments and distributions.

Standard shower Monte Carlos reconstructing exclusive events, such as HERWIG [7,8] and
PYTHIA [9], are based on collinear evolution of the initial-state jet. Finite-k⊥ contributions are
not included, but rather correspond to corrections [10–14]to the angular or transverse-momentum
ordering implemented in the parton-branching algorithms.The theoretical framework to take
these corrections into account is based on using initial-state distributions unintegrated in both
longitudinal and transverse momenta [12–14], coupled to hard matrix elements (ME) suitably
defined off mass shell. See e.g. [15] for discussion of the Monte Carlo shower implementation
of the method. Event generators based onk⊥-dependent showers of this kind include [16–22].

We give a short introduction tok⊥-factorization and describe the determination of unin-
tegrated parton density functions (uPDFs). Then we discussthe calculation of new processes
in the frame ofk⊥-factorisation and show a comparison with measurements at the Tevatron. A
summary of NLO calculations for multi-jet production inep andpp in k⊥-factorisation follows.
Finally, we discuss forward jet production and the azimuthal decorrelation of jets both inep and
pp, signatures which could clearly show evidence for smallx parton dynamics.

1 Short introduction to k⊥-factorization and uPDFs

Author: Francesco Hautmann, Hannes Jung

In k⊥-factorization the cross section for any processpp→ X can be written as:

σ =
∫
dx1dx2

∫
dk⊥ 1dk⊥ 2A(x1, k⊥ 1, q)A(x2, k⊥ 2, q)σ̂(x1, x2, k⊥ 1, k⊥ 2, q) (1)

with A(x, k⊥, q) being the un-integrated transverse momentum (k⊥- dependent) parton density
function (uPDF or TMD),q defines the factorization scale andσ̂ is the partonic cross section
taken with off-shell initial partons. Here we concentrate on the smallx region, which is described
by high-energy factorization (ork⊥-factorisation).

Both the uPDF and the off-shell partonic cross section can beformulated in the smallx
region where a gauge-invariant definition emerges from high-energy factorization [12–14]. It has
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been used for studies of collider processes both by Monte Carlo (see reviews in [23–25]) and by
semi-analytic resummation approaches (see [26,27]).

To characterize a transverse momentum dependent parton distribution gauge-invariantly
over the whole phase space is a nontrivial question [28, 29],currently at the center of much
activity. See overview in [24].

The diagrammatic argument for gauge invariance, given in [12–14], and developed in [30,
31], is based on relating off-shell matrix elements with physical cross sections atx ≪ 1, and
exploits the dominance of single gluon polarization at highenergies.1 The main reason why a
natural definition for TMD pdfs can be constructed in the high-energy limit is that one can relate
directly (up to perturbative corrections) the cross section for aphysicalprocess, say, photopro-
duction of a heavy-quark pair, to anunintegratedgluon distribution, much as, in the conventional
parton picture, one does for DIS in terms of ordinary (integrated) parton distributions. On the
other hand, the difficulties in defining a TMD distribution over the whole phase space can largely
be associated with the fact that it is not obvious how to determine such a relation for general
kinematics.

The evolution equations obeyed by TMD distributions definedfrom the high-energy limit
are of the type of energy evolution [32]. Factorization formulas in terms of TMD distribu-
tions [12–14] have corrections that are down by logarithms of energy rather than powers of
momentum transfer. On the other hand, it is important to observe that this framework allows
one to describe the ultraviolet region of arbitrarily highk⊥and in particular re-obtain the struc-
ture of QCD logarithmic scaling violations [26, 27, 30, 31].This ultimately justifies the use of
this approach for jet physics. In particular it is the basis for using corresponding Monte Carlo
implementations [15–22] to treat multi-scale hard processes at the LHC.

From both theoretical and phenomenological view-points, it is one of the appealing fea-
tures of the high-energy framework for TMD distributions that one can relate its results to a
well-defined summation of higher-order radiative corrections. By expanding these results to
fixed order inαs, one can match the predictions thus obtained against perturbative calculations.
This has been verified for a number of specific processes at next-to-leading order (see for in-
stance [33–35] for heavy flavor production) and more recently at next-to-next-to-leading order
(see for instance [36, 37]). Note that this fact also provides the basis for shower algorithms im-
plementing this framework to be combined with fixed-order NLO calculations by using existing
techniques for such matching.

2 Prospects and recent developments ofk⊥-factorization

At HERA thek⊥- factorization approach has been successfully applied to describe multi-jet pro-
duction as well as the production of heavy quarks at small values ofx, which are dominated
by gluon initiated processes. The relevant off-shell matrix elements for jet and heavy quark
production are known since long. The unintegrated gluon distribution has been determined us-
ing inclusive measurements at HERA. A new determination of the uPDF using also final state
measurements is described in section 2.1.

1It is emphasized e.g. in [23,29] that a fully worked out operator argument, on the other hand, is highly desirable
but is still missing.
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However to applyk⊥- factorization to describe measurements in general inpp̄ or pp new
and additional matrix elements for different processes need to be calculated. In the following,
the calculation of new processes will be presented:

• g∗q → gq to describe jet production in the forward and backward region

• g∗g∗ → γ/W/Z + qq̄ to describe the inclusive production ofγ/W/Z

• g∗q → γq to describe prompt photon production

Since some of the processes are quark initiated, unintegrated quark densities need to be deter-
mined. In a simplest approach we allow only valence quarks (at largex). The contribution of
quark initiated processes is discussed in section 2.3 explicitly.

The aim of this contribution is to show the two areas, where improvements in thek⊥-
factorization approach has been made: the determination ofthe uPDFs and the calculation of
matrix elements.

2.1 An approach to fast fits of the unintegrated gluon density

Author: Alessandro Bacchetta, Albert Knutsson, KrzysztofKutak

In perturbative QCD the PDFs are given by solutions of integral equations, for which the
initial input distributions have to be determined by fits to experimental data. It turns out that, in
general it is not efficient to tune Monte Carlo event generators (MC) by sequential calls of the
generator together with a minimisation program. Motivatedby [38], we use an alternative fitting
method, which is based on producing a grid in parameter-observable space. This allows the
parameter dependence to be determined by polynomial interpolation before the fit is performed,
which significantly reduces the time to do the fit itself.

Here we determine the parameters in the starting distribution of the unintegrated gluon
density function by fits to deep inelastic scatteringF2 structure function data from the H1 exper-
iment [39]. This is carried out by using the CASCADE Monte Carlo event generator [16].

The Unintegrated Gluon Density

The starting distribution of the unintegrated gluon density is parameterized as

A0(x, kt) = Nx−B(1− x)C(1−Dx) exp
[
(kt − µ)2/σ2

]

wherex is the longitudinal momentum fraction of the proton carriedby the gluon andkt its trans-
verse momentum. In this study theN (normalisation),B (low x behaviour),D are determined.
The parametersC, σ andµ, are kept fixed atC = 4, σ = 1 andµ = 0.

The unintegrated gluon density is determined by a convolution of the non-perturbative
starting distributionA0(x) and the CCFM evolution denoted bỹA (x, k⊥, q̄):

xA(x, k⊥, q̄) =
∫
dx′A0(x′, k⊥) · x

x′
Ã
( x
x′
, k⊥, q̄

)

k⊥-FACTORIZATION AND FORWARD JETS

HERA and the LHC 207



The Fitting Method

In the first step of the fitting procedure we build up a grid of MCpredictions in the parameter
space(p1, p2, . . . , pn) for each of the observablesX. Then we use the grid to describe the
parameter space analytically by a polynomial of the form

X(p1, p2, .., pn) = A0 +
n∑

i=1

Bipi +
n∑

i=1

Cip
2
i +

n−1∑

i=1

n∑

j=i+i

Dijpipj + H.O.

We determine the coefficientsA0, B1,. . . by singular value decomposition (SVD) [40], since
they form an over determined system of linear equations. This is done separately for each of the
MC predicted observables, which in our case corresponds to 58 experimental data points.

In order to account for correlations between parameters theform of the polynomial has to
be of order higher than one. In the presented fit we use a forth order polynomial, which gives
a good description of the parameter space. Theχ2/n.d.f., averaged over the 58 MC predicted
observables, isχ2/n.d.f = 501.7/(440−35) = 1.2, where 440 is the number of MC grid points
and 35 is the number of coefficients in the polynomial of the fourth degree.

Having described with the polynomials the behavior of the MCpredictions in parameter
space, we can find the values of the parametersp1 , p2 , . . . for which the MC best reproduces
the measurements. This is done by applying aχ2 minimisation to

χ2 =
∑

k

(Xk,poly −Xk,data)2

δX2
k,poly + δX2

k,data

where the sum runs over all bins,k. Xk,data is the measured data, with the corresponding exper-
imental errorδXk,data, andXk,poly the polynomial prediction, with the errorδXk,poly calculated
from the individual errors of the fitted coefficients by usingthe covariance matrix. To perform this
last step we use MINUIT [41], since the dependence on the parametersp1, p2, ... is non-linear.

The method turns out to be very time-efficient, in particularsince the MC grid points are
generated simultaneously.

Results

The unintegrated PDF has been fitted to the proton structure function,F2, in the kinematical
rangeQ2 > 4.5 GeV2 andxBj < 0.005, whereQ2 is the virtuality of the exchanged boson and
xBj is the Bjorken scaling variable. In Fig. 1 the result of the fitis compared to the data [39].
The parameter values determined from the new fit areN = 0.221 ± 0.011, B = 0.201 ± 0.007
andD = −24.6± 1.5. χ2 profiles for these parameters are shown in Fig. 2 and confirm that this
is a minimum forN , B andD. Confidence regions for these parameters are shown in Fig. 3.

Theχ2/ndf of the new fit is 2.4 which is more than one unit better than obtained when
using CASCADE together with the PDF set A0 [16]. The constraints on the parameters of the
gluon could be hopefully further improved by fitting thekt-dependent part of the gluon distribu-
tion. In Fig. 4 the new gluon distribution and set A0 are drawnas a function ofx for two different
values ofk2

t .
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2.2 Hard matrix element calculation

For jet production at high energies the following processescontribute: gg → qq̄, gg → gg,
qg → qg, qq → qq and qq̄ → qq̄. In collinear factorization (with on-shell initial partons)
these processes are calculated in LO (O(αs) and also higher order corrections are known. In
k⊥- factorization the processgg → qq̄ are known [13, 42]. At high energies, gluon induced
processes are expected to dominate. The processg∗g∗ → gg is not yet considered, as there will
be contributions of similar type from the parton branching.However, if jet production in the
forward or backward region is considered, scattering a small x gluon off a largex valence quark
(qg∗ → qg) will contribute significantly. This process will be described below.

The production ofZ/W is calculated to a high precision in collinear factorization, even to
NNLO. However, significant effects from smallx partons, which are not included in the collinear
treatment could become important, as suggested by [43]. SinceW/Z production is the standard
candle at LHC, it is important to understand in detail any possible smallx effect. TheZ/W
production has been calculated for the first time in the framework of k⊥- factorization in [44,45]
for the lowest order gluon induced processg∗g∗ → Z/W +QiQ̄j. In [45] attempts are made to
include also quark initiated processes toZ/W production.
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Processqg∗ → qg at the LHC

Author: Michal Deak, Krzysztof Kutak

Here we consider a very asymmetric situation in proton proton scattering in which an
off-shell gluon coming from one of the protons scatters off an on-shell valence quark from the
other proton. We can use smallx dynamics for the gluon where thek⊥-factorization formalism
is justified and on the other side we use collinear largex dynamics for the valence quark. The
matrix element of the hard subprocess is factorized from theunintegrated gluon density function
by k⊥- factorization theorem and from the valence quark uPDF.

Similar to theZ/W + QiQ̄j case ( [44] and [45]), we will use Sudakov decomposition
for the four-momenta of the initial state and final state particles.

k = xgpA + zgpB + k⊥ (2)

q = xqpB (3)

k′ = x′gpA + z′gpB + k′⊥ (4)

q′ = z′qpA + x′qpB + q′⊥ (5)

t = (k − k′)2 (6)

The amplitude for the processg∗q → gq consists of the diagrams in Fig. 5. The squared
matrix element, after summing over colors of final and initial state particles, is calculated using
thek⊥- factorization prescription:

|M|2 =
1
4

1
Nc(N2

c − 1)

(
CAC

2
FAabelian + C2

ACFAnonabelian

)
(7)
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similar to diagrams in collinear factorization approaach,b) additional diagrams required by gauge invariance.

where

Aabelian = (4παs)2
(
k · q
p · q

)2
(p · q)2 + (p · q′)2

k′ · q k′ · q′ (8)

and

Anonabelian = (4παs)2
(
k · q
p · q

)2
(p · q)2 + (p · q′)2

2k′ · q k′ · q′
(

2k′ · q′ p · q
−t k′ · p +

2k′ · q p · q′
−t k′ · p − 1

)
(9)

with CA = Nc, CF = (N2
c − 1)/(2Nc) andNc being the number of colours. Thek⊥ → 0 can

be performed and the text book result forqg → qg is recovered.

The matrix element is singular when one of the particles in final state is collinear with the
quark in initial state. To regularize the matrix element we set a cut on the transverse momenta of
each of final state particles in the laboaratory frame,|k′| > p⊥cut and|q′| > p⊥cut. We note that
a cut on one of the transverse momenta is not enough to avoid divergencies.

Z and W production associated with heavy quark-antiquark pair

The calculation of the matrix element for the processg∗g∗ → Z/W +QiQ̄j is described in detail
in [44,45]. The calculations differ in the way the spin density of the initial state is treated. How-
ever, they are equivalent and give the same results for the matrix element of the hard subprocess.
We have cross-checked the calculations numerically and found agreement of the cross sections
at Tevatron and LHC energies at the 0.1 % level.

2.3 Implications for the LHC: Electroweak gauge boson production in hadronic collisions
at high energies

Author: Serguei Baranov, Artem Lipatov, Nikolai Zotov

AT HERA and the Tevatronk⊥- factorization supplemented with the BFKL-like gluon
dynamics was successfully applied to describe various measurements of heavy quark produc-
tion [46, 47] (and references therein). It is important thatthese predictions were based on the
off-shell matrix elementsγg∗ → QQ̄ or g∗g∗ → QQ̄. In Ref. [48,49] inclusive Higgs hadropro-
duction at Tevatron and LHC energies has been investigated,where the main contribution also
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came from the off-shell gluon-gluon fusion. It was demonstrated that using the CCFM-evolved
unintegrated gluon densities results in predictions whichare very close to the NNLO pQCD ones.
This encouraged us to apply thek⊥- factorization approach also to the production of inclusive
electroweak gauge bosons.

At leading order (LO) QCD, theW± andZ0 bosons are produced via quark-antiquark
annihilationq + q̄′ → W/Z. Here, an important component of the calculations are the unin-
tegrated quark distributions. At present, these distributions are only available in the Kimber-
Martin-Ryskin (KMR) scheme [50,51], since there are theoretical difficulties in obtaining quark
distributions directly from CCFM and BFKL equations. This is in contrast to gluon-induced
processes where many unintegrated gluon densities are available.

Since sea quarks can appear as a result of gluon splitting, atthe price of absorbing the
last gluon splitting into the hard subprocess (i.e., considering the2 → 2 and2 → 3 rather than
2 → 1 matrix elements), the problem of poorly known sea quark densities can efficiently be
reduced to the problem of gluon densities. However, it is notevident in advance whether the
last gluon splitting dominates. This issue is addressed in Ref. [45, 52]. One of the goals of that
study is to clarify, to what extent the quark contributions can be reexpressed in terms of the gluon
contributions. At the same time, by considerng the higher order matrix elements we take into
account the terms not containing large logarithms, i.e., the terms not included in the evolution
equations. Within our scheme, we get a numerical estimate ofthe corresponding contributions.

Our theoretical approach is the following. We start from theleading orderO(α) sub-
processq + q̄′ → W/Z, and then divide it into several contributions which correspond to the
interactions of valence quarksqv(x,k2

T , µ
2), sea quarks appearing at the last step of the gluon

evolutionqg(x,k2
T , µ

2), and sea quarks coming from the earlier stepsqs(x,k2
T , µ

2). Here we use
the specific property of the KMR scheme which enables us to discriminate between the various
components of the quark densities.

The KMR approach represents an approximate treatment of theparton evolution mainly
based on the DGLAP equation and incorporating BFKL effects at the last step of the parton
ladder only, in the form of properly defined Sudakov formfactors Tq(k2

T , µ
2) andTg(k2

T , µ
2).

These formfactors already include logarithmic loop correction. Also, there are nonlogarithmic
corrections which result in a K-factor on the cross section given by [53]K(q + q̄′ → W/Z) ≃
exp

[
CFπαs(µ2)/2

]
with CF = 4/3 andµ2 = p4/3

T m2/3. In this approximation, the uninte-
grated quark and gluon distributions are expressed by

fq(x,k2
T , µ

2) = Tq(k2
T , µ

2)
αs(k2

T )
2π

×

×
1∫

x

dz
[
Pqq(z)

x

z
q
(x
z
,k2

T

)
Θ (∆− z) + Pqg(z)

x

z
g
(x
z
,k2

T

)]
,

(10)

fg(x,k2
T , µ

2) = Tg(k2
T , µ

2)
αs(k2

T )
2π

×

×
1∫

x

dz

[∑

q

Pgq(z)
x

z
q
(x
z
,k2

T

)
+ Pgg(z)

x

z
g
(x
z
,k2

T

)
Θ (∆− z)

]
,

(11)
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Fig. 6: Different contributions to the inclusiveW± boson production at the Tevatron (left panel) and LHC (rightpanel)

conditions. The solid, dashed and dotted histograms represent the contributions from theg∗+g∗ → W±/Z0+q+ q̄′,

qv + g∗ → W±/Z0 + q′ andqv + q̄′v → W±/Z0 subprocesses, respectively. The dash-dotted histograms represent

the “reduced sea” component. The thick solid histograms represent the sum of all contributions.

wherePab(z) are the usual unregularised leading order DGLAP splitting functions, andq(x, µ2)
andg(x, µ2) are the conventional (collinear) quark and gluon densities. The functionfq(x,k2

T , µ
2)

in Eq. (10) represents the total quark distribution. Modifying Eq. (10) in such a way that only
the first term is kept and the second term omitted, we switch the last gluon splitting off, thus
excluding theqg(x,k2

T , µ
2) component. Taking the difference between the quark and antiquark

densities we extract the valence quark componentqv(x,k2
T , µ

2) = fq(x,k2
T , µ

2)−fq̄(x,k2
T , µ

2).
Summing up, we consider the following partonic subprocesses: gluon-gluon fusiong +

g →W/Z+ q+ q̄′, with which theqg + q̄g annihilation is replaced; valence and sea quark-gluon
scatteringqv + g → W/Z + q andqs + g → W/Z + q, with which theqv + q̄g andqs + q̄g
annihilation is replaced; and quark-antiquark annihilation q+ q̄′ →W/Z including both valence
qv and seaqs quark components. The calculation of the matrix elements isexplained in section
2.2. The basic formulas for coresponding contributions to the cross section are given in [45,52].

Now we turn to numerical results. The solid, dashed and dotted histograms in fig. 2.3
represent the contributions from theg∗+g∗ → γ/W±/Z0+q+q̄′, qv+g∗ → γ/W±/Z0+q′ and
qv + q̄′v →W±/Z0 (or qv + q̄v → γ+g) subprocesses, respectively. The dash-dotted histograms
represent the sum of the contributions from theqs + q̄′s → W±/Z0, qs + g∗ → γ/W±/Z0 + q′

andqv + q̄′s → W±/Z0 (or qs + q̄s → γ + g andqv + q̄s → γ + g) subprocesses. We find that
the contribution from the valence quark-antiquark annihilation is important at the Tevatron but
yields only about few percent at the LHC energy. The gluon-gluon fusion is unimportant at the
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Tevatron, but becomes important at higher energies and has to be taken into account at the LHC.
Quite a significant fraction (nearly 50%) of the calculated cross section at both the Tevatron and
the LHC conditions comes from theqs quark component. The gluon-gluon fusion contributes
about∼ 1% to the total cross section at Tevatron and up to∼ 25% at the LHC.

Figs. 2.3 and 2.3 display a comparison between the calculated differential cross sections
dσ/dpT and the experimental data [54–56] at lowpT (pT < 20 GeV), and in the fullpT range.
For comparison, we also show the predictions based on the simple 2 → 1 quark-antiquark an-
nihilation subprocess (dotted histograms), with all quarkcomponents summed together. The
difference between the results can probably be attributed to the terms not containing large loga-
rithms. The predictions of the “subprocess decomposition”scheme lie by about a factor of 1.25
higher and show better agreement with the data.

Having considered the different partonic subprocesses we see that the dominant contribu-
tion comes from the sea quark interactionsqs + qs → W/Z, qs + qv → W/Z andqs + g →
W/Z + q′. Notably, we find that these subprocesses are mainly due to the quarks emerging
from the earler steps of the parton evolution rather than from the last gluon splitting. Thus, we
conclude that the quarks constitute an important componentof the parton ladder, not negligible
even at the LHC energies and not reducible to the gluon component. Quarks need to be directly
included in the evolution equations for consistency and completeness of the latter.

The results of our calculations within the “subprocess decomposition” scheme reasonably
agree with the available experimental data and show no need for an extra factor introduced in [57].
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2.4 Implications for the LHC: Z and W associated with heavy quark pair at Tevatron and
the LHC in k⊥-factorization

Author: Michal Deak, Florian Schwennsen

To calculate the cross section forpp → Z/W + QiQ̄j with the hard subprocessg∗g∗ →
Z/W +QiQ̄j at LHC energies we have to convolute the corresponding partonic off-shell cross
section with gluon uPDFs. For this purpose we implemented the matrix element squared of the
subprocessg∗g∗ → Z/W +QiQ̄j into the Monte Carlo generator CASCADE.

Our calculation of the hard matrix elements includesW± andZ production in association
with all possible quark-antiquark channels in gluon gluon fusion. Since the basic structure of
all these matrix elements is very similar, we present results only for the typical case ofZbb̄
production at LHC energies of

√
s = 14TeV. We compare our calculation with a prediction using

collinear factorization as obtained from the program MCFM [58]. For the collinear factorization
calculations we use the parton densities CTEQ6L1 [59]. Since we want compare with NLO
collinear calculation, which in MCFM is available only in massless quark approximation, we
compare by setting the quark mass to zero in our mass dependent calculation. To emulate the
quark mass effect we set a cutoff on the transversal momenta of the quarks with valuespb⊥min =
mb = 4.62 GeV in our calculation and in MCFM as well.

The total cross sections are comparable in magnitude, though they differ considerably:
0.406 nb in k⊥-factorization and0.748 nb in collinear factorization.

The transverse momentum distribution of the vector boson are shown in Fig. 9. The com-
parison of thek⊥-factorization approach to the collinear shows that they agree in transversal
momentum distributions ofZ at high values of this quantity. This is no surprise, since athigh
pZ⊥ the contribution from initial state gluon transverse momenta is expected to become small.

In the distribution of the azimuthal angular distance ofZ andmax(pb,⊥, pb̄,⊥) (Fig. 10) we
observe that the region from0 toπ/2 is forbidden within the collinear calculation due to momen-
tum conservation, which is not the case fork⊥-factorization. This is caused by the contribution
from initial state gluon transversal momentum which allowsthe transversal momenta ofZ, b and
b̄ to be unbalanced. A larger spread of possible configurationscauses that the distribution in the
k⊥-factorization calculation flattens.

3 NLO inclusive jet production in k⊥-factorization

Author: Jochen Bartels, Agustin Sabio-Vera, Florian Schwennsen

At different high energy colliders the inclusive jet production is one of the basic mea-
surements. Besides the very successful approach of collinear factorization, also withink⊥-
factorization jet production at HERA has been described [60]. There, the jet vertex has been
constructed from the central hard matrix element of quark-antiquark production – connected to
the unintegrated gluon and the photon being emmitted from the electron. The LO calculation of
the correspondingγ∗g → qq̄ matrix element is straightforward and contains just two diagrams
– one sample is shown in Fig. 11a. As it was shown in Ref. [61],k⊥-factorization in the small
x regime can be formulated at NLO accuracy. However, the jet production at HERA has not
been calculated at NLO accuracy so far, but the building blocks are contained in the calculation
of the NLO photon impact factor [62–66] including virtual corrections (like in Fig. 11b) and
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Fig. 11: sample diagrams for the dijet vertex in DIS.

corrections due to the emission of an additional gluon. For such a gluon one has to separate the
case where the gluon is ‘close’ to the vertex, giving a standard real correction to the process (like
in Fig. 11c), or where the gluon is ‘well separated’ from the vertex (like indicated in Fig. 11d).
Another contribution (symbolically indicated in Fig. 11e)would come from the different energy
scales at the jet and the proton vertices. The nature of theselatter corrections will become more
clear when we discuss in the following the jet vertex for hadron-hadron scattering.

In k⊥-factorization of hadron-hadron collisions, the jet emission vertex can be identified with
the Reggeon-Reggeon-gluon vertex (indicated in Fig. 12a).Its square is nothing else but the LO
BFKL-kernel. Since the BFKL equation – from whichk⊥-factorization can be derived – has
been formulated at NLO [67, 68] as well, it is also possible tocalculate the jet emission vertex
at this order [61] taking into account that at NLO also the Reggeon-Reggeon-gluon-gluon and
Reggeon-Reggeon-quark-antiquark vertices enter the game. It is not sufficient to simply start
from the fully integrated emission vertex as used in the NLO BFKL kernel [67,68]. Rather, one
has to carefully separate all the different contributions in their unintegrated form before one can
combine them. Moreover, special care has to be taken on the correct treatment of the energy
scales involved.

Instead of deriving in detail all the formulas, let us focus on the nature of the different
contributions to the NLO jet vertex. In Fig. 12 we represent the different types of contributions
by a symbolic diagram. At NLO virtual corrections to the vertex enter the game as shown in
Fig. 12b. Since off-shell amplitudes per se are not gauge invariant, the calculation has to be
performed as an embedded process. One cane.g.consider the processq+q → q+g+q in multi-
Regge-kinematics and extract the off-shell Reggeon-Reggeon-gluon vertex. Virtual corrections
to this process then also include diagrams (like box diagrams) which do not factorize individually
but only in the sum. Therefore, Fig. 12b can only be regarded as one specific example of a virtual
correction.

The real corrections to the one jet production consist of twogluon and quark-antiquark pro-
duction. For the quark-antiquark production one just has todistinguish two cases: either both
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Fig. 12: sample diagrams for the jet vertex in pp.

particles are ‘well separated’ and only one forms the jet while the other contributes to the inclu-
sive part (Fig. 12c), or they are ‘close to each other’ and form one jet (Fig. 12e). The question,
whether they are ‘well separated’ or ‘close to each other’, has to be answered by a specific jet
definition. The same distinction has to be made for the two gluon production (Fig. 12d and
Fig. 12f).

However, the two-gluon production involves some subtleties. Even if the two gluons can-
not be combined in one jet, there still remains the question whether the gluon belongs to the same
emission vertex or to different ones. A more detailed study of the arrangement of diagrams in the
complete framework of NLO BFKL [61,69] reveals that a contribution from the two neighbored
rungs (Fig. 12g) has to be reorganized into the NLO vertex at hand. The contributions in Fig. 12d
and Fig 12g both depend on the scalesΛ which separates the multi-Regge-kinematics from the
quasi-multi-Regge-kinematics. The inclusion of the contribution in Fig. 12g makes the NLO jet
vertex (and the NLO BFKL kernel) – to next-to-leading accuracy – independent ofsΛ.

The original formulation of the BFKL approach relies on the scattering of two objects
providing an intrinsic and similar hard scale. Instead, in our setting we have to deal with the
evolution between the proton – at a soft scale – and the jet – ata hard scale. This imbalance ‘tilts’
the whole evolution such that in fact the BFKL evolution kernel gets a correction introducing
some additional collinear evolution. In the language of BFKL this can be understood as the
change from a symmetric energy scales0 – like s0 =

√
Q1Q2 for two colliding objects with

scalesQ1 andQ2 respectively – to an asymmetric ones0 = k2
⊥,Jet. In the end, the result does

not depend on this artificial energy scales0, which is ensured by compensating corrections to the
impact factors. With respect to the gluon ladder, our jet vertex acts as a kind of impact factor
and hence receives from above and below two corrections due to this energy scale change. These
complex dependencies involve a large number of concrete diagrams – we only symbolically mark
by Fig. 12h that the tilted gluon evolution leads to a correction of the jet emission vertex.

The virtual corrections (Fig. 12b) themselves are infrareddivergent. These divergences are
canceled by the real corrections (Fig. 12c-f) after they areintegrated over. To obtain a jet vertex
which is explicitly free of divergences, additional efforthas to be made. After identification of
those terms in the real corrections which will lead to divergences, one can compensate them by
an unintegrated subtraction term, while the integrated subtraction term (which in fact is added
such that effectively the result is not changed) cancels theexplicit divergences of the virtual
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corrections. The exact form of this subtraction term as wellas all other formulas which are
needed can be found in Ref. [61].

4 Multijet production in the multi-Regge limit: Mueller–Na velet and forward jets

Authors: Agust́ın Sabio Vera, Florian Schwennsen

In this section we briefly describe the calculations performed in [70–73] to obtain the
azimuthal angle correlations in Mueller–Navelet jets [74]and forward jets at HERA using the
Balitsky–Fadin–Kuraev–Lipatov (BFKL) equation in the next–to–leading (NLO) approxima-
tion [67,68] (see also [75–78]). We first comment on the normalized differential cross section for
Mueller–Navelet jets. As it is quite insensitive to the parton distribution functions we can simply
operate with partonic cross sections,i.e.

dσ̂

d2~q1d2~q2
=

π2ᾱ2
s

2
1

q21q
2
2

∫
dω

2πi
eωYfω (~q1, ~q2) , (12)

whereᾱs = αsNc/π, ~q1,2 are the transverse momenta of the tagged jets, and Y their relative
rapidity. The Green’s function carries the bulk of the Y dependence and is the solution to the
NLO BFKL equation,

(
ω − ᾱsK̂0 − ᾱ2

sK̂1

)
f̂ω = 1̂, (13)

which acts on the basis including the azimuthal angle,i.e.,

〈~q| ν, n〉 =
1

π
√

2

(
q2
)iν− 1

2 ei n θ. (14)

As Y increases the azimuthal angle dependence is controlledby the kernel and it is then reason-
able to use LO jet vertices which are much simpler than the NLOones [79,80]. The differential
cross section in the azimuthal angleφ = θ1 − θ2 − π, with θi being the angles of the two tagged
jets, reads

dσ̂
(
αs,Y, p2

1,2

)

dφ
=

π2ᾱ2
s

4
√
p2
1p

2
2

∞∑

n=−∞
ei n φ Cn (Y) , (15)

wherep1 andp2 are the cuts on transverse momenta and

Cn (Y) =
1
2π

∫ ∞

−∞

dν(
1
4 + ν2

)
(
p2
1

p2
2

)iν

eχ(|n|, 12+iν,ᾱs(p1p2))Y, (16)

and the NLO kernel can be written as

χ (n, γ, ᾱs) = ᾱsχ0 (n, γ) + ᾱ2
s

(
χ1 (n, γ)− β0

8Nc

χ0 (n, γ)
γ (1− γ)

)
. (17)

The eigenvalue of the LO kernel isχ0 (n, γ) = 2ψ (1) − ψ
(
γ + n

2

)
− ψ

(
1− γ + n

2

)
, with ψ

the logarithmic derivative of the Euler function. The action of K̂1, in MS scheme, can be found
in [81]. The full cross section only depends on then = 0 component,

σ̂ =
π3ᾱ2

s

2
√
p2
1p

2
2

C0 (Y) . (18)
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The average of the cosine of the azimuthal angle times an integer projects out the contribution
from each of these angular components:

〈cos (mφ)〉
〈cos (nφ)〉 =

Cm (Y)
Cn (Y)

. (19)

The normalized differential cross section is

1
σ̂

dσ̂

dφ
=

1
2π

∞∑

n=−∞
einφ Cn (Y)

C0 (Y)
=

1
2π

{
1 + 2

∞∑

n=1

cos (nφ) 〈cos (nφ)〉
}
. (20)

The BFKL resummation is not stable at NLO for zero conformal spin. A manifestation of this
lack of convergence is what we found in the gluon–bremsstrahlung scheme where our NLO
distributions have an unphysical behavior whenever then = 0 conformal spin appears in the
calculation. To solve this problem we imposed compatibility with renormalization group evolu-
tion in the DIS limit following [82–84] for all conformal spins. The new kernel with collinear
improvements to all orders in the coupling reads [70–73]

ω = ᾱs (1 +Anᾱs)
{

2ψ (1)− ψ

(
γ +

|n|
2

+
ω

2
+ Bnᾱs

)

− ψ

(
1− γ +

|n|
2

+
ω

2
+ Bnᾱs

)}
+ ᾱ2

s

{
χ1 (|n| , γ)− β0

8Nc

χ0 (n, γ)
γ (1− γ)

−Anχ0 (|n| , γ) +
(
ψ′
(
γ +

|n|
2

)
+ ψ′

(
1− γ +

|n|
2

))(
χ0 (|n| , γ)

2
+ Bn

)}
, (21)

whereAn andBn are collinear coefficients [70–73]. After this extra resummation our observables
have a good physical behavior and are independent of the renormalization scheme. However, it
is very important to stress that the asymptotic behavior of the BFKL resummation is convergent
for non zero conformal spins. This is why we propose that the ideal distributions to investigate
BFKL effects experimentally are those of the form〈cos (mφ)〉 / 〈cos (nφ)〉 with m,n 6= 0, we
will see below that in this case the difference between the predictions at LO and at higher orders
results is very small.

4.1 Mueller–Navelet jets at the LHC

Long ago, the D∅ [85] collaboration analyzed data for Mueller–Navelet jetsat
√
s = 630 and

1800 GeV. For the angular correlation, LO BFKL predictions were first obtained in [86, 87] and
failed to describe the data since the LO results were far too decorrelated. On the other hand, a
more conventional fixed order NLO analysis using JETRAD underestimated the decorrelation,
while HERWIG was in agreement with the data.

In Fig. 13 we compare the Tevatron data for〈cosφ〉 = C1/C0 with our LO, NLO and
collinearly resummed predictions. For Tevatron’s cuts, where the lower cut off in transverse
momentum for one jet is 20 GeV and for the other 50 GeV, the NLO calculation is instable
under renormalization scheme changes. The convergence of our observables is poor whenever
the coefficient associated to zero conformal spin,C0, is used in the calculation. If we eliminate
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Fig. 13: Left: 〈cos φ〉 = C1/C0 and Right: <cos 2φ>
<cos φ>

= C2
C1

, at app̄ collider with
√

s = 1.8 TeV for BFKL at LO

(solid) and NLO (dashed). The results from the resummation presented in the text are shown as well (dash–dotted).

this coefficient by calculating the ratios defined in Eq. (19)then the predictions are very stable,
see Fig. 13.

The full angular dependence studied at the Tevatron by the D∅ collaboration was published
in [85]. In Fig. 14 we compare this measurement with the predictions obtained in our approach.
For the differential cross section we also make predictionsfor the LHC at larger Y in Fig. 15. We
estimated several uncertainties in our approach which are represented by gray bands.

1
N

dN
dφ

φ
π

10−1

10−2

10−3

1

.5−.5 1−1

1
N

dN
dφ

φ
π

10−1

10−2

10−3

1

.5−.5 1−1

Fig. 14: 1
N

dN
dφ

in a pp̄ collider at
√

s=1.8 TeV using a LO (stars), NLO (squares) and resummed (triangles) BFKL

kernel. Plots are shown for Y = 3 (left) and Y = 5 (right).

4.2 Forward jets at HERA

In this section we apply the BFKL formalism to predict the decorrelation in azimuthal angle
between the electron and a forward jet associated to the proton in Deep Inelastic Scattering
(DIS). When the separation in rapidity space between the scattered electron and the forward jet
is large and the transverse momentum of the jet is similar to the virtuality of the photon resolving
the hadron, then the dominant terms are of BFKL type. This process is similar to that of Mueller–
Navelet jets, the only difference being the substitution ofone jet vertex by the vertex describing
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Fig. 15: 1
σ

dσ
dφ

in our resummation scheme for rapidities Y = 7, 9, 11 from top to bottom. The gray band reflects the

uncertainty ins0 and in the renormalization scaleµ.

the coupling of the electron to the BFKL gluon Green’s function via a quark–antiquark pair.
Azimuthal angles in forward jets were studied at LO in [88]. We improved their calculation by
considering the NLO BFKL kernel and collinear improved versions of it. Fixed order calculations
can be found in [89].

In the production of a forward jet in DIS it is necessary to extract a jet with a large longi-
tudinal momentum fractionxFJ from the proton. When this jet is characterized by a hard scale
in the form of a largept it is possible to use conventional collinear factorizationto describe the
process and the production rate may be written as

σ(s) =
∫
dxFJ feff(xFJ, µ

2
F )σ̂(ŝ), (22)

with σ̂(ŝ) denoting the partonic cross section, and the effective parton density [90] being

feff(x, µ2
F ) = G(x, µ2

F ) +
4
9

∑

f

[
Qf (x, µ2

F ) + Q̄f (x, µ2
F )
]
, (23)

where the sum runs over all quark flavors, andµF stands for the factorization scale.

The final expression for the cross section at hadronic level is of the form

dσ

dY dφ
= C0(Y) + C2(Y) cos 2φ, (24)

with

Cn(Y) =
π2ᾱ2

s

2

∫

cuts
dxFJ dQ

2 dy feff(xFJ, Q
2)B(n)(y,Q2,Y)δ

(
xFJ −

Q2eY

ys

)
, (25)

where the index in the integral sign refers to the cuts

20 GeV2 < Q2 < 100 GeV2, 0.05 < y < 0.7, 5 · 10−3 > xBj > 4 · 10−4. (26)
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The integration over the longitudinal momentum fractionxFJ of the forward jet involves a delta
function fixing the rapidityY = lnxFJ/xBj andB(n) is a complicated function which can be
found in [70–73].

Since the structure of the electron vertex singles out the components with conformal spin
0 and 2, the number of observables related to the azimuthal angle dependence is limited when
compared to the Mueller–Navelet case. The most relevant observable is the dependence of the
average< cos 2φ >= C2/C0 with the rapidity difference between the forward jet and outgoing
lepton. It is natural to expect that the forward jet will be more decorrelated from the leptonic sys-
tem as the rapidity difference is larger since the phase space for further gluon emission opens up.
This is indeed what we observe in our numerical results shownin Fig. 16. We find similar results
to the Mueller–Navelet jets case where the most reliable calculation is that with a collinearly–
improved kernel. The main effect of the higher order corrections is to increase the azimuthal
angle correlation for a given rapidity difference, while keeping the decrease of the correlation as
Y grows.

Y

C2

C0

.02

.04

.06

.08

2 3 4 5 61

.1

Fig. 16: < cos 2φ > at theep collider HERA at leading (solid), next to leading order (dashed), and for resummed

kernel (dash-dotted).

5 NLL BFKL effects: Mueller-Navelet and forward jets

Author: Christophe Royon

5.1 Forward jets at HERA

Following the successful BFKL [91–93] parametrisation of the forward-jet cross-sectiondσ/dx
at Leading Order (LO) at HERA [75,94,95], it is possible to perform a similar study using Next-
to-leading (NLL) resummed BFKL kernels. This method can be used for forward jet production
at HERA in particular, provided one takes into account the right two scales of the forward-jet
problem, namelyQ2 for the lepton andk2

T for the jet vertex respectively. In this short report,
we will only discuss the phenomelogical aspects and all detailed calculations can be found in
Ref. [71, 73, 76, 77] for forward jets at HERA and in Ref. [78] for Mueller-Navelet jets at the
Tevatron and the LHC.
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The BFKL NLL [67,68,96] longitudinal transverse cross section reads:

dσγ∗p→JX
T,L

dxJdk2
T

=
αs(k2

T )αs(Q2)
k2

TQ
2

feff(xJ , k
2
T )
∫
dγ

(
Q2

k2
T

)γ

φγ
T,L(γ) eᾱ(kT Q)χeff [γ,ᾱ(kT Q)]Y (27)

where theχeff is the effective BFKL NLL kernel and theφ are the transverse and longitu-
nal impact factors taken at LL. The effective kernelχeff (γ, ᾱ) is defined from the NLL kernel
χNLL(γ, ω) by solving the implicit equation numerically

χeff (γ, ᾱ) = χNLL [γ, ᾱ χeff (γ, ᾱ)] . (28)

The integration overγ in Eq. 27 is performed numerically. It is possible to fit directly
dσ/dx measured [97] by the H1 collaboration using this formalism with one single parameter,
the normalisation. The values ofχNLL are taken at NLL [67,68,96] using different resummation
schemes to remove spurious singularities defined as S3 and S4[82]. Contrary to LL BFKL, it is
worth noticing that the coupling constantαS is taken using the renormalisation group equations,
the only free parameter in the fit being the normalisation.

To computedσ/dx in the experimental bins, we need to integrate the differential cross
section on the bin size inQ2, xJ (the momentum fraction of the proton carried by the forward jet),
kT (the jet transverse momentum), while taking into account the experimental cuts. To simplify
the numerical calculation, we perform the integration on the bin using the variables where the
cross section does not change rapidly, namelyk2

T /Q
2, log 1/xJ , and1/Q2. Experimental cuts

are treated directly at the integral level (the cut on0.5 < k2
T /Q

2 < 5 for instance) or using a toy
Monte Carlo. More detail can be found about the fitting procedure in Appendix A of Ref. [75].

The NLL fits [71, 73, 76, 77] can nicely describe the H1 data [97] for the S4 and S3
schemes [71, 73, 75–77, 94, 95] (χ2 = 0.48/5 andχ2 = 1.15/5 respectively per degree of
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freedom with statistical and systematic errors added in quadrature). The curve using a LL fit
is indistinguishable in Fig. 17 from the result of the BFKL-NLL fit. The DGLAP NLO calcula-
tion fails to describe the H1 data at lowestx (see Fig. 17). We also checked the effect of changing
the scale in the exponential of Eq. 27 fromkTQ to 2kTQ or kTQ/2 which leads to a difference
of 20% on the cross section while changing the scale tok2

T orQ2 modifies the result by less than
5% which is due to the cut on0.5 < k2

T /Q
2 < 5. Implementing the higher-order corrections in

the impact factor due to exact gluon dynamics in theγ∗ → qq̄ transition [98] changes the result
by less than 3%.

The H1 collaboration also measured the forward jet triple differential cross section [97]
and the results are given in Fig. 18. We keep the same normalisation coming from the fit to
dσ/dx to predict the triple differential cross section. The BFKL LL formalism leads to a good
description of the data whenr = k2

T /Q
2 is close to 1 and deviates from the data whenr is further

away from 1. This effect is expected since DGLAP radiation effects are supposed to occur when
the ratio between the jetkT and the virtual photonQ2 are further away from 1. The BFKL NLL
calculation including theQ2 evolution via the renormalisation group equation leads to agood
description of the H1 data on the full range. We note that the higher order corrections are small
whenr ∼ 1, when the BFKL effects are supposed to dominate. By contrast, they are significant
as expected whenr is different from one, i.e. when DGLAP evolution becomes relevant. We
notice that the DGLAP NLO calculation fails to describe the data whenr ∼ 1, or in the region
where BFKL resummation effects are expected to appear.

In addition, we checked the dependence of our results on the scale taken in the exponential
of Eq. 27. The effect is a change of the cross section of about 20% at lowpT increasing to 70% at
highestpT . Taking the correct gluon kinematics in the impact factor lead as expected to a better
description of the data at highpT [71,73,76,77].

5.2 Mueller-Navelet jets at the Tevatron and the LHC

Mueller-Navelet jets are ideal processes to study BFKL resummation effects [74]. Two jets
with a large interval in rapidity and with similar tranversemomenta are considered. A typical
observable to look for BFKL effects is the measurement of theazimuthal correlations between
both jets. The DGLAP prediction is that this distribution should peak towardsπ - i.e. jets
are back-to-back- whereas multi-gluon emission via the BFKL mechanism leads to a smoother
distribution. The relevant variables to look for azimuthalcorrelations are the following:

∆η = y1 − y2

y = (y1 + y2)/2

Q =
√
k1k2

R = k2/k1

The azimuthal correlation for BFKL reads:

2π
dσ

d∆ηdRd∆Φ

/
dσ

d∆ηdR
= 1 +

2
σ0(∆η,R)

∞∑

p=1

σp(∆η,R) cos(p∆Φ)
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acceptance. This measurement will represent a clear

test of the BFKL regime.

where in the NLL BFKL framework,

σp =
∫ ∞

ET

dQ

Q3
αs(Q2/R)αs(Q2R)

(∫ y>

y<

dyx1feff (x1, Q
2/R)x2feff (x2, Q

2R)
)

∫ 1/2+∞

1/2−∞

dγ

2iπ
R−2γ eᾱ(Q2)χeff (p,γ,ᾱ)∆η

andχeff is the effective resummed kernel. Computing the differentσp at NLL for the resumma-
tion schemes S3 and S4 allowed us to compute the azimuthal correlations at NLL. As expected,
the∆Φ dependence is less flat than for BFKL LL and is closer to the DGLAP behaviour [78].
In Fig. 19, we display the observable1/σdσ/d∆Φ as a function of∆Φ, for LHC kinematics.
The results are displayed for different values of∆η and at both LL and NLL accuracy using
the S4 resummation scheme. In general, the∆Φ spectra are peaked around∆Φ = 0, which is
indicative of jet emissions occuring back-to-back. In addition the∆Φ distribution flattens with
increasing∆η= y1−y2. Note the change of scale on the vertical axis which indicates the mag-
nitude of the NLL corrections with respect to the LL-BFKL results. The NLL corrections slow
down the azimuthal angle decorrelations for both increasing ∆η andR deviating from1.We also
studied theR dependence of our prediction which is quite weak [78]. We also studied the scale
dependence of our results by modifying the scaleQ2 to eitherQ2/2 or 2Q2 and the effect on the
azimuthal distribution is of the order of 20%. The effect of the energy conservation in the BFKL
equation [78] is large whenR goes away from 1. The effect is to reduce the effective value of ∆η
between the jets and thus the decorrelation effect. However, it is worth noticing that this effect is
negligible whenR is close to 1 where this measurement will be performed.

A measurement of the cross-sectiondσhh→JXJ/d∆ηdRd∆Φ at the Tevatron (Run 2) or
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the LHC will allow for a detailed study of the BFKL QCD dynamics since the DGLAP evolution
leads to much less jet angular decorrelation (jets are back-to-back whenR is close to 1). In
particular, measurements with values of∆η reaching 8 or 10 will be of great interest, as these
could allow to distinguish between BFKL and DGLAP resummation effects and would provide
important tests for the relevance of the BFKL formalism.

To illustrate this result, we give in Fig. 20 the azimuthal correlation in the CDF acceptance.
The CDF collaboration installed the mini-Plugs calorimeters aiming for rapidity gap selections in
the very forward regions and these detectors can be used to tag very forward jets. A measurement
of jet pT with these detectors would not be possible but their azimuthal segmentation allows aφ
measurement. In Fig. 20, we display the jet azimuthal correlations for jets with apT > 5 GeV
and∆η =6, 8, 10 and 11. For∆η =11, we notice that the distribution is quite flat, which would
be a clear test of the BFKL prediction.

6 Forward Jets in the CASTOR calorimeter in the CMS experiment

Author: Albert Knutsson

The CASTOR (Centauro and STrange Object Research) detector[99] is a Cherenkov radi-
ation calorimeter consisting of tungsten absorber plates sandwitched with plates of quartz, used
as the active material in the detector. The construction is repeated in octants in azimuthal an-
gle, giving a full 360o coverage. For each ocant lightguides and photomultipliersare situated
on top of the plates in two coloumns, 14 channels deep along the beam direction. 2 of the 14
channels are designed for detection of electromagnetic particles and the rest are hadronic chan-
nels. Thus the detector consists of a total number of 16x14 channels. CASTOR is situated 14.4
m from the interaction vertex in the CMS detector at LHC and covers the pseudorapidity range
5.2 < η < 6.6.

Since CASTOR has no segmentation in polar angle it will not bepossible to define jets
according to conventional jet algorithms which use the energy, polar and azimuthal angle of par-
ticles. Here we investigate the possiblity to measure jet events with CASTOR, by using only
the azimuthal segmenation and energy deposition. The studies are carried out on Monte Carlo
generator level. Events are generated with the ARIADNE event generator [100], with the hadron
level jets defined according to the inclusivekT algorithm. The kinematic region has been divided
into 16 slices in phi, for which the energies of all particlesare summed. In Fig. 21a-b the correla-
tions between the hadron level jet energy and different energy depositions in the CASTOR region
are shown. Clearly the total energy contained in the CASTOR region is too large compared to
the energy of the hadron level jet (Fig. 21a), while the energy in the phi segment with highest
energy gives a better correlation with the true jet energy (Fig. 21b). The best reconstruction of
the jet energy is achieved if the energy in the most active phisegmenet is summed with the two
neighbouring cells (Fig. 21c). This is the method we use in the physics studies presented in the
next section. In future, one can improve the jet reconstruction with more complex algorithms in
order to obtain an even better correlation in jet energy. Finally, in Fig. 22 the azimuthal angle of
the jet axis is plotted versus the azimuthal slice with highest energy. A good correlation is seen.

Events in which an energetic jet is produced close to the proton remnant (the forward
direction) are sensitive to the higher order reactions due to the long rapidity range available for
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radiation between the jet and the hard scattering vertex. The longitudinal momentum fraction of
the proton,x, can be related to the rapidity,y, by approximatelyx ∼ e−y, which further suggests
that forward physics gives us valuable information about low x parton dynamics.

At HERA, forward jet events have been analysed [97,101] and improved our understanding
of QCD. Available fixed order calculations (next-to-leading orderO(α2

s)) as well as the higher
order reactions approximated by DGLAP parton showers underestimate the HERA data by up to
a factor of 2. The data can be described only if the ordering ofthe transverse momenta of the
radiated gluons is broken in the theoretical predictions.

In events where the transverse momentum of the forward jet isclose to the scale of the
hard reaction the DGLAP like scenario, i.e. events with QCD radiation ordered in transverse
momenta, is further supressed. In the HERA analysis this is achieved by requiring that the
square of the transverse momentum of the forward jet was in the same order as the virtuality of
the exchanged photon. In the analysis presented here we instead require that two additional hard
jets are produced in the central region of the detector. For the forward jets in the CASTOR region
this gives up to 5 units of pseudorapidity range available for more gluon radiation.
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For this study the Monte Carlo events are generated by using the full event generators
PYTHIA 6.4.14 [9] and ARIADNE 1.4 [100]. PYTHIA 6.4.14 is based on LO DGLAP parton
showers, which gives gluon radiation ordered in transversemomentum with respect to rapidity.
In ARIADNE, parton showers are generated by the Color DipoleModel (CDM), resulting in
gluon radiation without any ordering in transverse momentum with respect to rapidity. This cor-
responds to a BFKL like final state. PYTHIA is run with the so called tune A multiple interaction
model.

The hadron level jets are defined with the inclusivekt algorithm. Events are selected which
contain a jet with a transverse momentumET > 10 GeV and a pseudorapidity5.2 < η < 6.6.
To further suppress events with DGLAP like dynamics, two jets withET > 10 GeV are required
in the central region,|η| < 1.5. The resulting cross-section is shown in Fig. 23 as a function of
the forward jet energy. As can be seen, CDM is producing more jets at higher energies, while
the events with gluon emissions generated according to DGLAP dynamics have a supressed jet
production. At the highest forward jet energies the difference between the models is up to two
orders of magnitude.

In the following we replace the hadronic forward jet with thejet reconstruction described
in the previous section. In addition we have also smeared theparticle energies according to
resolutions measured in the CASTOR beam test [102] and applied a noise cut at 1 GeV. Since
we can no longer determine theET of the reconstructed forward jet, this cut is removed from
the forward jet selection, but the measured range in energy is kept. The major consequence is, as
expected, an increased number of jets at low energies. The predictions from PYTHIA and CDM
shows that the very high sensitivity to the scheme used for the QCD radiation is still preserved
(see Fig. 24).

In Fig. 25a and b we investigate the PDF uncertainties for thesuggested measurement. As
can be seen in Fig. 25a the predicted forward jet cross section does not distinguish between PDFs
which has been fitted at leading order with LOαs, CTEQ6L, or NLOαs, CTEQ6LL. Using the
CTEQ6.5 PDF however gives a lower forward jet cross section,as illustrated in Fig. 25b. Here
the PDF uncertainty, based on the 40 error eigensets for CTEQ6.5, are shown for the PYTHIA
prediction.

Finally, the response to multiple interactions (MI) is studied in Fig. 26. We see that the
impact of MI is expected to be large in general; excluding MI lowers the cross section by roughly
an order of magnitude. Except of that, the sensitivity to thedifferent MI tunes and models are
fairly small in comparison to the impact of using a CDM.

In summary a method for jet reconstuction in the CASTOR calorimeter has been sug-
gested. We have shown that using the method to measure forward jets in CASTOR in addition to
two jets in the central region may give a very large sensitityto the dynamics of the parton shower.
This is also true if PDF uncertainties and different MI models are taken into account.
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HERA Results

Katerina Müller, Hanno Perrey, Thomas Schörner-Sadenius

Jet production measurements at HERA allow detailed tests ofour understanding of perturbative
QCD. The concepts of factorization, of the perturbative expansion of the cross section and of PDF
universality can all be tested. In addition, the strong coupling constant,αs, can be extracted from
HERA jet production data. A further issue of particular relevance to the LHC, is the possible
effects of multi-parton interactions and the underlying event. At HERA, such effects can be
studied in resolved photoproduction events, since the hadronic structure of the photon means that
photon-proton collisions are similar, in some respects, tohadron-hadron collisions.

The production of isolated photons, produced directly in the hard interaction, also provides
a very sensitive probe of perturbative QCD, since the photons are largely insensitive to the effects
of hadronisation. A good understanding of the Standard Model production mechanism of isolated
photons is also important for searches of new particles decaying to photons at hadron colliders
(eg.H → γγ).

In this section, some recent HERA measurements of both jet production (mainly in the
photoproduction regime), and of isolated photons, are reviewed. In addition, some recent mea-
surements sensitive to the effects of multi-parton interactions and the underlying event are dis-
cussed.

1 HERA results on jets and prompt photons in photoproduction

Authors: Hanno Perrey, Thomas Schörner-Sadenius

In photoproduction at HERA, a quasi-real photon emitted from the incoming electron collides
with a parton from the incoming proton. In such events, hadronic jets and also prompt (mean-
ing: radiated by one of the outgoing quarks) photons can be produced. The photoproduction
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g

e
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g

Fig. 1: Feynman diagrams of direct and resolved dijet pho-

toproduction at leading order.

of hadronic jets can be classified into two
types of processes in leading-order (LO)
QCD: direct and resolved. In direct processes,
the entire photon and its momentum partici-
pate in the hard scatter (left side of Fig. 1),
while resolved processes involve a photon act-
ing as a source of quarks and gluons, with only
a photon momentum fractionxγ participating
in the hard scatter (right side of Fig. 1). It
is due to the presence of resolved events that
HERA data might be useful for further con-
straining the photon PDFs.

This contribution presents a review of
some recent results on jet (and prompt pho-
ton) photoproduction at HERA. Some emphasis is placed on theprospects of using such mea-
surements to constrain the proton and the photon PDFs. In addition, some results on multi-parton
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interactions and the underlying event are briefly summarised. It should be pointed out that most
of these results use data only from the HERA-I data taking period, such that an improvement in
statistical precision is to be expected by making use of all available data.

1.1 The concept of the resolved photon

Fig. 1 shows Feynman diagrams for direct (left) and resolved(right) photoproduction of di-
jets. Statistically, direct events are dominated by quark propagators whereas resolved events are
mostly characterized by gluon propagators. This difference should lead to a distinctly different
angular behaviour of the final-state jets: whereas the quarkpropagator (quarks being spin-1/2
particles) should lead to a distribution in the cosine of thecentre-of-mass scattering angle,cos θ∗,
like (1− | cos θ∗|)−1, in the gluon case a distribution like(1− | cos θ∗|)−2 is expected. In other
words, the cross section of the resolved part is expected to rise more rapidly towards highercos θ∗

than that of the direct part. Fig. 2 shows the experimental evidence [1]: the dijet cross section
as a function ofcos θ∗ for a direct-enriched (left) and a resolved-enriched data sample (right).
It is obvious that the above predictions are fulfilled, the resolved distribution rising much more
rapidly than the direct one. These distributions thus form an important test of the concept of the
resolved photon. Similar results have also been obtained bythe ZEUS collaboration [2].

Fig. 2: Photoproduction dijet cross section as function of centre-of-mass scattering angle,cos θ∗, for direct- (left) and

resolved-enriched (right) samples [1].

In the above discussion, the distinction between direct andresolved data samples has been
made. On the theoretical side, this distinction is meaningful only at LO. On the experimental
side, the distinguishing observablexγ is not directly accessible but has to be reconstructed from
the two final-state jets in much the same way as the proton’s momentum fractionxp entering the
hard scattering,

xγ =
ET,1e

−η1 + ET,2e
−η2

2yEe
, xp =

ET,1e
+η1 + ET,2e

+η2

2Ep
,
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Fig. 4: Photoproduction dijet cross sections as func-

tions of the mean transverse jet energy,ET , for a direct-

and a resolved enriched sample [4].

whereET,i andηi are the jet transverse energies and pseudorapidities,y is the inelasticity (char-
acterizing the energy loss of the scattered electron) andEe andEp are the electron and proton
beam energies. Typically, the resolved regime is defined to comprise values ofxγ between 0 and
0.75 or 0.8.

Note, however, that the phenomenon of the resolved photon isnot strictly confined to the
photoproduction regime. Also, the virtual photon enteringinto deep inelastic scattering events
can exhibit a hadronic substructure, leading to a resolved contribution to DIS. The ZEUS collab-
oration has evaluated the fraction of resolved events in both photoproduction and DIS, measuring
the fraction of dijet events withxγ below and above 0.75. The results are shown in Fig. 3, as
a function of the photon virtualityQ2 [3], and are compared to NLO QCD calculations. It is
found that even at largeQ2 values (highly virtual photons), there is a significant contribution
from resolved events and that for DIS this component of the data is not correctly described by the
QCD predictions (which do not include any resolved photon option). In contrast, the resolved
contribution to photoproduction is well described by NLO QCD.

1.2 Jet cross sections in photoproduction

Numerous measurements of inclusive-jet, dijet and multijet cross sections have been performed
by the HERA experiments. A very recent result [4] is presented in Fig. 4, which shows the dijet
cross section as a function of the mean dijet transverse energy, ET , for a sample enhanced in
direct and a sample enhanced in resolved events. The measurements are compared to an NLO
QCD prediction using two different parameterisations of the photon PDFs.
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The data in the direct regime are especially well described by the theory (on the level of
10% or better), as can be seen in the bottom left part of the figure,which shows the ratio of data
over NLO prediction. The uncertainties here are dominated by the theoretical uncertainty which
is of the order of 15%. The situation in the resolved regime is slightly more complicated and will
be discussed in some more detail below.

Many more examples of photoproduction jet cross sections and their successful description
by NLO QCD exist. Fig. 6 [1] shows the dijet cross section as a function ofxp in different regions
of xγ and jet pseudorapidity. Both the momentum fractions and thepseudorapidity distributions
of the jets are sensitive to the momentum distributions of partons inside the proton, making these
measurements important tests of QCD. It can be seen again that the data are very well described
by NLO QCD, on the level of 10%, which are well covered by the combined uncertainties. Only
for largexp values, with both jets going forward (η1,2 > 1), do some deviations between data
and theory occur (see Fig. 6, bottom right). These differences might be explained by the large
uncertainties on the proton PDFs for large momentum fractions.

Fig. 5 [4] shows, for the same data sample as in Fig. 4, the cross section as a function of
the mean jet pseudorapidity,η. The data are again shown separately for direct- and resolved-
enhanced samples and are compared to NLO QCD predictions using different parameterisations
of the photon PDFs. For the direct case, the description of the data by the theory is again excel-
lent.

The demonstrated good performance of NLO QCD in describing photoproduction data
(especially in the direct regime) gives confidence in the theory, thus rendering possible the ex-
traction of QCD parameters like the strong coupling constant, αs, or the proton and photon
PDFs from the data. One example of the former is given in [5], where a valueαs(MZ) =
0.1224±0.0001(stat.)+0.0022

−0.0019(exp.)±+0.0054
−0.0042 (th.) was extracted from an inclusive-jet measure-

ment in photoproduction. Many other precision extractionsof αs, from jet measurements in both
DIS and photoproduction, also exist. The impact of jet crosssections in constraining the PDFs is
discussed in the next section.

Recently, the symmetry group underlying the strong interaction has been studied by mea-
suring angular correlations in direct-enriched three-jetphotoproduction events [6]. Fig. 7 shows
the differential cross sections as functions of the angularcorrelations between the three jets in
the final state and the proton-beam direction. The data are compared to LO calculations based
on different symmetry groups, illustrating the sensitivity of the data to the colour configuration.
While the measured angular correlations are consistent with the prediction of SU(3), they dis-
favour other symmetry groups such as SU(N) in the limit of largeN . The differences between
SU(3) and U(1)3 were found to be smaller than the current statistical uncertainties.

1.3 Jets in Photoproduction and the Proton and Photon PDFs

In [4], both the theoretical uncertainties on dijet cross sections and their sensitivity to the gluon
density in the photon and the proton have been investigated in great detail. As is highlighted in
Fig. 8 (left), for a special choice of kinematics, there are regions in which the proton PDF uncer-
tainty (indicated as the region between the two solid lines)is as large as, or even larger than, the
combined theoretical uncertainties due to the choice of renormalization scale, factorization scale,
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Fig. 5: Photoproduction dijet cross sections as func-

tions of the mean jet pseudorapidity,η, for a direct- and

a resolved enriched sample [4].

Px
0.1 0.2 0.3 0.4 0.5 0.6 0.7

 [
p

b
]

p
/d

x
σd

1

10

210

Px
0.1 0.2 0.3 0.4 0.5 0.6 0.7

 [
p

b
]

p
/d

x
σd

1

10

210

 < 1 1,2η

 < 0.8γx
H1
NLO

)hadδ (1+ ×NLO 

 1.2×PYTHIA 

Px
0.1 0.2 0.3 0.4 0.5 0.6 0.7

 [
p

b
]

p
/d

x
σd

1

10

210

Px
0.1 0.2 0.3 0.4 0.5 0.6 0.7

 [
p

b
]

p
/d

x
σd

1

10

210

 < 1 1,2η

 > 0.8γx
H1
NLO

)hadδ (1+ ×NLO 

 1.2×PYTHIA 

Px
0.1 0.2 0.3 0.4 0.5 0.6 0.7

 [
p

b
]

p
/d

x
σd

1

10

210

Px
0.1 0.2 0.3 0.4 0.5 0.6 0.7

 [
p

b
]

p
/d

x
σd

1

10

210

 > 1 jη < 1,   iη

 < 0.8γx

H1
Px

0.1 0.2 0.3 0.4 0.5 0.6 0.7

 [
p

b
]

p
/d

x
σd

1

10

210

Px
0.1 0.2 0.3 0.4 0.5 0.6 0.7

 [
p

b
]

p
/d

x
σd

1

10

210

 > 1 jη < 1,   iη

 > 0.8γx

H1

Px
0.1 0.2 0.3 0.4 0.5 0.6 0.7

 [
p

b
]

p
/d

x
σd

1

10

210

Px
0.1 0.2 0.3 0.4 0.5 0.6 0.7

 [
p

b
]

p
/d

x
σd

1

10

210

 > 1 1,2η

 < 0.8γx

H1
Px

0.1 0.2 0.3 0.4 0.5 0.6 0.7

 [
p

b
]

p
/d

x
σd

1

10

210

Px
0.1 0.2 0.3 0.4 0.5 0.6 0.7

 [
p

b
]

p
/d

x
σd

1

10

210

 > 1 1,2η

 > 0.8γx

H1

Fig. 6: Photoproduction dijet cross sections as func-

tions of the momentum fractionxp for a direct- and a

resolved enriched sample [1].

αs, and hadronisation correction. Also, the uncertainty due to the very imprecise knowledge of
the photon PDF may be very large, reaching values of up to 60%, as indicated by the dashed line
in the figure, which shows the difference in the cross sectionprediction between two different
photon PDF parameterisations. Dijet data do, therefore, have the potential to further constrain
both quark and gluon densities in the proton and the photon. This is indicated in Fig. 8 (right),
which shows the fraction of gluon-induced events on the proton side (dark dashed line) and on
the photon side according to two different photon PDF parameterisations (light dashed and solid
lines). The amount of gluon-induced events can be as large as60%, depending on the detailed
kinematics under consideration.

The large discrepancies between different photon PDF parameterisations are also visible
in the comparison of NLO QCD predictions with dijet cross sections in the resolved regime, like
in Fig. 4 (right) or Fig. 5 (right). For example, in Fig. 4, theresolved dijet cross section can be
approximately described by the NLO prediction using the CJKphoton PDF parametrization, but
not by the AFG04 parametrization, which is off by up to 40–50%. This difference highlights the
potential of the data to further constrain the photon PDFs.

A first example of the benefit of jet photoproduction data on determinations of the proton
PDFs is given in Figs. 9 and 10. Fig. 9 shows, for an older measurement of photoproduction
dijet cross sections [2], the ratio of the measured cross sections over the NLO prediction. An

K. MÜLLER, H. PERREY, TH. SCHÖRNER-SADENIUS
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Fig. 7: Photoproduction trijet cross sections as functionsof angular correlation between the jets and the proton-beam

direction, for a direct enriched sample [6].
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Fig. 8: Left: Theoretical uncertainties on photopro-

duction dijet cross sections in a special kinematic re-

gion [4]. The uncertainties are the total (outer shaded

band), that from varyingµR (inner shaded band),

the proton PDF uncertainties from the ZEUS-JETS fit

(solid lines) and the difference from using the CJK

photon PDF, rather than AFG04 (dashed line). Right:

Gluon-induced contributions to photoproduction dijet

cross sections in the same kinematic region.
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overall good description is found, with data and theory in agreement almost everywhere within
the combined theoretical and experimental uncertainties.These data (together with data from
DIS jet analyses) have been used as additional inputs (besides the usual inclusiveF2 data) to
an NLO QCD PDF fit [7]. The success of this fit is demonstrated inFig. 10, which shows the
fractional gluon density uncertainty as a function of the proton momentum fractionx in different
regions ofQ2. The uncertainty without the use of jet data is given by the dark shaded area, and
the result including jet data is given by the light shaded area. An improvement in the uncertainty
of up to 35% is clearly visible, especially in the region of medium-to-high-x values.

The aim now is to further improve the proton PDFs (and here especially the gluon density
at high values ofx, since this is particularly important for LHC physics) by using more precise
measurements or cross sections measured in different kinematic regions, from both photopro-
duction and DIS. Constraining the photon PDFs will be technically even more demanding, partly
because of lack of a consistent PDF error treatment for the photon PDF, and partly because of
the increased experimental and theoretical uncertaintiesfor the resolved regime.

1.4 Photoproduction of isolated photons

The production of isolated, or “prompt”, photons from the hadronic final state offers an alter-
native access to the QCD dynamics inep scattering, with different systematic uncertainties and
reduced effects from hadronisation. Isolated photon production has been measured by ZEUS and
H1 in both photoproduction [8–10] and DIS [11, 12] . In addition to inclusive measurements of
isolated photons, cross sections of photons in associationwith jets are also often measured, for
which there are currently NLO QCD predictions available. InSec. 2, a detailed description of
the latest HERA prompt photon measurement [12] in DIS is presented. Here, only a very brief
summary of a recent measurement in photoproduction is given[10].

Fig. 11 [10] shows the photon plus jet cross section, in photoproduction, as a function of
Eγ

T andηγ . The data are compared to NLO QCD calculations (shaded band)and to calculations
based on thekT -factorization approach and unintegrated parton densities (hatched band). The
results demonstrate that thekT -factorization approach gives the closest agreement with the data,
especially in the lowEγ

T and forwardηγ regions. The fact that NLO QCD does not describe the
data at low values ofEγ

T (or Ejet
T ) currently precludes the use of the low-transverse-energydata

in constraining the PDFs orαs.

1.5 The underlying event and multi-parton interactions

Resolved photon-proton interactions may, in some respects, be regarded as hadron-hadron col-
lisions, with all the additional features with respect to direct interactions. In particular, it is
possible in hadron-hadron collisions to have multiple interactions of pairs of partons (so-called
‘multi-parton interactions’ or ‘MPI’), which may populatethe hadronic final state with additional
soft or hard jets, or additional energy flow throughout the detector. This effect may alter the final
state significantly, making it necessary to model it adequately in the Monte Carlo programs used
in the analyses. There exist various MPI model implementations in standard generators, such as
HERWIG and PYTHIA, which can be tested against data, or whoseparameters can be adjusted
to describe the data. Here, some recent examples of multi-parton interaction studies at HERA,
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from H1 and ZEUS, are briefly reviewed. Note that a more detailed discussion of the H1 results
can be found in the WG5 section of these proceedings.
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Fig. 12: Mean number of minijets as function of the leading jet pT [13].

Fig. 12 shows the recent H1 measurement [13] of the mean number of ‘minijets’ (i.e. soft
jets with transverse energies above a very low cut of 3 GeV) inDIS events, with at least one hard
jet. The data are shown as a function of this leading jet’s transverse momentum,p∗T,lj, in different
regions ofQ2, and different regions of azimuthal angle with respect to the leading jet’s azimuth.
The so-called ‘Towards’ and ’Away’ regions are expected to be mostly populated by the results
of the first and hardest parton-parton scattering in the event, and the dijet system coming from
this scattering should be separated by an azimuthal angle ofaboutπ. In contrast, the ‘High’ and
(especially) the ‘Low’ regions1, should be particularly sensitive to MPI effects which, in these
regions, are not masked out by the harder energy depositionsfrom the leading jet pair. It can
be observed that the PYTHIA model with MPI effects switched on (‘PYTHIA MI’) is in rather
good agreement with the data in almost all regions. In contrast, PYTHIA without MPI modelling
(‘PYTHIA’) fails to describe the data in the lowQ2 ‘High’ and ‘Low’ regions, consistent with
the hypothesis of MPI effects dominating in these regions ofphase space. Overall, the results
indicate that the data strongly favour the models includingMPI effects.

Another recent H1 measurement [14], this time of dijets in photoproduction, leads to sim-
ilar conclusions. Fig. 13 shows the charged particle multiplicity for a resolved-enriched data
sample in the ‘High’ (left) and ‘Low’ (right) regions as function of the transverse momentum

1Note that ‘High’ and ‘Low’ refer to the amount of deposited energy in the two regions.
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of the leading jet. Again, PYTHIA without MPI modelling (‘PYTHIA NMI’) does not give a
sufficient description of the data while PYTHIA including MPI (‘PYTHIA MI’) models the data
well.
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Fig. 13: Charged particle multiplicity for resolved-enriched photoproduction dijets as function of the transverse mo-

mentum of the first jet [14].

A similar statement can also derived from a recent measurement of three- and four-jet
photoproduction [15] from ZEUS. Fig. 14 shows the four-jet photoproduction cross section as a
function ofxγ , and compares it to the predictions of HERWIG and PYTHIA, with and without the
inclusion of MPI modelling. The results indicate that the two predictions including MPI effects
(‘HERWIG+MPI’ and ‘PYTHIA+MPI’) are able to adequately reproduce the data, whereas the
models without MPI grossly underestimate the measured cross section in the resolved-enhanced
regime (i.e.xγ < 0.8). The effect is particularly drastic for low energy scales and low multijet
invariant masses, a fact which is illustrated in Fig. 14, where the four-jet mass was required to
be between 25 and 50 GeV. It should also be noted that the parameters of the “HERWIG+MPI”
model have been tuned to these multijet data, while the “PYTHIA+MPI” parameters have not.

While the HERA measurements clearly favour models in which MPI are included, the data
so far do not have the power to specify more precisely the mechanism underlying MPI effects, or
to shed light on the energy evolution of MPI effects when going (for example) from TEVATRON
to LHC centre-of-mass energies. The models in use so far are rather crude and will have to be
replaced by more realistic models and calculations which take correctly into account features like
multi-parton exchanges between photon and proton, correlations between these exchanges, etc.

2 Measurement of Isolated Photon Production in Deep Inelastic Scattering at HERA

Author: Katharina M̈uller

Both the H1 and ZEUS Collaborations have previously measured [8–10] prompt photon cross
sections in photoproduction (see, for example, Sec. 1.4). An analysis of the isolated photon
cross section in deep inelastic scattering (DIS), withQ2 > 35 GeV2, has also been published by
ZEUS [11]. The present contribution describes the most recent HERA measurement of isolated
photon production in DIS (e + p → e + γ + X) from H1.
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Fig. 14: Photoproduction four-jet cross section as function of xγ [15].

The measurement of isolated photons in deep inelastic scattering provides a test of QCD
in a kinematic range with two hard scales, the four-momentumtransfer squared,Q2, of the
exchanged virtual photon and the transverse energy of the emitted photon. In DIS, the final
state photon is emitted by a quark (QQ subprocess), by wide angle radiation from the lepton (LL
subprocess) or by interference (LQ subprocess). TheQQ contribution is dominated by the direct
radiation of the photon from the quark involved in the partonlevel process, but also contains the
contribution from quark fragmentation to a photon [16, 17].Since the photon and the scattered
electron are well separated in the present analysis, low angle QED radiation is suppressed. The
LL and the more interestingQQ process can not be distinguished experimentally on event basis,
but only by comparison with predictions.

The measurement of isolated photons in DIS presented here isbased on a total integrated
luminosity of 227 pb−1. Full details of the analysis can be found in [12]. Photon candidates
with transverse energy3 < Eγ

T < 10 GeV and pseudorapidity−1.2 < ηγ < 1.8 are selected
in DIS events in the kinematic regime4 < Q2 < 150 GeV2, inelasticityy > 0.05 and a mass
of the hadronic systemWX > 50 GeV. The cut onWX removes events from elastic compton
scattering. The photon candidates are then used together with the other particles in the event,
with the exception of the scattered electron, to reconstruct jets using thekT algorithm [18].
The isolation of the photon is ensured by requiring that it carries at least 90% of the transverse
momentum of the jet containing the photon. The isolation criteria removes a large part of the
background from decay products of neutral hadrons.

Photons are separated from the remaining neutral hadrons and their decay products by a
multivariate analysis of the shapes of the calorimeter energy deposits.

Jet production in events with isolated photons and no additional jet or with at least one
jet is also investigated. Hadronic jets are reconstructed for P jet

T > 2.5 GeV, the pseudorapidity
range is restricted to−1.0 < ηjet < 2.1. All results are compared to a leading order (LO),
O(α3α0

s), calculation [19, 20]. The cross sections for a photon plus at least one jet are further

K. MÜLLER, H. PERREY, TH. SCHÖRNER-SADENIUS
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compared to a NLO,O(α3α1
s), calculation [21].

Differential cross sectionsdσ/dηγ anddσ/dQ2 for the inclusive isolated photon cross
section are shown in Fig. 15. Fig. 16 shows the differential cross sectionsdσ/dηγ for isolated
photons with no additional hadronic jet (a) and with hadronic jets (b). The uncertainty on the
shower description gives the dominant contribution to the systematical error. The cross sections
are shown together with the predictions by the LO calculation. A comparison to a NLO calcu-
lation is possible for the photon plus jets cross section. The calculations are corrected to hadron
level. The corrections amount to, at most,−30%.
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Fig. 15: Inclusive differential isolated photon cross sections dσ/dηγ (a), dσ/dQ2 (b) for 3 < Eγ
T < 10 GeV,

−1.2 < ηγ < 1.8, W 2
X > 2500 GeV2 and4 < Q2 < 150 GeV2. The inner error bars on the data points indicate the

statistical error, the full error bars contain in addition the systematic errors added in quadrature. The cross sections are

shown together with a leading order,α3α0
s, calculation [20] corrected for hadronisation effects,LL corresponding to

radiation from the electron andQQ to radiation from the quark.

Inclusive isolated photon production

(a) (b)

The LOO(α3α0
s) calculation underestimates the inclusive cross sections by roughly a

factor of two, most significantly at lowQ2. The relative contribution of radiation from the elec-
tron (LL) and the quark(QQ) depends strongly onηγ and Q2. At high and mediumηγ and
low Q2, radiation by the quark dominates. The shapes of thedσ/dEγ

T anddσ/dηγ distribu-
tions are described reasonably well. The comparison of datato the LO calculation in bins ofηγ

show that the difference in normalisation can mainly be attributed to an underestimation of the
QQ contribution [12].

The LO prediction also underestimates the production of isolated photons plus no hadronic
jet and photons plus jets by a similar factor as for the inclusive measurement. The NLOO(α3α1

s)
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Fig. 16: Differential cross sectionsdσ/dηγ for photon plus no-jets (a) and photon plus jets (b), withP jet
T > 2.5 GeV

and−1.0 < ηjet < 2.1. The cross sections are compared to a leading order,O(α3α0
s), calculation [19] as in Figure

1. The photon plus jet sample is additionally compared to a NLO (α3αs) calculation [21]. The bin averaged NLO

cross sections are indicated by the squares.

Photon plus no-jets Photon plus jets

(a) (b)

prediction for photon plus jet is higher than the LO prediction, most significantly at lowQ2, but
still underestimates the data. The NLO calculation describes the shapes of the differential cross
sections reasonably well.

TheLL contribution is largely suppressed for the sample with no additional jet due to the
cut onWX . The cross section for photon plus jet production is roughlytwo times higher than
for photon plus no additional jet. This is in contrast to the inclusiveep → eX cross section,
where topologies with an additional jet are suppressed byO(αs). The similar cross sections for
photon events with or without additional jets may be explained by the fact that both topologies
correspond to the same orderO(α0

s) in perturbative QCD. [20] The cross section for photon plus
jet production is roughly two times higher than for photon plus no-jets.

At leading orderO(α0
s), the quark fragmentation contribution to the cross sectionenters

only the sample with a photon and no hadronic jet [20]. Hence,the observed excess of the data
can not solely be attributed to an underestimation of that contribution.

Further theoretical investigations are needed to understand the observed discrepancy be-
tween the measurements and the predictions, including for instance the calculation of higher
order processes.
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Interactions at high gluon densities

Mark Strikman, Igor M. Dremin

In the previous section we mentioned the subject of gluon saturation. In this section we
continue the discussion of effects due to high gluon densities. First we look at what HERA
can teach us about the density of gluons in the impact parameter plane and how this will affect
our understanding of processes inpp collisions at LHC. Then, in Sec. 2 we go on to heavy ion
collisions and discuss effects of a dense gluon medium there, concentrating on the description of
Cherenkov gluons.

1 HERA constrains for LHC MC generators and probing high gluon densities in pp col-
lisions using forward triggers

Author: Mark Strikman

In the high energy collisions the finitex component of the wave functions of the colliding
hadrons is nearly frozen in transverse plane during the interaction process. Properties of produced
final state depend strongly on whether hadrons collided at large impact parameter,b or head on. In
particular for smallb a chance for a parton to pass through high gluon density fieldsat a distanceρ
from the center of the second nucleon (Fig. 1) is enhanced. The probability of multiple collisions
parton collisions is enhanced as well.

Fig. 1: Side and transverse views of pp collision.

The strength of the encounted gluon fields depends strongly on x of the parton - a par-
ton with a givenx1 and resolutionpt is sensitive to the partons in the target withx ≥ x2 =
4p2

t /sNNx1. For fixedx1 characteristicx2 decrease∝ 1/s. For example at the LHC a parton
with x1 = 0.1, pt = 2GeV/c resolvesx > 10−6 while at the GZK energies such parton resolves
x > 10−9 corresponding to huge gluon densities since a change of x by afactor of ten leads to
an increase of gluon density by at least a factor of two.

Studies at HERA provided several important inputs which we discuss below: (i) transverse
distribution of gluons in the nucleon, (ii) fluctuations of the strength of the gluon field in the
nucleon, (iii) proximity to the black disk regime. When combined with information from the
Tevatron collider they indicate also correlations of partons in the transverse plane.

These observations have a number of implications for the dynamics of pp collisions at
LHC energies, which are most pronounced in the forward region. Hence we also discuss how to
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trigger on centralpp collisions and how to use such collisions for study of the small x dynamics
at very small x.

1.1 Exclusive hard diffraction at HERA - implications for MC at the LHC

The QCD factorization theorem [1, 2] allow to determine the generalized gluon distribution in
nucleon for smallx from the DIS exclusive meson production at small x as well as from the
production of onium states. The t-dependence of these distributions is connected via Fourier
transform to the transverse distribution of gluons in a nucleon for a given x. The data confirm
our prediction of convergence of the t-slopes for differentmesons with increase ofQ2 and weak
dependence of the t-slope for theJ/ψ-meson production onQ2. Accordingly, this allows to
determine the transverse distribution of gluons as a function of x (for review and references
see [3] ). It can be approximated as

Fg(x, ρ) =
m2

g

2π

(
mg(x)ρ

2

)
K1(mg(x)ρ), (1)

whereK1 denotes the modified Bessel function. We findm2
g(x = 0.05) ∼ 1.1GeV 2 which

corresponds to a much more narrow transverse distribution than given by the electro-magnetic
form factors. The radius of the gluon distribution grows with decrease of x reaching the value
comparable to the e.m. radius forx ∼ 10−4 ( m2

g ∼ 0.7GeV 2 ).

Hence analysis of the HERA data suggests that the transversegluon distribution,Fg(x, ρ),
significantly broadens with decrease ofx. At the same time the current MC models ofpp col-
lisions assume that transverse parton distributions do notdepend onx. Also, in the PYTHIA
MC [4] it is assumed that two transverse scales are present intheρ-dependence ofFg. It is not
clear whether this assumption is consistent with Eq. (1) andcorrespondingly with the data on the
exclusiveJ/ψ production.

Knowledge ofFg(x, ρ) allows to calculate the rate of the production of four jets due to
double parton collisions in thepp scattering assuming that the double parton distribution isgiven
by a product of single parton distributions. Using Eq. (1) wefind the rate which is a factor of two
smaller than observed in the Tevatron experiment [5, 6]. This implies presence of the transverse
correlations between partons.

One of the sources of fluctuations is fluctuations of the overall size of the initial parton con-
figurations. In the high energy scattering different initial configurations in the colliding nucleons
can be considered as frozen. Studies of the soft inelastic diffraction indicate that the strength
of the interaction for different configurations in nucleonsfluctuates rather strongly. Presumably
significant contribution to these fluctuations comes from the fluctuation of the size of these con-
figurations. One also expects that parton distributions in different configurations should differ as
well.

In ref. [7] we deduced the model–independent relation whichallows one to infer the small
x fluctuations of the gluon density from the observable ratioof inelastic (γ ∗L +p→ VM +X)
and elastic (γ ∗L +p→ VM + p) diffractive vector meson production att = 0:

ωg ≡ 〈G2〉 − 〈G〉2
〈G〉2 =

[
dσinel

dt

/
dσel

dt

]γ∗Lp→V X

t=0

. (2)

M. STRIKMAN, I. M. DREMIN

258 HERA and the LHC



So far there have been no dedicated experimental studies of this ratio. Overall data suggest
thatωg ∼ 0.2 for Q2 of few GeV2 andx ≤ 10−3 which corresponds to rather large fluctuations
of the gluon density. We also proposed a simple model based oninformation on the fluctuations
of the strength of the strong interaction which allows to reproduce the magnitude ofωg.

Correlations between fluctuations of the parton densities and the soft–interaction strength
have numerous potential implications for high–energypp/p̄p collisions with hard processes. One
example is the relative probability of double binary parton–parton collisions.

The QCD evolution leads to a drop of the fluctuations with an increase of virtuality. As
a result in the case of double scattering configurations, themain effect for the overall rate is
due to fluctuations of the size of the transverse area of the configurations. The contribution of
configurations of size smaller than average is enhanced leading to a a rather modest enhancement
of the rate of four jet production∼ 10−15%, which accounts for a small fraction of the remaining
discrepancy with the CDF value1. However the size of configurations involved in the multijet
double / triple scattering trigger is much smaller than the average size, leading to modification of
the hadron product in the fragmentation region, long range fluctuations of multiplicity, etc.

Small effect from global fluctuations indicates that other dynamical mechanisms must
be responsible for the enhancement of multi–parton collisions,e.g. local transverse correlations
between partons as suggested by a “constituent quark” picture of the nucleon [3].

1.2 Onset of the black regime in the interaction of fast partons

Interactions of virtual photons with nucleons at HERA can berepresented as superposition of the
interaction ofqq̄ dipoles of sizes given by the square of the corresponding photon wave function.
The cross section of the inelastic interaction of aqq̄ or gluon dipole can be written as

σqq̄−hadron(x, d2) =
π2

4
F 2 d2 αs(Q2

eff) xGT (x,Q2
eff ). (3)

HereF 2 = 4/3 is the Casimir operator of the fundamental representation of the SU(3) gauge
group. Furthermore,αs(Q2

eff) is the LO running coupling constant andGT (x,Q2
eff ) the LO

gluon density in the target. They are evaluated at a scaleQ2
eff ≈ λd−2, whereλ = 5 ÷ 9 can be

determined from NLO calculations or from phenomenologicalconsiderations.

Since the gluon density rapidly increases with decrease ofx while the transverse radius of
the nucleon grows rather slowly, one expects based on Eq. (3)that interaction should approach
the black disk regime of complete absorption at sufficientlylarge energies. To determine the
proximity to this limit it is convenient to study the amplitude of the dipole - nucleon scattering,
Adp(s, t) which can be inferred from analysis of the data on the total DIS cross section and data
on exclusive production of vector mesons [8].

Introducing impact parameter representation of the amplitude

Adp(s, t) =
i s

4π

∫
d2b e−i(∆⊥b) Γdp(s, b) (t = −∆2

⊥), (4)

1Note that the CDF measurements correspond to relatively large x where the ”radiative” model of the gluon
density fluctuations we developed may not be applicable and where no data on the hard inelastic exclusive diffraction
are available. However, if the gluon strength is larger for configurations of larger size, it would lead to reduction of
already rather small enhancement of the rate of multiple collisions.
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we can determineΓdp(s, b) which is referred to as the profile function. In the situationwhen
elastic scattering is the “shadow” of inelastic scattering, the profile function at a given impact
parameter is restricted to

∣∣Γdp(s, b)
∣∣ ≤ 1. The probability of the inelastic interaction for givenb

Pinel(b) = 1−
∣∣∣1− Γdp(s, b)

∣∣∣
2
, (5)

is equal to one in the black-disc (BD) limit.

We found [8] that interaction ofqq̄ dipoles with transverse size∼ 0.3 fm corresponding
toQ2 ∼ 4GeV 2 is still rather far from the BD regime for the range covered byHERA even for
small impact parameters, b. At the same time a much stronger interaction in the gluon channel
(a factor of 9/4 largerF 2 in Eq. (3)) leads toΓgg(d ∼ 0.3fm, x ∼ 10−4) close to one in a large
range ofb, see Fig. 2. Proximity ofΓgg to one in a wide range ofb for Q2 ∼ 4GeV 2 naturally
explains a large probability of diffraction (∼ 30 ÷ 40%) in the gluon induced hard interactions
which can be inferred from the HERA DGLAP analyses of the inclusive DIS diffractive data (see
discussion and references in [3]).

Fig. 2: The profile function of dipole-nucleon scattering,Γdp, as a function of the impact parameter, b, for various

values of the dipole size, d, and x, as obtained from a phenomenological estimate outlined in the text. Shown are the

results forqq̄ (left scale) and gg dipoles (right scale)

In the BD regime parton obtains transverse momenta of the order of the maximalpt scale
at which interaction remains black and also looses a substantial fraction of its longitudinal mo-
mentum (one can also think of this as a post selection of configurations in the incoming wave
function with large transverse momenta; the simplest example is scattering of virtual photon in
the BD regime [9] ). The analysis of the data obtained by the BRAHMS [10] and STAR collabo-
rations [11] on the leading pion production in the deuteron -gold collisions including forward -
central rapidity correlations supports presence of this phenomenon for gluon densities compara-
ble to those encounted at HERA [12].

At the LHC energies for the fragmentation region BD regime extends to quite largept for
the leading partons (especially for gluons) up toρ ∼ 0.5fm which give important contribution to
the centralpp collisions (see Fig. 3 adapted from [13]).

Hence, in the pp collisions large x partons of nucleon ”1” passing at small transverse
distancesρ from the nucleon ”2” should get large transverse momenta andalso loose significant
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Fig. 3: Dependence of the maximump2
t for gluon for which interaction is close to the BD regime as a function ofxF

(energy of the parton) forρ = 0 and as function ofρ for differentxR of the gluon for the LHCpp collisions.

fraction of energy. Note here that this effect is masked in many current MC event generators for
pp collisions at the LHC, where a cutoff on minimal momentum transfer of the order 3 GeV is
introduced.

One should note here that the necessity to tame intensity of hard collisions inpp scattering
could be derived without invoking a study of the multiplicities of the produced hadrons as it is
done e.g. in PYTHIA [4]. Instead, one can study the probability of inelastic interaction as a
function ofb which can be determined from unitarity - information on the elastic amplitude, and
calculating the inelasticity due to hard parton-parton interactions. We found that forb ∼ 1.5fm
(where uncertainties due to the contribution of multiparton interactions appear to be small) one
needs to introduce a cutoff of the order of three GeV to in order to avoid a contradiction with the
S-channel unitarity [14]. The taming of the small x parton densities in the relevantx ≥ 10−4

range forρ ∼ 0.7 fm is very small. Hence, it is not clear so far what dynamical mechanism is
responsible for resolving problems with S-channel unitarity.

Modifications of the pattern of the collisions due to the large scale of BD regime for
small ρ should be pronounced most prominently in the collisions at small impact parameters.
Therefore they are enhanced in the processes of production of new particles which correspond
to significantly smaller impact parameters than the minimumbias inelastic collisions. Among
the expected effects are suppression of the leading baryon production, energy flow from forward
region to smaller rapidities, larger central multiplicity, etc.

1.3 Centrality trigger for pp collisions

To study effects of high gluon densities it is desirable to develop a trigger for centrality inpp
collisions [15]. We explore the observation that the leading nucleons are usually produced when
number of ”wounded” quarks,Nw is≤ 1. If Nw ≥ 2, at least two quarks receive large transverse
momenta they cannot combine into a leading nucleon as they fragment independently, so the
spectra forNw = 2 andNw = 3 should be rather similar and shifted to much smallerxF than in
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soft interactions where the spectra of nucleons are known tobe flat inxF in a wide range ofxF .

We developed a MC event generator to quantify this observation. At the first step three
quark configuration in one nucleon is generated with transverse coordinates given by the nucleon
wave function. For givenb we determine the gluon density encounted by each quark and ifthe
gluon density corresponds to the BD regime, generate a transverse momentum for a quark using
the model of [16] (we neglect the fractional energy losses expected in the BD regime [12] ).

We implemented the fragmentation of the system produced in the first stage by construct-
ing strings which decay using the LUND method. There are always two strings, drawn between
a quark and a diquark from the interacting particles. When a quark of the diquark receives a high
transverse momentum, the diquark becomes a system of two quarks and a junction. This has the
nice property that one recovers the diquark when the invariant mass between the two quarks is
small. The results are in good agreement with the qualitative expectation that spectra forNw = 0
andNw = 1 are similar and much harder than forNw = 2, 3 which are very similar, see Fig. 3
in Ref. [15].

Fig. 4: (a):The combination of dijet and veto trigger gives the best constraints on central events inpp-collisions.

(b):Impact parameter distributions for inelastic events,the dijet trigger and single and double sided veto-trigger (no

baryon in the regionxF > 0.1).

We find thatNw strongly depends onb with Nw ≥ 2 dominating forb ≤ 0.5fm. A
strong correlation ofNw with the multiplicity of leading baryons allows one to determine the
effectiveness of a centrality trigger based on a veto for theproduction of leading baryons with
x > xtr as a function ofxtr. We find than an optimal value ofxtr is∼ 0.1. Current configurations
of several LHC detectors allow to veto neutron production inthis x-range. TOTEM, in addition,
allows to veto production of protons withxF > 0.8. Since neutron and proton multiplicities are
similar, a one side veto for production of both charged and neutral baryons leads approximately
to the same result as a two side veto for neutron production. Accordingly we will give results both
for single side veto and for two side veto for both neutral andcharged baryons (understanding
that the full implementation of the latter option would require certain upgrades of the detectors
some of which are currently under discussion). The results of the calculations are presented
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in Fig. 4a together with the distribution overb for generic inelastic events and the central dijet
trigger [13]. We see that the single side veto trigger leads to a centrality similar to that of a the
dijet trigger, while a double side veto leads to the most narrow distribution inb. An easy way to
check this expectation would be to compare other characteristics of these types of events - one
expects for example a progressive increase of the central multiplicity with a decrease of average
b.

The most narrow distributions can be achieved by selecting events with dijets and without

leading baryons, Fig. 4b in this case we reach the limit that〈ρtr〉 =
(〈
ρ2

〉
+

〈
b2

〉)1/2
becomes

comparable to〈ρ〉 which is the smallest possible average〈ρ〉 for pp or DIS collisions.

1.4 Conclusions

Understanding of the complexity of the nucleon structure isgradually emerging from the studies
of hard interactions at HERA and Tevatron collider. In addition to revealing a small transverse
localization of the gluon field one finds a number of other pecularities: presence of significant
fluctuations of the transverse size of the nucleon and the strength of the gluon fields, as well as
indications of a lumpy structure of nucleon at low scale (constituent quarks).

Due to proximity of BD regime for a large range of virtualities the small x physics appears
to be an unavoidable component of the new particle physics production at LHC.

One of the biggest challenges is to understand the mechanismand pattern of taming of par-
ton interactions at transverse momenta of few GeV and how it affects spectra of leading partons
in the central collisions. It maybe the best to study these phenomena using centrality triggers to
amplify these phenomena. Among most sensitive tools are long range correlations in rapidity -
central and forward hadron production, forward - backward correlations, transverse distribution
in various hard processes with centrality trigger, etc. Large rapidity coverage of ATLAS and
CMS / TOTEM allows to study correlations at much larger rapidity intervals than it was possible
at previous colliders.

2 In-medium QCD and Cherenkov gluons vs. Mach waves at LHC

Author: Igor M. Dremin

The properties and evolution of the medium formed in ultrarelativistic heavy-ion collisions
are widely debated. At the simplest level it is assumed to consist of a set of current quarks and
gluons. The collective excitation modes of the medium may, however, play a crucial role. One
of the ways to gain more knowledge about the excitation modesis to consider the propagation
of relativistic partons through this matter. Phenomenologically their impact would be described
by the nuclear permittivity of the matter corresponding to its response to passing partons. This
approach is most successful for electrodynamical processes in matter. Therefore, it is reasonable
to modify the QCD equations by taking into account collective properties of the quark-gluon
medium [17]. Strangely enough, this was not done earlier. For the sake of simplicity we consider
here the gluondynamics only.

The classical lowest-order solution of these equations coincides with Abelian electrody-
namical results up to a trivial color factor. One of the most spectacular of them is Cherenkov ra-
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diation and its properties. Now, Cherenkov gluons take the place of Cherenkov photons [18–20].
Their emission in high-energy hadronic collisions is described by the same formulae but with
the nuclear permittivity in place of the usual one. Actually, one considers them as quasiparticles,
i.e. quanta of the medium excitations leading to shock waveswith properties determined by the
permittivity.

Another problem of this approach is related to the notion of the rest system of the medium.
It results in some specific features of this effect at LHC energies.

To begin, let us recall the classical in-vacuum Yang-Mills equations

DµF
µν = Jν , Fµν = ∂µAν − ∂νAµ − ig[Aµ, Aν ], (6)

whereAµ = iAµ
aTa; Aa(A0

a ≡ Φa,Aa) are the gauge field (scalar and vector) potentials, the
color matricesTa satisfy the relation[Ta, Tb] = ifabcTc, Dµ = ∂µ − ig[Aµ, ·], Jν(ρ, j) is a
classical source current, and the metric is given bygµν=diag(+,–,–,–).

In the covariant gauge∂µA
µ = 0 they are written

�Aµ = Jµ + ig[Aν , ∂
νAµ + Fµν ], (7)

where� is the d’Alembertian operator.

The chromoelectric and chromomagnetic fields areEµ = Fµ0, Bµ = −1
2ǫ

µijF ij or, as
functions of the gauge potentials in vector notation,

Ea = −gradΦa −
∂Aa

∂t
+ gfabcAbΦc, Ba = curlAa −

1
2
gfabc[AbAc]. (8)

Herefrom, one easily rewrites the in-vacuum equations of motion (6) in vector form. We
do not show them explicitly here (see [17]) and write down theequations of the in-medium gluon
dynamics using the same method as in electrodynamics. We introduce the nuclear permittivity
and denote it also byǫ, since this will not lead to any confusion. After that, one should replace
Ea by ǫEa and get

ǫ(divEa − gfabcAbEc) = ρa, curlBa − ǫ
∂Ea

∂t
− gfabc(ǫΦbEc + [AbBc]) = ja. (9)

The space-time dispersion ofǫ is neglected here.

In terms of potentials these equations are cast in the form

△Aa − ǫ
∂2Aa

∂t2
= −ja − gfabc(

1
2
curl[Ab,Ac] +

∂

∂t
(AbΦc) + [AbcurlAc]−

ǫΦb
∂Ac

∂t
− ǫΦbgradΦc −

1
2
gfcmn[Ab[AmAn]] + gǫfcmnΦbAmΦn), (10)

△Φa − ǫ
∂2Φa

∂t2
= −ρa

ǫ
+ gfabc(2AcgradΦb + Ab

∂Ac

∂t
+
∂Φb

∂t
Φc)−

g2famnfnlbAmAlΦb. (11)
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If the terms with coupling constantg are omitted, one gets the set of Abelian equations, that
differ from electrodynamical equations by the color indexa only. The external current is due to
a parton moving fast relative to partons ”at rest”.

The crucial distinction between (7) and (10), (11) is that there is no radiation (the field
strength is zero in the forward light-cone and no gluons are produced) in the lowest order solution
of (7), and it is admitted for (10), (11), becauseǫ takes into account the collective response (color
polarization) of the nuclear matter.

Cherenkov effects are especially suited for treating them by classical approach to (10),
(11). Their unique feature is independence of the coherenceof subsequent emissions on the time
interval between these processes. The lack of balance of thephase∆φ between emissions with
frequencyω = k/

√
ǫ separated by the time interval∆t (or the length∆z = v∆t) is given by

∆φ = ω∆t− k∆z cos θ = k∆z(
1
v
√
ǫ
− cos θ) (12)

up to terms that vanish for large distances. For Cherenkov effects the angleθ is

cos θ =
1
v
√
ǫ
. (13)

The coherence condition∆φ = 0 is valid independent of∆z. This is a crucial property specific
for Cherenkov radiation only. The fields(Φa,Aa) and the classical current for in-medium gluon
dynamics can be represented by the product of the electrodynamical expressions(Φ,A) and the
color matrixTa.

Let us recall the Abelian solution for the current with velocity v alongz-axis:

j(r, t) = vρ(r, t) = 4πgvδ(r − vt). (14)

In the lowest order the solutions for the scalar and vector potentials are relatedA(1)(r, t) =
ǫvΦ(1)(r, t) and

Φ(1)(r, t) =
2g
ǫ

θ(vt− z − r⊥
√
ǫv2 − 1)√

(vt− z)2 − r2⊥(ǫv2 − 1)
. (15)

Herer⊥ =
√
x2 + y2 is the cylindrical coordinate;z symmetry axis. The cone

z = vt− r⊥
√
ǫv2 − 1 (16)

determines the position of the shock wave due to theθ-function in (15). The field is localized
within this cone and decreases with time as1/t at any fixed point. The gluons emission is
perpendicular to the cone (16) at the Cherenkov angle (13).

Due to the antisymmetry offabc, the higher order terms (g3,...) are equal to zero for any
solution multiplicative in space-time and color as seen from (10), (11).

The expression for the intensity of the radiation is given bythe Tamm-Frank formula (up
to Casimir operators) that leads to infinity for constantǫ. Theω-dependence ofǫ (dispersion), its
imaginary part (absorption) and chromomagnetic permeability can be taken into account [17].
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The attempts to calculate the nuclear permittivity from first principles are not very convinc-
ing. It can be obtained from the polarization operator. The corresponding dispersion branches
have been computed in the lowest order perturbation theory [21, 22]. The properties of collec-
tive excitations have been studied in the framework of the thermal field theories (see, e.g., [23]).
The results with an additional phenomenological ad hoc assumption about the role of resonances
were used in a simplified model of scalar fields [20] to show that the nuclear permittivity can
be larger than 1, i.e. admits Cherenkov gluons. Extensive studies were performed in [24]. No
final decision about the nuclear permittivity is yet obtained from these approaches. It must be
notrivial problem because we know that, e.g., the energy dependence of the refractive index of
water [25] (especially, its imaginary part) is so complicated that it is not described quantitatively
in electrodynamics.

Therefore, we prefer to use the general formulae of the scattering theory to estimate the
nuclear permittivity. It is related to the refractive indexn of the mediumǫ = n2 and the latter
one is expressed through the real part of the forward scattering amplitude of the refracted quanta
ReF (0o, E) by

Ren(E) = 1 + ∆nR = 1 +
6m3

πν

E2
ReF (E) = 1 +

3m3
πν

4πE
σ(E)ρ(E). (17)

HereE denotes the energy,ν the number of scatterers within a single nucleon,mπ the pion mass,
σ(E) the cross section andρ(E) the ratio of real to imaginary parts of the forward scattering
amplitudeF (E).

Thus the emission of Cherenkov gluons is possible only for processes with positiveReF (E)
or ρ(E). Unfortunately, we are unable to calculate directly in QCD these characteristics of glu-
ons and have to rely on analogies and our knowledge of the properties of hadrons. The only
experimental facts we get for this medium are brought about by particles registered at the final
stage. They have some features in common, which (one may hope!) are also relevant for gluons
as the carriers of the strong forces. Those are the resonant behavior of amplitudes at rather low
energies and the positive real part of the forward scattering amplitudes at very high energies for
hadron-hadron and photon-hadron processes as measured from the interference of the Coulomb
and hadronic parts of the amplitudes.ReF (0o, E) is always positive (i.e.,n > 1) within the
low-mass wings of the Breit-Wigner resonances. This shows that the necessary condition for
Cherenkov effectsn > 1 is satisfied at least within these two energy intervals. Thisfact was used
to describe experimental observations at SPS, RHIC and cosmic ray energies. The asymmetry
of theρ-meson shape at SPS [26] and azimuthal correlations of in-medium jets at RHIC [27–30]
were explained by emission of comparatively low-energy Cherenkov gluons [31, 32]. The par-
ton density and intensity of the radiation were estimated. In its turn, cosmic ray data [33] at
energies corresponding to LHC require very high-energy gluons to be emitted by the ultrarel-
ativistic partons moving along the collision axis [18, 19].Let us note the important difference
from electrodynamics, wheren < 1 at high frequencies.

The in-medium equations are not Lorentz-invariant. There is no problem in macroscopic
electrodynamics, because the rest system of the macroscopic matter is well defined and its permit-
tivity is considered there. For collisions of two nuclei (orhadrons) it requires special discussion.

Let us consider a particular parton that radiates in the nuclear matter. It would ”feel”
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the surrounding medium at rest if the momenta of all other partons, with which this parton can
interact, are smaller and sum to zero. In RHIC experiments the triggers, that registered the
jets (created by partons), were positioned at 90o to the collision axis. Such partons should be
produced by two initial forward-backward moving partons scattered at 90o. The total momentum
of the other partons (medium spectators) is balanced, because for such a geometry the partons
from both nuclei play the role of spectators forming the medium. Thus the center of mass system
is the proper one to consider the nuclear matter at rest in this experiment. The permittivity
must be defined there. The Cherenkov rings consisting of hadrons have been registered around
the away-side jet, which traversed the nuclear medium. Thisgeometry requires, however, high
statistics, because the rare process of scattering at 90o has been chosen.

The forward (backward) moving partons are much more numerous and have higher ener-
gies. However, one cannot treat the radiation of such a primary parton in the c.m.s. in a similar
way, because the momentum of the spectators is different from zero, i.e. the matter is not at rest.
Now the spectators (the medium) are formed from the partons of another nucleus only. Then
the rest system of the medium coincides with the rest system of that nucleus and the permittivity
should refer to this system. The Cherenkov radiation of suchhighly energetic partons must be
considered there. That is what was done for interpretation of the cosmic ray event in [18, 19].
This discussion shows that one must carefully define the restsystem for other geometries of the
experiment with triggers positioned at different angles.

Thus our conclusion is that the definition ofǫ depends on the geometry of the experiment.
Its corollary is that partons moving in different directions with different energies can ”feel” dif-
ferent states of matter in thesame collision of two nuclei because of the permittivity dispersion.
The transversely scattered partons with comparatively lowenergies can analyze the matter with
rather large permittivity corresponding to the resonance region, while the forward moving par-
tons with high energies would ”observe” a low permittivity in the same collision. This peculiar
feature can help scan the(ln x,Q2)-plane as discussed in [34]. It explains also the different
values ofǫ needed for the description of the RHIC and cosmic ray data.

These conclusions can be checked at LHC, because both RHIC and cosmic ray geometry
will become available there. The energy of the forward moving partons would exceed the thresh-
olds above whichn > 1. Then both types of experiments can be done, i.e. the 90o-trigger and
non-trigger forward-backward partons experiments. The predicted results for 90o-trigger geom-
etry are similar to those at RHIC. The non-trigger Cherenkovgluons should be emitted within
the rings at polar angles of tens degrees in c.m.s. at LHC by the forward moving partons (and
symmetrically by the backward ones) according to some events observed in cosmic rays [32,33].

Let us compare the conclusions for Cherenkov and Mach shock waves. The Cherenkov
gluons are described as the transverse waves while the Mach waves are longitudinal. Up to now,
no experimental signatures of these features were proposed.

The most important experimental fact is the position of the maxima of humps in two-
particle correlations. They are displaced from the away-side jet by 1.05-1.23 radian [35–38].
This requires rather large values ofReǫ ∼ 2 − 3 and indicates high density of the medium
[32] that agrees with other conclusions. The fits of the humpswith complex permittivity are in
progress. The maxima due to Mach shock waves should be shifted by the smaller value 0.955
if the relativistic equation of state is used (cos θ = 1/

√
3). To fit experimental values one must
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consider different equation of state. In three-particle correlations, this displacement is about
1.38 [27–29].

There are some claims [27–30] that Cherenkov effect contradicts to experimental obser-
vations because it predicts the shift of these maxima to smaller angles for larger momenta. They
refer to the prediction made in [20]. However, the conclusions of this paper about the momen-
tum dependence of the refractive index can hardly be considered as quantitative ones because the
oversimplified scalarΦ3-model with simplest resonance insertions was used for computing the
refractive index. In view of difficult task of its calculation discussed above, the fits of maxima
seem to be more important for our conclusions about the validity of the two schemes.

Mach waves should appear for forward moving partons at RHIC but were not found. The
energy threshold ofǫ explains this phenomenon for Cherenkov gluons.
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Introduction

M. Cacciaria, A. Daineseb, A. Geiserc, H. Spiesbergerd
a LPTHE, UPMC Paris
b INFN Legnaro
c Deutsches Elektronen-Synchrotron DESY, Notkestraße 85, 22607 Hamburg, Germany
d University Mainz, Germany

This document is a collection of contributions to the series of workshops, having taken
place during the years 2006 – 2008 at CERN and DESY, on aspects of heavy quark physics
relevant at the transition from the HERA to the LHC eras of experimentation. In three sections
we review recent experimental results from HERA, describe the plans for coming analyses at
the LHC and collect various reports about new results from theoretical work. The present report
extends the proceedings of a previous workshop which are available online 1 and contain also a
general theoretical review of various approaches in heavy quark production to which we refer for
further reference.

The first section below reviews recent measurements of charm and beauty production in
ep collisions at HERA. Heavy quark tagging methods used by the ZEUS and H1 experiments
are described. Cross section results in both photoproduction and deep inelastic scattering are
compared with NLO QCD predictions. In general the data are well described by the calculations.
Studies of charm fragmentation yield compatibility with the assumption of universality at large
transverse momenta, but illustrate some problems with this assumption in the threshold region.
The DIS cross sections receive large contributions from the charm and beauty content of the
proton, F cc̄2 and F bb̄2 . The corresponding most recent measurements are compared to next-to-
leading order QCD predictions using different parameterisations of the theory, and of the gluon
density in the proton.

The tests of the fragmentation function, the gluon density, and details of the theoretical
treatment of the charm and beauty masses performed on the basis of HERA experimental data
are of direct interest to corresponding applications at the LHC. In section two, after reviewing the
main heavy flavour results from experiments at the Relativistic Heavy Ion Collider (RHIC), we
present the expected performance for some of the most significant measurements in the heavy
flavour sector at the Large Hadron Collider (LHC), for the experiments ALICE, ATLAS, and
CMS.

A proper inclusion of heavy quark mass effects in parton distribution function fits has
proved crucial. In the theory part of this document, we present a review of these effects in DIS
and their impact on global analyses and lay out all elements of a properly defined general mass
variable flavor number scheme (GM VFNS) that are shared by all modern formulations of the
problem. We also report about progress in a number of theoretical problems related to exclu-
sive measurements of heavy flavors. These topics include fragmentation functions for charmed
mesons including finite mass effects, fragmentation functions including non-perturbative correc-
tions based on an effective QCD coupling, a discussion of the status of higher-order calculations

1http://www.desy.de/˜heralhc/proceedings/proceedings.html
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for top quark production and for polarized structure functions, heavy quark and quarkonium
production in the Regge limit, double heavy baryon production, tests of time reversal and CP
symmetry in Λb decays, as well as a study of the general properties of massive exotic hadrons
that will be relevant for an understanding of their detection at the LHC.

INTRODUCTION
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Experimental study of heavy flavour production at HERA
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M. Turcatof , A. Yag̈ues-Molinac
a University College London, Gower Street, London WC1E 6BT, United Kingdom
b School of Physics and Astronomy, University of Birmingham -UK
c Deutsches Elektronen-Synchrotron DESY, Notkestraße 85, 22607 Hamburg, Germany
d Max-Planck-Institut f. Physik, Werner-Heisenberg-Institut Muenchen, Germany
e University of Heidelberg - Kirchhoff-Institute for Physics, Im Neuenheimer Feld 227, 69120
Heidelberg, Germany
f Universität Hamburg, Institut für Experimentalphysik,Luruper Chaussee 149, 22761
Hamburg, Germany

Abstract
Recent measurements of charm and beauty production inep collisions
at HERA are reviewed. Heavy quark tagging methods used by the
ZEUS and H1 experiments are described. Cross section results in both
photoproduction and deep inelastic scattering (DIS) are compared with
NLO QCD predictions. In general the data are well described by the
calculations. Studies of charm fragmention yield compatibility with
the assumption of universality at large transverse momenta, but illus-
trate some problems with this assumption in the threshold region. The
DIS cross sections can also be expressed in terms of the charmand
beauty content of the proton,F cc̄

2 andF bb̄
2 . The most recent measure-

ments are compared to next-to-leading order QCD predictions using
different parameterisations of the theory, and of the gluondensity in
the proton. The tests of the fragmentation function, the gluon density,
and details of the theoretical treatment of the charm and beauty masses
are of direct interest to corresponding applications at theLHC.

Coordinator/editor: A. Geiser

1 Charm production at HERA: Experimental overview

Author: A. Jung

1.1 Introduction

Several new measurements of open charm production have beenperformed by the H1 collabora-
tion

• D∗± Production at lowQ2 with the H1 Detector [1,2]

• Measurement of theD∗± Production cross section in Photoproduction with the H1 Detec-
tor using HERA II data [3]

• Study of Charm Fragmentation intoD∗± Mesons in Deep-Inelastic Scattering at HERA [4]
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and by the ZEUS collaboration

• D∗± in DIS and Measurement ofF c
2 [5]

• Measurement ofD∗± Meson Production in DIS ep Scattering at lowQ2 [6]

• Measurement of excited charm and charm-strange mesons production at HERA [7]

• Measurement of the charm fragmentation fractions [8] and fragmentation function [9]

The details of the measurements like the visible range will not be discussed here as they are
given in the literature cited for each measurement. For bothexperiments high statistic charm
event samples are tagged byD∗± mesons reconstructed in the golden decay channel:D∗± →
D0π±slow → K∓π±π±slow. The well known mass difference method reduces symmetric systematic
uncertainties and allows the extraction of theD∗ meson signal by fits out of the background
dominated data samples. Other D mesons can also be identifiedvia their characteristic mass
peaks. In addition to that method charmed mesons likeD+,D+

s mesons are tagged via lifetime
measurements from the high resolution silicon vertex detectors used by both experiments in
HERAII.

The results on the fragmentation function will be discussedin section 2.

1.2 Results of open charm production

The H1 photoproduction analysis [3] makes use of the H1 Fast Track Trigger (FTT) [10, 11]
which enhanced the capabilities of heavy flavor measurements at H1 by a selective on-line track
based event reconstruction [12]. Due to these improvementsthe phase space and the available
statistics of the measurement has been significantly enlarged compared to the previous H1 pho-
toproduction analysis [13].

The large statistics allows precise double differential measurements. For the H1 photo-
production measurement the data are reasonably well described except for special regions of
the phase space and correlations. Especially theWγP dependence is not described by the NLO
prediction using the FFNS. The correlation betweenη andpT as shown in Figure 1 (right) is
compared to the NLO QCD predictions in the FFNS [14] and GM-VFNS; it turns out that the
NLO QCD predictions are able to describe the correlation betweenη andpT in photoproduction.
Nevertheless the NLO predictions show an increasing deficitat forwardη > 0 which is largest
at highpT where theD∗ data prefer the upper edge of the error band. For the photoproduction
regime the relatively large theoretical uncertainty especially at smallpT arises from the scale
variation. For comparison also the double differential measurement in DIS from H1 is shown
on the left side of Figure 1. The H1 DIS analysis [1] uses the full HERAII luminosity. Because
of the large statistics the analysis is almost everywhere dominated by the systematic error. The
use of electron and hadron quantities combined in theeΣ reconstruction method [15] for the
reconstruction of the kinematic variables allows lower inelasticities and smaller systematic un-
certainties compared to previous H1 DIS analyses [2].
The measured single and double differentialD∗ production cross sections are in general well
described by the next-to-leading order QCD predictions in the FFNS. The theoretical uncertainty
of the predictions is dominated by the mass variation of the charm quark but is in general smaller
than in photoproduction because of the additional scaleQ2. The small excess in data at forward
directionsη > 0 (seen previously by H1 [2]) turns out to be located at lowpT as it can be seen
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Fig. 1: The double differential cross section inη(D∗) andpT (D∗) for the DIS (left) and photoproduction (right)

regime compared to the NLO QCD predictions.

in comparison to the NLO prediction for the double differential distribution (see Figure 1 left).
The data are above the predictions for the lowpT region at forward directions which is different
to the photoproduction region where the data prefer the upper edge of the prediction at largepT .
The small discrepancy at forward directions can already be seen in the single differentialη(D∗)
distribution in comparison to the NLO QCD prediction as shown in Figure 2 left. The recent
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Fig. 2: TheD∗ cross section as a function ofη(D∗) as measured by H1 using the luminosity of the whole HERAII
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D∗ measurement from the ZEUS collaboration [5] measures the samepT (D∗) andy region but
covers a slightly larger range inη(D∗) and goes up to largerQ2. The ZEUS result (figure 2 right)
is in good agreement with the NLO QCD predictions and in agreement with the result from H1
within errors.
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A cross section measurement at very lowQ2 for D∗ production in DIS has been preformed by
ZEUS [6] using the beam pipe calorimeter. The overallQ2 range including this new measurement
is shown in figure 3 (left) with a nice agreement to the NLO QCD prediction.
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Fig. 3: TheQ2 distribution including the new ZEUS measurement at very lowQ2 shown right and the fragmentation

fractions as measured by ZEUS and other experiment for various D mesons.

ZEUS has measured the charm production cross section ofD∗,D0,D+,D+
s [8]. in order

to determine the fragmentation fractions of charm into eachmeson. The charm fragmentation
fractions as shown in figure 3 agree with the ones extracted byH1. Because of the agreement
with the fragmentation fractions frome+e− the conclusion is that they do not depend on the hard
subprocess and are in that sense universal.

In addition to the test of the QCD predictions in differential distributions another stringent
test of QCD is possible since theD∗ measurement involves the gluon density which drives the
D∗ production via the BGF production mechanism. Several approaches exist to measure the
gluon density. The well established approach to measure thecharm structure function will be
covered elsewhere. In order to have an impact on the fits of thegluon density it is necessary
that the cross section data have the highest possible precision. At present stage H1 and ZEUS
enter the precision era of charm measurements where a singledifferential distribution has at least
some sensitivity to the proton PDF, e.g. theη(D∗) distribution measured by H1 shows a better
compatibility to the predictions if a proton PDF is used where a gluon density providing a less
steep rise towards smallx is used. However, the significance of the sensitivity is diminished by
the relatively large theoretical uncertainties. The availableD∗ cross section data can also be used
to fit the gluon density directly from the differential distributions inη(D∗), pT (D∗), z(D∗), x,Q2

[16].
In order to further increase the data precision it is possible to combine data from H1 and ZEUS
on the basis of(D∗) cross sections or at the level ofF c

2 extractions. At the level ofF c
2 also the

combination of data within one experiment from differentF c
2 measurement methods, i.e. from

D∗ cross sections and from lifetime measurements, provides additional information.
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1.3 Conclusions

At the present stage H1 and ZEUS enter the precision era of charm measurements with the large
statistic of about0.5 fb−1 per experiment provided by the HERAII running period. Thesedata are
currently analyzed and first preliminary results with high precision are available. In general the
description by the next-to-leading order QCD predictions is reasonable except for some regions
of the phase space. In order to get more insights and to have a significant impact on the fits of the
PDFs the cross section data must be very precise and in addition cover the largest possible phase
space. New results whith such improvements are still expected to come.

2 Study of Charm Quark Fragmentation at HERA

Authors: J. Bracinik, G. Grindhammer, Z. Rúriková

The inclusive cross section for the production of heavy hadrons inep collisions can be
expressed as a convolution of three terms, describing the structure of the proton, the hard subpro-
cess and the transition of partons to colourless heavy and light hadrons. The term describing the
transition of partons to hadrons, also referred to as fragmentation function (FF), contains a non-
perturbative component and thus must be experimentally determined. Charm quark fragmenta-
tion has been already extensively studied ine+e− annihilation experiments, and the parameters
of various phenomenological models (i.e. the Lund string model, independent fragmentation
model), which have been developed to describe the fragmentation process, have been tuned. By
studying the charm quark fragmentation function also inep collisions one can experimentally
test, if the assumed universality of fragmentation functions, i.e. their portability from the calcu-
lation of processes ine+e− to processes inep or pp/p̄, really holds.

Since fragmentation functions describe the longitudinal momentum fraction transferred
from the parton to the hadron they cannot be measured directly. The differential cross section
as a function of suitably defined observables sensitive to the FF has to be measured and used to
extract the parameters of the FF by comparing the data with the prediction of a given model.

The fragmentation of charm quarks intoD∗± mesons inep collisions has been studied by
the H1 [17] and ZEUS [18] collaborations in both deep-inelastic scattering (DIS) and photopro-
duction (PHP), respectively. A so called hemisphere and a jet observable have been used by H1
and a jet observable by ZEUS.

In case of the jet observable, the momentum of the charm quarkis approximated by the
momentum of the reconstructed jet, which includes aD∗± meson, leading to the definition of
zjet = (E + PL)D∗/(E + P )jet, where the longitudinal momentumPLD∗ is defined with respect
to the three-momentum of the jet.

In case of the hemisphere observable, the kinematics of charm production, known to pro-
ceed mainly via photon-gluon fusion, is taken into account.In theγ∗p rest-frame the charm and
anti-charm quarks are moving in the direction of the virtualphoton(see figure 4 left), hence, the
contributions from initial state radiation and the proton remnant can be strongly suppressed by
discarding all particles with momenta pointing to the proton direction. Furthermore, since the
transverse momenta of the charm quarks are balanced in this frame, the remaining particles may
be divided into two hemispheres, one containing the fragmentation products of the charm quark,
and the other one those of the anti-charm quark (see figure 4 right). This division into hemi-
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Fig. 4: Kinematics of charm/anticharm production in theγ∗p rest-frame as used for the definition ofzhem.

spheres is done by reconstructing the thrust axis in a plane perpendicular to theγ∗p-axis. The
particles belonging to the same hemisphere as theD∗± meson are considered to be the products
of the same quark and the sum of their four-momenta is used to approximate the four-momentum
of the original quark, leading to this definition ofzhem = (E + PL)D∗/(E + P )hem.

The ZEUS collaboration performed a measurement of the normalized differential cross
section ofD∗± meson production as a function ofzjet in photoproduction (kinematic rangeQ2 <
1 GeV2 and130 < W < 280 GeV). TheD∗± mesons were reconstructed using the “golden”
decay channelD∗± → D0π±s → K∓π±π±s , requiring|η(D∗±)| < 1.5 andPT(D∗±) > 2 GeV.
Jets were reconstructed using the inclusivek⊥ algorithm, requiring|ηjet| < 2.4 andET,jet >
9 GeV. Since the jets were reconstructed as massless, the jet observable reduces tozjet = (E +
PL)D∗/2Ejet. The contribution ofD∗± mesons from B-hadron decays, which amounts to about
9%, was subtracted using the prediction of the PYTHIA Monte Carlo program.

The H1 collaboration measured the normalizedD∗± meson cross sections as a function of
both zhem andzjet in DIS (2 < Q2 < 100 GeV2 and0.05 < y < 0.7), using the same decay
channel and requiring|η(D∗±| < 1.5 and1.5 < PT(D∗±) < 15 GeV. Jets were reconstructed
using the massive inclusivek⊥ algorithm in theγ∗p rest-frame. The measurement was performed
for two event samples. In the first sample, referred to as the “D∗± jet sample”, the presence of a
jet containing theD∗± with ET,jet > 3 GeV is required as a hard scale. In the second sample,
the “noD∗± jet sample”, no such jet is present. The small1 − 2% contribution ofD∗± mesons
originating from B-hadron decays was estimated with the RAPGAP MC and was subtracted from
the data. Both measurements were corrected for detector andQED radiative effects.

The corrected data, shown in figure 5, were used to fit the parameters of fragmentation
functions for two classes of QCD models: 1) the leading-order + parton shower models as im-
plemented in the Monte Carlo programs RAPGAP (used by H1) andPYTHIA (used by ZEUS),
interfaced with the Lund string model for fragmentation as implemented in PYTHIA, and 2) the
next-to-leading-order (NLO) QCD calculations as implemented in HVQDIS (fixed flavor num-
ber scheme) and used by H1 for DIS, and in FMNR (variable flavornumber scheme) used by
ZEUS for photoproduction, with charm quarks fragmented independently toD∗± mesons. For
comparison of the data with NLO calculations, hadronization corrections have been applied.

The values of the fragmentation function parametersε andα extracted for the Peterson and
Kartvelishvili parametrizations respectively can be found in table 1. The optimal (atχ2

min) frag-
mentation parameter value depends on the settings used for other free parameters of the PYTHIA
model. With the default settings, the parameters extractedby ZEUS and H1 for theD∗± jet sam-

EXPERIMENTAL STUDY OF HEAVY FLAVOUR PRODUCTION AT HERA

HERA and the LHC 279



ple are in good agreement. When using the PYTHIA parameter settings tuned by ALEPH [19]
a harder fragmentation function is needed to describe the data. This can be understood as being
due to a significant fraction ofD∗± mesons produced in decays of higher excited charm states,
provided by the ALEPH setting in contrast to the default setting. The resulting value of the Pe-
terson parameter, extracted by H1 using theD∗± jet event sample, is in agreement with the value
ε = 0.040 extracted by ALEPH from their data. This result is also consistent with the hypothesis
of fragmentation universality inep ande+e− processes.

For H1, in case of the HVQDIS NLO calculation, the data are well described after fitting
the Kartvelishvili parametrization, while when using the Peterson one no satisfactory description
of the data is achieved. In the case of ZEUS, both parametrizations are able to describe the data.

FF parametrization ZEUS: PHP H1: DIS
D∗± jet sample No D∗± jet sample

zjet zjet zhem zhem

PYTHIA with default parameter setting:
Peterson (ε) 0.064± 0.06+0.011

−0.008 0.061+0.011
−0.009 0.049+0.012

−0.010 0.010+0.003
−0.002

Kartvelishvili (α) — 3.1+0.3
−0.3 3.3+0.4

−0.4 7.6+1.3
−1.1

PYTHIA with ALEPH parameter setting [19]:
Peterson (ε) — 0.035+0.007

−0.006 0.029+0.007
−0.005 0.006+0.002

−0.002

Kartvelishvili (α) — 4.3+0.4
−0.4 4.5+0.6

−0.5 10.3+1.7
−1.6

NLO calculations FMNR (PHP) and HVQDIS (DIS):
Peterson (ε) 0.0721+0.0139

−0.0123 0.034+0.004
−0.004 0.070+0.015

−0.013 0.007+0.001
−0.001

Kartvelishvili (α) 2.87+0.33
−0.35 3.8+0.3

−0.3 3.3+0.4
−0.4 6.0+1.0

−0.8

Table 1: Extracted fragmentation function parameters.

The hemisphere observable used by H1 allows to investigate charm fragmentation also
close to the kinematic threshold, by selecting events whichdo not contain aD∗± jet above the
minimal ET cut. The corresponding normalisedD∗± meson cross sections together with the
prediction of RAPGAP with the Kartvelishvili FF fitted to thedata are shown in figure 5 d. The
extracted fragmentation function is found to be significantly harder than the one fitted to the
D∗± jet sample (the dotted line). This can be interpreted as an inadequacy of the QCD model
to provide a consistent description of the full phase space down to the kinematic threshold. The
NLO HVQDIS calculation fails to describe this data sample.
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Fig. 5: NormalizedD∗± meson cross sections as a function of the fragmentation observables: a)zjet as measured

by ZEUS, b)zjet as measured by H1, c) and d)zhem for the “D∗± jet” and the “noD∗± jet” samples. The full and

dashed lines in the H1 sub-figures indicate a variation of±1σ around the best fit value.
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3 Beauty production at HERA

Authors: S. Boutle, M. Turcato, A. Yagües-Molina

3.1 Introduction

At HERA, beauty quarks are produced predominantly via the boson-gluon fusion process, where
a photon emitted by the electron interacts with a gluon in theproton producing abb̄ pair. The
measurements of such interactions are directly sensitive to the gluon density in the proton. Also,
perturbative calculations of these processes should be reliable since the virtuality of the ex-
changed photon,Q2, in the case of deep inelastic scattering (DIS), and the large mass of the
produced quark, in the case of photoproduction, provide a hard scale. Hence, the study ofb
quark production at HERA is a stringent test of perturbativeQuantum Chromodynamics (QCD).
Measurements of such processes made at HERA are relevant forthe LHC since they can test the
precision of the description ofb quark production by theoretical calculations. They also use tag-
ging methods and event topologies which can be used to improve experimental techniques at the
LHC. In the following, recent H1 and ZEUS measurements of beauty production are presented.

3.2 Measurement of beauty photoproduction using semileptonic decays into leptons.

The installation of the silicon Micro-Vertex detector [20](MVD) in the ZEUS detector [21]
during the HERA luminosity upgrade period 2000/2001 allowed the heavy flavour measurements
to reach higher precision. In one such measurement, beauty quarks were tagged by identifying
a muon from theb semileptonic decay. The choice of a muon provides a clean experimental
signature of the events. In this measurement two variables were used to discriminate between
different quark decays. The first is the relative transversemomentum,prel

T , of the muon with
respect to the heavy flavour hadron which for experimental purposes is approximated to the
direction of the jet associated with the muon. This variablecan be used to discriminate between
beauty and charm decays since the mass of the beauty quark is larger, and therefore theprel

T

spectrum for muons coming fromb is harder. The second variable is the signed impact parameter,
δ, of the muon track. The absolute value ofδ is given by the transverse distance of closest
approach of the track to the beam spot, where the beam spot position as a function of time is
evaluated as the mean position of the event vertex over a proper event range. The sign ofδ is
positive if the angle between the axis of the associated jet and the line joining the beam spot to
the point of closest approach of the track is less than90o, and is negative otherwise. The variable
δ reflects the lifetime of the quark and hence can be used to discriminate between charm and
beauty decays and the decays of light quarks. The sign allowsa statistical separation of detector
resolution effects from the effects of the decay lifetime ofthe heavy hadron.

By fitting template distributions from Monte Carlo simulations of theprel
T andδ variables

to the data, the beauty fraction in the data can be extracted and used to calculate cross sections.
The distributions of theprel

T andδ variables are shown in Fig. 6 compared to MC predictions.
The data are well described by the MC simulations.

The measurement presented here is based on a data sample collected during 2005 corre-
sponding to an integrated luminosity of124 pb−1. Photoproduction (Q2 < 1 GeV2) events with
0.2 < y < 0.8, having two jets withpj1,j2

T > 7, 6 GeV, |ηj1,j2| < 2.5 and a muon withpµ
T > 2.5
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Fig. 6: Distribution ofprel
T (left) and muon impact parameterδ (right) of the data compared to the MC distributions

for quarks of different flavour.

GeV and−1.6 < ηµ < 2.3 were selected. The event inelasticity,y, represents, in the proton rest
frame, the fraction of the electron momentum which is transferred to the photon.

Figure 7 shows the distributions of the differential cross sections as a function of the muon
transverse momentum,dσ/dpµ

T , and muon pseudorapiditydσ/dηµ. The results are compared
to the ZEUS HERA-I data1 [22] and to a NLO QCD prediction computed with the FMNR [14]
program and corrected for hadronisation effects. The new results are in agreement with the
previous measurement and compatible with NLO QCD predictions.
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dorapidity,ηµ, (right) for beauty photoproduction in dijet events with a muon. The measurements are compared to

previous results and to NLO QCD predictions corrected for hadronisation effects.

Beauty photoproduction has been also measured using semileptonic decays to electrons or
1HERA-I refers to the data taken from 1996 to 2000 running period, previous to HERA luminosity upgrade.
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positrons [23]. Tagging electrons has the advantage that lower values of the lepton transverse
momentum are reachable. In this analysis, based onL = 120 pb−1 of HERA I data collected
with the ZEUS detector from 1996 to 2000, events were selected in the photoproduction regime,
Q2 < 1 GeV2, having0.2 < y < 0.8, and with at least two jets withEj1,j2

T > 7, 6 GeV,
|ηj1,j2| < 2.5 and an electron coming from the semileptonicb decay withpe

T > 0.9 GeV and
|ηe| < 1.5. For the identification of the electrons and the extraction of the b fraction a likelihood
ratio method was used combining five discriminating variables. Three of them were used mainly
for the lepton identification, and are based on the ionisation energy loss of the particle in the
ZEUS central drift chamber, and on other calorimeter and tracking information. The other two
are the momentum of the electron candidate transverse to thejet direction,prel

T , and the azimuthal
angle between the electron and the missing transverse momentum vector, which corresponds to
the neutrino from the semileptonicb decay. Figure 8 shows the distributions of the differential
cross sections as a function of the electron transverse momentum,dσ/dpe

T , and pseudorapidity,
dσ/dηe. The data are compared with the predictions of the PYTHIA MC program, scaled by a
factor 1.75, and with NLO QCD predictions from FMNR. The shape of the data is well described
by both the MC and the NLO calculations. The NLO predictions describe the normalisation of
the data within the large uncertainties.
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Fig. 8: Differential cross sections as a function of the transverse momentum,pe
T , (left) and pseudorapidity,ηe, (right)

of the electron for beauty photoproduction in dijet events with an electron. The measurements are compared to the

predictions from PYTHIA as well as to NLO QCD calculations corrected for hadronisation effects.

3.3 Measurement of beauty dijet cross sections in photoproduction using inclusive lifetime
tag.

An inclusive measurement of beauty in dijet events in the photoproduction regime [24] is pre-
sented here. The analysis is based on a sample of data collected by the H1 detector during the
years 1999 and 2000 and corresponding to an integrated luminosity of56.8 pb−1. Photoproduc-
tion (Q2 < 1 GeV2) events with0.15 < y < 0.8 and two jets withpj1,j2

T > 11, 8 GeV and
−0.9 < ηj1,j2 < 1.3 were selected.
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Events containing beauty quarks were distinguished from those containing only light quarks
by reconstructing the signed impact parameter,δ, of the charged tracks, i.e. their distances to the
primary vertex, using precise spatial information from theH1 vertex detector. The long lifetime
of b flavoured hadrons lead to larger displacements than for light quark events.

The quantitiesS1 andS2 are defined as the significance,δ/σ(δ), of the track with the
highest and second highest absolute significance, respectively, whereσ(δ) is the error onδ. In
order to reject most of the light quark background and to reduce the uncertainty due to the impact
parameter resolution, the negative bins in the significancedistributions were subtracted from the
positive ones. To extract the beauty fraction, a simultaneous χ2-fit to the subtractedS1 andS2

distributions was performed (see Fig. 9). The differentialcross sections as a function ofpj
T and

ηj , shown in Fig. 10, are extracted using the scale factors obtained from the fit. The results are
compared to different MC predictions and to NLO QCD calculations. The beauty cross sections
are reasonably well described in shape, whereas the NLO QCD prediction seems to lie below the
data.
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Fig. 9: Distributions of the subtracted signed significancefor the sample with at least two tracks reconstructed in the

Central Silicon Tracker.
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Fig. 10: Differential beauty dijet photoproduction cross sections as a function of the transverse momentum of the

jet, dσ/dpj
T , (left) and as a function of the jet pseudorapidity,dσ/dηj , (right). The measurements are compared to

the absolute predictions of PYTHIA and CASCADE as well as to NLO QCD calculations corrected for hadronisation

effects.
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3.4 Beauty production measurement using double tagging techniques

Beauty identification based on a single lepton tagging in dijet events is a powerful tool that allows
to select a large event sample at HERA. However, the request of the presence of two jets in an
event and the high background due to lighter flavour events does not allow the measurement of
b quarks produced at very low transverse momenta, and therefore a total beauty cross section
cannot be extracted. A way to access lowerb-quark transverse momenta is to use double tagging
techniques, by identifying two particles coming from the beauty decay. In this case, the cleaner
event signature reduces significantly the background from non-beauty events.

An analysis [25] using this kind of approach identified beauty in events in which aD∗

and a muon were found in the final state. Charm production is a background to this analysis,
since acc̄ pair in which one of the charm quarks hadronise into aD∗ and the other produces a
muon have a similar signature. However, in charm events the muon and theD∗ lie in opposite
hemispheres, while in the case of beauty production a muon and aD∗ coming from the sameB
hadron lie in the same hemisphere, and in addition have opposite charges. Therefore, beauty and
background can be separated by using the charge correlations and angular distributions of the
muon with respect to theD∗ meson.

The analysis uses a sample ofL = 114 pb−1 of data corresponding to the full HERA I
statistics collected by the ZEUS detector. The visible cross section was evaluated for unlike-sign
D∗-muon events. This cross section was then extrapolated to the parton level and compared to
NLO QCD predictions. No cut on the transverse momentum of theb quark,pb

T , was imposed.
The measured cross section in the kinematic regionQ2 < 1 GeV2, ζb < 1, whereζ is theb-quark
rapidity,0.05 < y < 0.85 is

σ(ep → b(b̄)X) = 11.9± 2.9(stat.)+1.8
−3.3(syst.) nb, (1)

to be compared to a NLO QCD prediction of

σNLO(ep → b(b̄)X) = 5.8+2.1
−1.3 nb. (2)

The measured cross section exceeds the NLO QCD prediction, but is compatible within the
errors.

In another double-tagging analysis [26], events with two muons in the final state were
used to study beauty production. This method has many advantages over the the D*µ analysis.
It has larger statistics due to the higher branching ratio; the kinematic region is larger allowing
the extraction of the total beauty cross section with almostno extrapolation; lower background
induced by charm allowsbb̄ correlations to be measured, testing the contribution of higher orders
in perturbative calculations. The analysis uses114 pb−1 of HERA I data collected by the ZEUS
detector. The data sample is separated into high- and low-mass (isolated and non-isolated), like-
and unlike-sign muon pairs. Since beauty is the only genuinesource of like-sign muon pairs and
fake muon background can give rise to like- and unlike-sign pairs, the beauty contribution can be
determined from the difference between the like- and unlike-sign samples.

The kinematic region for the measurement of the total cross section was kept as large as
possible:−2.2 < ηµ < 2.5, pµ

T > 1.5 GeV for one muon andpµ
T > 0.75 GeV for the other

muon, as well asp > 1.8 GeV for η < 0.6, or (p > 2.5 GeV or pT > 1.5 GeV) for η > 0.6.
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Also in this case, a visible cross section was measured and then extrapolated to the total beauty
cross section. DIS and photoproduction regimes were not separated. The measured total beauty
cross section is

σtot(ep → bb̄X) = 13.9 ± 1.5(stat.)+4.0
−4.3(syst.) nb. (3)

The NLO QCD prediction was obtained by adding the predictions from FMNR and HVQDIS [27]
for the photoproduction and DIS parts, respectively:

σNLO
tot (ep → b(b̄)X) = 7.5+4.5

−2.1 nb. (4)

Also in this case, the NLO QCD prediction is lower than the measured value, but compatible
within the large uncertainties.

Visible differential cross sections were also measured, inthe kinematic region defined by
pµ

T > 1.5 GeV, −2.2 < ηµ < 2.5 for both the muons, in order to ensure a uniform kinematic
acceptance. Figure 11 shows the the differential cross sections as a function of the muon trans-
verse momentum,dσ/dpµ

T , and pseudorapidity,dσ/dηµ. The data are well described in shape by
the theoretical predictions, with a tendency of the NLO QCD calculations to underestimate the
normalisation of the data consistent with the observationsfrom the total cross section.

Fig. 11: Differential cross sectionsdσ/dpµ
T (left) anddσ/dηµ (right) for muons fromb decays in dimuon events. The

measurements (solid dots) are compared to the scaled sum of the predictions by the LO+PS generators PYTHIA and

RAPGAP (histogram) and to the NLO QCD predictions from FMNR⊗ PYTHIA .

3.5 Conclusions

Beauty production at HERA is extensively studied using different analysis techniques. Beauty
tagging with a single lepton gives a high statistics sample for the analyses, and the precision of
the measurements is now comparable or better than that of thetheoretical predictions. The mea-
surements based on electron and muon tagging are affected bydifferent systematic uncertainties,
cover a slightly different kinematic region, and cross check each other. Inclusive analyses based
on lifetime are also being done and will reach their full potential when the full HERAII data
sample will be used. This kind of analyses are sensitive to beauty production also at largepb

T .

For the investigation of the lowerpb
T region, double tagging techniques have been devel-

oped. In this way, the total beauty production cross sectioncan be measured. Although these
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measurements are still affected by a relatively large statistical uncertainty, they show that the dif-
ference between the observed cross sections and the theoretical predictions is not larger at lower
transverse momenta.

The study of beauty production at HERA is significantly testing the precision of the per-
turbative QCD predictions, over a wide range inpT andη of the producedb quarks. The under-
standing of beauty production in terms of perturbative QCD is vital for the future measurements
that will be done at the large hadron collider, where a significant part of the cross section will
consist on beauty.
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4 Experimental Status ofF cc̄
2 and F bb̄

2 at HERA

Authors: Philipp Roloff, Monica Turcato

4.1 Theoretical description

The double differential cross section versusx andQ2 for the production of a heavy quark (charm
or beauty) pair,QQ̄, in deep inelastic scattering can be described by the heavy quark contribu-
tions to the proton structure functions:

d2σQQ̄(x,Q2)
dxdQ2

=
2πα2

Q4x

{
[1 + (1− y)2]FQQ̄(x,Q2)− y2FQQ̄

L (x,Q2)
}

. (5)

In the simplified picture of the quark-parton model (QPM) theelectron scatters off a single
quark in the proton. In this casex can be interpreted as the fraction of the proton momentum
carried by the struck quark. Since heavy quarks can not existwithin the proton due to their high
mass, they are dominantly produced by the boson gluon fusion(BGF) process.

Heavy quark production as described above can be interpreted in two ways: on one hand
it is possible to treat charm and beauty as massive quarks which are produced dynamically in
the scattering process. In this caseF cc̄

2 andF bb̄
2 provide an indirect measurement of the gluon

content of the proton. On the other hand it is possible to consider the splitting of a gluon into
a heavy quark pair to happen within the proton forQ2 ≫ (2mQ)2. Hence hereF cc̄

2 andF bb̄
2

give the virtual charm and beauty content of the proton. As a consequence, the use of i.e.Z
boson production as a luminosity monitor at the LHC requiresa precise knowledge of the beauty
content of the proton.

The large masses (mc,mb ≫ ΛQCD) of the charm and beauty quarks provide an additional
hard scale in perturbative QCD calculations. Different approaches exist to describe the multi
scale problem of heavy quark production inep collisions. In the massive or fixed flavour number
scheme (FFNS) the proton contains only light quarks while charm and beauty are produced
dynamically. Thus the threshold region is handled correctly, but the presence of other large
scales, e.g.Q2 or the transverse momentum of the heavy quarks,pT , can spoil the convergence of
the perturbative expansion. In contrast, charm and beauty are treated as massless partons within
the proton in the zero mass variable flavour number scheme (ZM-VFNS) which can improve
the reliability of the calculations if one of the competing scales becomes large. An interpolation
between both approaches is done in the (general mass) variable flavour number scheme (GM-
VFNS) where heavy flavour production is treated as massive atlow Q2 and massless at high
Q2.

While precise measurements of charm production are feasible using the large HERA II
data sample, the measurements of beauty production are usually limited by the small production
cross section. Since effects due to the higher beauty mass are relevant in a large part of the
phase space accessible at HERA, beauty production might help to improve the understanding of
mass effects for heavy quark production in deep inelastic scattering. A possible scenario is to
“calibrate” theory predictions using beauty production and apply the improvements to charm for
the extraction of the gluon content of the proton.
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4.2 Experimental results onF cc̄
2

The charm contribution to the proton structure functionF2, F cc̄
2 , has been measured at HERA

by the two Collaborations ZEUS [28–31] and H1 [32–35], in a wide kinematic region inx
(0.00002 . x . 0.03) and in the photon virtuality,Q2 (1 < Q2 < 1000 GeV2).

Charm production at HERA can be tagged in different ways. In the so-calledgolden mode
aD∗(2010) meson is reconstructed through its decayD∗+ → D0π+ → K−π+π+ (+c.c.). Other
charmed mesons can also be reconstructed: the most copiously produced areD0, D±, Ds. The
production cross sections of all these mesons can be measured in a defined kinematic region, and
the total charm cross section can then be extracted by extrapolating the measurements to the full
phase space. This extrapolated cross section is then used toevaluateF cc̄

2 . Both the ZEUS and the
H1 Collaborations have used this method to extractF cc̄

2 from D mesons cross sections. Charm
tagging with mesons gives a clean signature of charm production, but the extrapolation to the
total charm cross section can be large, especially in the lowQ2 region (as an example, at ZEUS
typical extrapolation factors range from∼ 4 in the low-Q2, low-x region to 1.5 at high-Q2 [28]).

An alternative method to tag charm production takes advantage of the long lifetime of
the charmed particles, by reconstructing secondary vertices fromD-meson decay products, or,
in inclusive analyses, by identifying tracks having impactparameter,δ, significantly displaced
from the event vertex. The secondary vertex reconstructionfor D± andD0 mesons has been
used by the ZEUS Collaboration to enhance the signal to background ratio, and therefore the
statistical precision, of the measurement [31]. On the other side, fully inclusive analyses use the
significance of the impact parameter of the highest impact parameter tracks to separate charm
and beauty from light flavour production [33, 34], since heavy flavours show a longer tail in the
positive side of this distribution. The fraction of charm and beauty in an inclusive data sample
can therefore be extracted by fitting the significance distribution to the contributions from beauty,
charm, and lighter quarks. This method has been used by the H1Collaboration to obtain some
of the results presented here [33–35].

The advantage of the inclusive method is that the kinematic region for the measurement
of charm production is significantly enlarged, and therefore the extrapolation needed for the
measurement ofF cc̄

2 is strongly reduced.

The program HVQDIS [27] is the only program which is able to provide theoretical pre-
dictions forD meson production cross sections at NLO accuracy in perturbative QCD. It was
used by the ZEUS and H1 Collaborations to extrapolate the measured cross section for a partic-
ular D meson final state toF cc̄

2 . In this program, the production of heavy flavours is performed
using the fixed flavour number scheme. The ZEUS and H1 measurements ofF cc̄

2 extracted in
this way should therefore be compared with NLO QCD predictions evaluated in the FFNS.

The results forF cc̄
2 (x,Q2) are shown in Fig. 12. In the figure the ZEUS and H1 mea-

surements, obtained from charmed meson production, are compared with the H1 results from
inclusive lifetime measurements. The agreement between the experiments is good, validating
the two different analysis procedures. The data rise with increasingQ2, with the rise becoming
steeper at lowerx.

The data are also compared with perturbative QCD predictions at NLO. Two different
parameterisations of the proton PDFs have been used for the NLO QCD calculations, in or-
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Fig. 12: The measuredF cc̄
2 at x values between 0.00003 and 0.03 as a function ofQ2. The data are shown with

statistical uncertainties (inner bars) and statistical and systematic uncertainties added in quadrature (outer bars). The

data are compared with next-to-leading order QCD predictions, evaluated using different proton PDFs.

der to check the sensitivity of the predictions to differentgluon densities: CTEQ5F3 [36] and
MRST2004FF3 [37]. The charm data are in general well described by NLO QCD: this shows
that the proton PDFs, which are extracted mainly from inclusive scattering data, are also able
to describe reasonably well charm production. The two PDFs show differences in the lowx re-
gion, demonstrating the sensitivity of the measurement to different parameterisation of the gluon
density in the proton.

4.3 Experimental results onF bb̄
2

The beauty contribution to the inclusive structure function F2 was measured by the ZEUS Collab-
oration using muons and jets and by the H1 Collaboration fromlifetime information of displaced
tracks.

The ZEUS Collaboration measured beauty production in events with a muon and a jet,

EXPERIMENTAL STUDY OF HEAVY FLAVOUR PRODUCTION AT HERA

HERA and the LHC 291



using a data sample ofL = 39 pb−1. The fraction of beauty quarks in the data was derived using
the distribution of the transverse momentum of the muon relative to the axis of the associated
jet, prel

T [38]. Due to the larger mass of the beauty quark, muons originating fromb decays tend
to higher values ofprel

T compared to muons from charm and light flavour decays. The beauty
contribution toF2, F bb̄

2 , was obtained by extrapolating the double differential cross sections as a
function ofQ2 andx to the full phase space using the HVQDIS program, as for the extraction of
F cc̄

2 from the visible cross sections forD meson production. Here extrapolation factors between
3 and 6 decreasing withQ2 had to be applied.

The H1 collaboration extractedF bb̄
2 in a fully inclusive analysis based on information from

the Central Silicon Tracker. The impact parameter significance of tracks in the transverse plane
was used in a fit to extract the (charm and) beauty fractions inthe considered data sample [35].
Due to the long lifetime of theB hadrons, it is possible to distinguish the position of the decay
vertices of these particles from the primary interaction vertex. As a consequence, tracks origi-
nating from beauty decays exhibit large positive impact parameters compared to tracks coming
from lighter quarks. An advantage of the inclusive lifetimemethod is that the extrapolation to the
full phase space is smaller. Recent results from the HERA II period were combined with earlier
measurements [33,34].

The results obtained by the H1 and ZEUS Collaborations are summarised in Fig. 13. The
reduced cross section

σ̃bb̄ = F bb̄
2 − y2

1 + (1− y)2
F bb̄

L , (6)

is shown as a function ofx for different values ofQ2. Although very different methods have
been used, the results are in agreement within the large errors.

The data are compared to NLO QCD predictions using differentschemes [39]. The
CTEQ5F4 [36] is done in the FFNS, while MRST04 [40], MRST NNLO[41] and CTEQ6.5 [42]
implement the VFNS. At low values ofQ2 andx the predictions of the CTEQ and MRST groups
differ up by a factor two, but the present statistical accuracy of the data does not allow to dis-
criminate between the different calculations. A better precision of the data is needed in order to
better understand the different aspects of the theoreticalcalculations and to disentangle between
different approaches.

4.4 Conclusions and outlook

Both experiments, H1 and ZEUS, collected a data sample of about 0.5 fb−1. The analysis of
the full HERA I+II dataset will increase the available statistics by a factor of 2 to 10, depending
on the analysis. The combination of different heavy flavour tagging methods (e.g. differentD
mesons for charm, different leptons for beauty, inclusive analyses) can further improve the preci-
sion of the measurements, keeping also into account the factthat the systematic uncertainties of
different tagging techniques are at least partially uncorrelated. The final step is the combination
of the ZEUS and H1 data into a single measurement: this will again double the available dataset.

New detector components, which allow to extend the kinematic range of theF cc̄
2 andF bb̄

2

measurements, were installed for the HERA II data taking period. The forward region can be
studied using the ZEUS Straw Tube Tracker and Forward Microvertex Detector while the H1
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predictions are compared to the data.

Backward Silicon Tracker gives access to the backward region.

Significant improvement in the precision of the measurements is therefore possible and
will be reached by the final HERA analyses. The new beauty measurements will be of help to
understand some aspects of the theory that will be then implemented for the description of charm
production. A final combined ZEUS+H1 measurement of charm production could be used in the
PDF fits and will hopefully help to learn something more on thegluon density in the proton.
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Abstract
After reviewing the main heavy flavour results from experiments at the
Relativistic Heavy Ion Collider (RHIC), we present the expected per-
formance for some of the most significative measurements in the heavy
flavour sector at the Large Hadron Collider (LHC), for the experiments
ALICE, ATLAS, and CMS.

Coordinator: A. Dainese

1 Heavy flavour physics at RHIC

Author: A. Mischke

1.1 Introduction

Measurements at RHIC have revealed strong modification of the jet structure in high-energy nu-
clear collisions due to the interaction of hard scattered partons with the hot and dense medium
created in these reactions. The study of heavy-quark (charmand bottom) production in the
medium offers unique opportunities for the investigation of the properties of the Quark-Gluon
Plasma (QGP). Heavy quarks are believed to be produced predominantly in hard scattering pro-
cesses in the early stage of the collision, and they probe theproduced medium as they propagate
through it [1]. Due to their higher mass, the penetrating power is much higher for heavy quarks
than for light quarks, providing a sensitive probe of the medium. The energy loss of heavy quarks
in the medium is expected to be smaller compared to light quarks due to the mass dependent sup-
pression of the gluon radiation under small angle, known as the dead-cone effect [2,3].

∗On leave from ITEP, Moscow, Russia

296 HERA and the LHC



Number of Binary Collisions
1 10 210 310

) 
[m

b
]

ccσ
C

ro
ss

 S
ec

ti
o

n
 (

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

STAR d+Au

STAR Au+Au MinBias
STAR Preliminary

STAR Au+Au Central
STAR Preliminary

NLO Prediction (method 2)

NLO Upper Bound (method 2)

NLO Lower Bound (method 2)

PHENIX p+p PHENIX Au+AuPHENIX p+p

New Cu+Cu Result
STAR Preliminary

Fig. 1: (left panel) Comparison of total charm cross sectionmeasurements. The STAR (red symbols in on-line version)

and PHENIX results (blue symbols in on-line version) are given as cross section per binary collisions. The dashed
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number of binary collisions for different collisions systems, compared to NLO calculations (horizontal lines).

1.2 Total charm cross section

The total charm cross section is currently determined through basically three different measure-
ments: direct reconstruction ofD mesons, muons and electrons. Electron identification in the
PHENIX experiment is based on the Ring Imaging Cherenkov detector (RICH) in conjunction
with a highly granular calorimeter. The particle momentum is measured by drift and pad cham-
bers. The subtraction of the electron background (mainly from photons,π0 andη) is performed
by the converter and the cocktail methods [4, 5], which give similar results. In the STAR ex-
periment, electrons are identified using thedE/dx and momentum measurements from the TPC
together with the Time of Flight (ToF) information at lowpT (< 4 − 5 GeV/c) and energy (E)
and shower shape measurement in the electromagnetic calorimeter (EMC) at high-pT (> 1.5
GeV/c). The background contribution to the electrons from photonic sources are subtracted sta-
tistically [6].

The total charm cross section is extracted from a combined fitto the measured particle
spectra. The STAR data are from combined fits to hadronic and semileptonic decay data. The
PHENIX data are from semileptonic decay measurements only.The total cross sections from
STAR and PHENIX are compared to results at other energies andto NLO calculations [7] in
Fig. 1 (left panel). The descrepancy between STAR and PHENIXis under investigation. The data
agree with the NLO prediction on the total charm cross section. The large theoretical uncertainty
leads to a little predictive power in the total charm cross section. Fig. 1 (right panel) depictes the
charm cross section divided by the number of binary collisions for different collisions systems.
Within errors, the charm cross section for the different collisions systems follows binary collisons
scaling, supporting the assumption that charm is predominantely produced by hard scattering in
the initial state of the collision.

EXPERIMENTAL STUDY OF HEAVY FLAVOUR PRODUCTION AT RHIC AND LHC

HERA and the LHC 297



partN
0 50 100 150 200 250 300 350 400

A
A

R

0.0

0.5

1.0

1.5

partN
0 50 100 150 200 250 300 350 400

A
A

R

0.0

0.5

1.0

1.5

 > 3.0 GeV/c        
T

STAR Au+Au for p

 > 6.0 GeV/c        
T

STAR Au+Au for p

 > 3.0 GeV/c        
T

Phenix Au+Au for p

 > 6.0 GeV/c        
T

 pchSTAR h

 > 4.0 GeV/c        
T

 p0πPhenix 

(a)

 (GeV/c)
T

p
0 2 4 6 8 10

A
A

R

-110

1

STAR Au+Au 0-5% (nucl-ex/0607012)  
Phenix Au+Au  0-10% (nucl-ex/0611018)

/dy = 1000 (I)gDVGL Rad dN

/fm (II)2= 10 GeVqBDMPS c+b 
DGLV Rad+EL (III)
van Hees Elastic (IV)
DGLV charm Rad+EL (V)
Collisional dissociation (VI)

(b)

Fig. 2: Nuclear modification factorRAA of non-photonic electrons in Au+Au collisions. (a)RAA as a function of

Npart. (b)RAA as a function ofpT for the most central collisions.

1.3 Heavy-quark energy loss in hot and dense QCD matter

Nuclear effects are typically quantified using the nuclear modification factorRAA where the par-
ticle yield in Au+Au collisions is divided by the yield inpp reactions scaled by the number of
binary collisions.RAA = 1 would indicate that no nuclear effects, such as Cronin effect, shad-
owing or gluon saturation, are present and that nucleus-nucleus collisions can be considered as
a incoherent superposition of nucleon-nucleon interactions. The averageRAA for high-pT non-
photonic electrons as a function of participating nucleons(Npart) is illustrated in Fig. 2(a). The
STAR and PHENIXRAA for non-photonic electrons are consistent with each other and shows an
increasing suppression from peripheral to central Au+Au collisions, indicating an unexpectedly
energy loss of heavy quarks in the medium in contradiction toexpections from the dead-cone
effect. The suppression is similar to the one observed for light-quark hadrons, indicated by the
shaded area in the figure. Fig. 2(b) shows thepT dependenceRAA of non-photonic electrons in
central Au+Au collisions. A strong suppression of a factor of ∼ 5 is observed forpT > 6 GeV/c.
TheRAA is compared to several theoretical model calculations [4,6]. The observed suppression
is overpredicted by the models using reasonalbe model parameters. The data is described rea-
sonably well if the bottom contribution to the electrons is assumed to be small. Therefore, the
observed discrepancy could indicate that theB dominance overD mesons starts at higherpT. A
possible scenario forB meson suppression invokes collisional dissociation in themedium.

1.4 Heavy-quark azimuthal correlations

The measurement of the relative charm and bottom contributions to the non-photonic electrons is
essentail for the interpretation of the non-photonic electron spectra. Azimuthal angular correla-
tions between non-photonic electrons and hadrons allow to indentify the underlying production
process [8]. Heavy flavours have, in general, a harder fragmentation function than gluons and
light quarks, making the near-side correlation more sensitive to the decay kinematics. For the
same electron transverse momentum the near-sidee−hadron angular correlation fromB decays
is much broader than that fromD decays. Fig. 3 (left panel) shows the azimuthal correlation

M. BIASINI, C. BOMBONATI, G.E. BRUNO, E. LYTKEN, A. MISCHKE, C. ROSEMANN, . . .

298 HERA and the LHC



 / ndf 2χ  29.09 / 29
B/(B+D)   0.0649± 0.2819 

ϕ∆
-3 -2 -1 0 1 2 3

tr
ig

N⁄
ch

N

0

0.05

0.1

0.15

0.2

0.25

 / ndf 2χ  29.09 / 29
B/(B+D)   0.0649± 0.2819 

STAR Preliminary

(asso) > 0.3 GeV/c
T

(trig) < 3.5 GeV/c, P
T

2.5 < P

) [rad]0(e,Dφ∆
0 1 2 3

]
-1

 [
ra

d
φ∆

1/
tr

ig
 d

N
/d

0

0.005

0.01

0.015

0.02

0.025

 3 GeV/c≥ ele

T
p+p 200 GeV, p
PYTHIA, charm+beauty (fit)
MC@NLO, charm+beauty (fit)

STAR preliminary

 (GeV/c)
T

p
2 4 6 8 10

B
/(

B
+D

)

0

0.2

0.4

0.6

0.8

1

1.2

1.4
 (PYTHIA fit)0e-D
 (MC@NLO fit)0e-D

e-h, Run5 (PYTHIA fit)
e-h, Run6 (PYTHIA fit)
PHENIX e-h, Run5+6 (PYTHIA fit), prel.
FONLL

STAR preliminary

 = 200 GeVsp+p @ 

Fig. 3: (left panel)e−hadron azimuthal correlation distribution in 200 GeVpp collisions, compared to PYTHIA

simulations (colored curves). (middle panel)e−D0 azimuthal correlation distribution for like-signe−K pairs. The

grey histogram (dashed line) illustrates results from PYTHIA (MC@NLO) simulations. (right panel) Relative bottom

contribution to the total non-photonic electron yield derived from e−D0 and e−hadron correlations, compared to the

uncertainty band from a FONLL calculation.

function of non-photonic electrons and hadrons inpp collisions at
√
s = 200 GeV. The data is

fitted with a linear combination of the simulated charm and bottom distribution, obtained from
PYTHIA simulations, to extract the relative bottom contributionB/(B+D). Similar studies are
performed fore−D0 azimuthal correlations [8] (cf. Fig. 3, middle panel). Moreover, it has been
shown that higher order sub-processes like gluon splittingmay have a significant contribution to
the near-side correlation. This contribution is studied byindentifying the D* content of jets [8].
The results indicate that gluon splitting tocc̄ pairs contributes about5% of the open charm pro-
duction observed at RHIC, consistent with predictions fromMC@NLO calculations [9].

The relative bottom contributionB/(B + D) is shown in Fig. 3 (right panel) together
with predictions from FONLL calculations [10]. These data provide convincing evidence that
bottom contributes significantly (∼ 50%) to the non-photonic electron yields at high-pT. Further
studies have to show whether these findings imply substantial energy loss of bottom quarks in
the produced medium.

1.5 Summary and conclusions

The measured total charm cross section follows binary collisions scaling as expected from the
assumption that charm is produced exclusively in initial hard scattering processes. The high-pT

suppression of the non-photonic electron yield in Au+Au collisions is much larger than expected.
Theoretical explanations are yet inconclusive. The bottomcontribution in the non-photonic elec-
tron spectrum is studied bye−hadron ande−D0 correlations. First measurements on the charm
content in jets shows that the gluon splitting contributionis small at RHIC. Detailed and system-
atic studies will be possible with heavy flavour measurements in the ALICE experiment at the
CERN-LHC [11].
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2 Heavy flavour program of the ALICE experiment at the LHC

Authors: C. Bombonati, G.E. Bruno, and D. Stocco

2.1 Introduction

The Large Hadron Collider (LHC) will produce proton–proton, Pb–Pb , other lighter systems like
Ar–Ar and proton induced nucleus collisions up to the energies corresponding to the maximum
magnetic rigidity of23, 350Tm (e.g., proton–proton and Pb–Pb collisions at centre-of-mass
energy per nucleon–nucleon

√
sNN = 14TeV and5.5TeV, respectively). ALICE [12, 13] is

the dedicated heavy-ion experiment at the LHC; its main physics goal is the study of strongly-
interacting matter in the conditions of high-energy density (> 10GeVfm−3) and high temper-
ature (>∼ 0.2GeV) over large volume (102–103 fm3), expected to be reached in central Pb–Pb
collisions. The ALICE apparatus [12, 13] has excellent capabilities for heavy-flavour measure-
ments, for both open heavy-flavoured hadrons and quarkonia.In this paper, we shall limit the
discussion to the detection of open charm and beauty in the central barrel (section 2.2) and of
quarkonium states at forward rapidity (section 2.4), with an emphasis on the proton–proton col-
lisions. Therefore only the detectors involved in these analyses are described in the following.

The ALICE central barrel covers the pseudo-rapidity region−0.9 < η < 0.9 and is
equipped with tracking detectors and particle identification systems embedded in a magnetic field
B = 0.5 T. The combined information from the central barrel detectors allows to track charged
particles down to low transverse momenta (lowpT cut-off ≈ 100 MeV/c) and provides hadron
and electron identification as well as an accurate measurement of the positions of the primary
(interaction) vertex and of the secondary (decay) vertices. The main tracking detector is the Time
Projection Chamber (TPC) which provides track reconstruction and particle identification viadEdx .
The Inner Tracking System (ITS) is the innermost central barrel detector and is composed of six
cylindrical layers of silicon detectors. The two layers closest to the beam pipe (at radii of≈ 4 and
7 cm) are equipped with pixel detectors, the two intermediate layers (radii≈ 15 and 24 cm) are
made of drift detectors, while strip detectors are used for the two outermost layers (radii≈ 39 and
44 cm). The ITS is a key detector for open heavy-flavour studies because it allows to measure
the track impact parameter (i.e. the distance of closest approach of the track to the primary
vertex) with a resolution better than 50µm for pT > 1.3GeV/c, thus providing the capability to
detect the secondary vertices originating from heavy-flavour decays. Two other systems play an
important role in the heavy-flavour analyses as far as particle identification is concerned. They
are the Transition Radiation Detector (TRD) for high-momentum electron identification and the
Time-Of-Flight (TOF) for pion, kaon and proton separation.All these four detectors have full
azimuthal coverage.

The detection of heavy quarkonia in the di-muonic decay channel is performed by the
ALICE Muon Spectrometer in the forward pseudo-rapidity region 2.5 < η < 4. The detector
consists of five tracking stations with two planes of Multi-Wire Proportional Chambers each,
with a spatial resolution of about100 µm, a dipole magnet with an integral field of 3 Tm and
two trigger stations of Resistive Plate Chambers placed behind an iron-wall muon filter with a
thickness of about 7 interaction lengths. The system is completed by a front absorber of com-
posite material, predominantly made of carbon and concrete, which is placed at 90 cm from the
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interaction vertex to reduce the free decay length of pions and kaons, and a beam shield made of
tungsten, lead and stainless steel to protect the chambers from particles and secondaries produced
at large rapidities. The spectrometer can detect quarkoniadown topT = 0 and is designed to
achieve an invariant-mass resolution of 70 (100) MeV/c2 at 3 (10) GeV/c2, needed to resolve the
J/ψ (Υ) resonances.

2.2 Open heavy flavour in the ALICE Central Barrel

Heavy flavours are produced in initial parton-parton interactions, in the early stage of the colli-
sion. Their production can be calculated to a reasonable degree of precision within pQCD and
they offer the possibility to explore the properties of the medium created in the collision with
probes of known mass and colour charge. The energy loss by gluon radiation, for instance, is
expected to be parton-specific (stronger for gluons than forquarks due to the larger colour charge
of gluons) and flavour-specific (stronger for lighter than for heavier quarks, due to the dead cone
effect [14,15]). In addition, the measurement of open heavy-flavour production is of an essential
practical interest for quarkonium physics as well, both as anatural reference and B meson decays
being a sizable source of non-prompt J/ψ in high energy collisions.

In figure 4 we compare schematically the ALICEpT vs. η acceptance for charm (c)
and beauty (b) hadrons to that of the other LHC experiments, for proton–proton collisions at√
s = 14 TeV. In this plot the highpT reach is the one expected for one year of running

at nominal luminosity (note that the value of the luminosityis different for each experiment:
1034 cm−2s−1 for ATLAS and CMS, 2–5×1032 cm−2s−1 for LHCb, and3 × 1030 cm−2s−1

for ALICE). ATLAS and CMS have similar acceptance for beautymeasurements. On one hand,
their minimum accessiblepT is larger than for ALICE because of the strong magnetic fieldsand
the larger material budget in the inner tracking detectors;on the other hand, the strong magnetic
fields, together with the high luminosity, allow those experiments to cover transverse momenta
up to 200–300GeV/c. In terms of acceptance for beauty measurements, ALICE overlaps with
ATLAS and CMS at central rapidity and with LHCb at forward rapidity. The moderate magnetic
field allows measurements down to transverse momenta of lessthan 1GeV/c for charmed and
beauty hadrons in the central barrel1.

For the performance study presented here, we assume the baseline heavy-flavour produc-
tion cross sections and yields presented in the ALICE Physics Performance Report,Volume II [13].
Those values are obtained from the pQCD calculations at fixednext-to-leading-order (FO NLO)
implemented in the HVQMNR program [16]; note that the cross sections have a theoretical un-
certainty of about a factor 2 [13].

2.2.1 Exclusive charm meson reconstruction

Among the most promising channels for open charm detection are theD0 → K−π+ (cτ ≈
120 µm, branching ratio≈ 3.8%) andD+ → K−π+π+ (cτ ≈ 300 µm, branching ratio≈
9.2%) decays. The detection strategy to cope with the large combinatorial background from
the underlying event in Pb–Pb is based on the selection of displaced-vertex topologies [13,

1The study of the channelB → J/ψ + X, discussed in section 2.3, should allow a determination of the pT

differential cross section of B hadrons down topT ≈ 0.
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Fig. 4: Schematic acceptance in transverse momentum and pseudorapidity for open heavy flavour hadrons (indicated

as Q-hadrons) in the four LHC experiments. The high-pT coverages correspond to one year (i.e. 7 months) of running

at nominal luminosity.

17]. An invariant-mass analysis is used to extract the raw signal yield, to be then corrected for
selection and reconstruction efficiency and for detector acceptance. As shown in figure 5 (left),
the accessiblepT range for theD0 is 1–20 GeV/c in Pb–Pb and0.5–20 GeV/c in proton–proton,
with statistical errors better than 15–20% at highpT. A similar performance is expected for the
D+ (right-hand panel), though at present the statistical errors are estimated only in the range
1 < pT < 8 GeV/c. The systematic errors (acceptance and efficiency corrections, centrality
selection for Pb–Pb ) are estimated to be smaller than 15%.

2.2.2 Beauty detection via displaced electrons

Beauty detection via electron-identified tracks with a displacement with respect to the primary
collision vertex is favoured by the large semi-electronic branching ratio (b.r. ≈ 11% [18])
and by the significant mean proper decay length (cτ ≈ 500 µm [18]) of beauty hadrons.
The main sources of background for the signal of beauty-decay electrons are: decays of pri-
mary D mesons, which have a branching ratio of≈ 10% in the semi-electronic channels [18],
and have an expected production yield larger by a factor about 20 with respect to B mesons
(N cc ≈ 1.6 × 10−1/ev andN bb ≈ 7.2 × 10−3/ev [13]); di-electron decays of vector mesons (ρ,
ω, φ) and Dalitz decays of pion andη mesons (e.g.,π0 → γe+e−); conversions of photons in the
beam pipe or in the inner layers of the ITS; charged pions misidentified as electrons.

Events were generated using PYTHIA [19]. We evaluated the required statistics at about
107 proton–proton minimum-bias events at

√
s = 14 TeV, 106 proton–proton events containing a
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cc pair and106 proton–proton events containing abb pair. For the background, we used a sample
of 6×106 minimum-bias proton–proton events. For the proton–protonevents with a heavy-quark
pair, we used the same PYTHIA settings as for the minimum-bias events, without forcing heavy-
flavour production, but selecting events containing acc or bb pair (in oder to obtain a realistic
underlying-event multiplicity). Since the resulting shapes of the charm and beauty quarkspT

distributions are different from those given by NLO pQCD predictions [16] we reweighted the
decay electrons in order to match the baseline shapes. The samples, for background and for
proton–proton events with a heavy-quark pair, were normalized to one proton–proton event.

Figure 6 shows the distributions of the signal and of the different background sources, in
impact parameter, defined in the plane transverse to the beamdirection, (d0) and in transverse
momentum (pT). The detection strategy is adapted from that developed forPb–Pb collisions [20]
and is based on three steps:

1. Electron identification. Electrons can be efficiently separated from hadrons by combining
the PID capabilities of the TPC, and of the TRD. Here we assumefor the proton–proton
case the same electron PID performance as expected in Pb–Pb collisions [20]. Under the
assumption ofeTRDeff = 90% electron identification probability, the TRD is expected to

reject 99% of the charged pions (πTRDeff = 10−2 misidentification probability) and fully
reject heavier charged hadrons, forp > 1 GeV/c. Using the information from the TPC,
the probability of pion misidentification can be further reduced by a factor of a hundred
at low momentum. As the momentum increases and charged pionsapproach the Fermi
plateau indEdx , the additional pion rejection from the TPC decreases and becomes marginal
atp ≃ 10 GeV/c.

2. Primary vertex reconstruction. Due to the TPC and SDD drift speed limitations, during
LHC proton–proton runs, the luminosity at the ALICE interaction point has to be kept
belowLmax≃ 3×1030 cm−2s−1 [12]. When the LHC luminosity will be larger than this
value (the design luminosity is about a factor104 higher), the luminosity at the ALICE
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Fig. 6: Beauty and charm decay electrons (top), electrons from other sources and charged pions (bottom), as a function

of |d0| (left) andpT (right). Here,|d0| is calculated with respect to the true primary vertex position, known from

simulation.

interaction point will have to be reduced, for instance by defocusing the beams, i.e. by
enlarging their transverse size up toσx,y ∼ 150 µm. The primary vertex position will be
reconstructed on an event-by-event basis, using measured tracks, with an expected resolu-
tion of about70 µm in x andy on average [21].

3. Impact parameter cut. Because of the large mean proper decay length (≈ 500 µm) of
beauty mesons, their decay electrons have a typical impact parameter of a few hundred
microns with respect to the primary vertex. A cut|d0| >∼ 200 µm allows to reject a large
fraction of the background (see Fig. 6). We have optimized the value of this cut as a
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Fig. 7: Differential cross section forD0 (left) and B meson (right) production as it can be measured with 109 p–p
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errors (outer bars) are shown; the 9% normalization error isnot shown. The theoretical predictions from the three

pQCD calculations (see text), with their uncertainties arealso shown for comparison with the expected experimental

sensitivity.

function of the transverse momentum in order to minimize thetotal errors (statistical and
systematic).

To extract the electrons cross section we first apply our cutsto the “measured” electrons.
On this selected sample we subtract the residual background(estimated from the charm and pions
measurements) and we apply the corrections for efficiency and acceptance. We infer thepminT -
differential cross section for beauty mesons,dσB(pT > pminT )/dy, from the beauty electrons
cross section using a procedure similar to that developed bythe UA1 Collaboration [22]. The
method, described in detail in Refs. [13, 20, 23], is based onMonte Carlo simulation and relies
on measured B meson decay kinematics.

2.2.3 Results

Figure 7 presents the expected ALICE performance for the measurement of thepT-differential
cross section ofD0 mesons (left) and thepminT -differential cross section of B mesons,dσB(pT >
pminT )/dy vs. pminT averaged in the range|y| < 1. For illustration of the sensitivity in the
comparison to pQCD calculations, we report in the same figurethe predictions and the theoretical
uncertainty bands from three approaches [24]: collinearly-factorized FO NLO, as implemented in
the HVQMNR code [16], Fixed Order Next-to-Leading Log (FONLL) [25] andkt-factorization,
as implemented in the CASCADE code [26]. It can be seen that the expected ALICE performance
for 109 events will provide a meaningful comparison with pQCD predictions.

2.3 Beauty in the J/ψ channel

Simulation studies are in progress to prepare a measurementof the fraction of J/ψ that feed-down
from B decays. Such measurement can be performed by studyingthe separation of the dilepton
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pairs in the J/ψ invariant-mass region from the main interaction vertex. The analysis should
provide a measurement of the beautypT-differential cross section down topT ≈ 0. The pseudo-
proper decay time,x = Lxy · M(J/ψ)/pT, whereLxy is the signed projection of the J/ψ flight
distance on its transverse direction,Lxy = ~L · ~pt(J/ψ)/|pT|, can be used to separate J/ψ from the
B decay products from that of prompt decays, as shown in figure8 for proton–proton collisions.
In this expression, theM(J/ψ) is taken as the known J/ψ mass [18].
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2.4 Quarkonia detection in the ALICE Muon Spectrometer

The ALICE experiment will detect heavy quarkonia both at central rapidity in the di-electronic
decay channel and at forward rapidity in the di-muonic one. The latter channel will be discussed
here.

Quarkonia cross sections at LHC energies are provided by theColor Evaporation Model
(CEM) [27]. In this model, the quarkonia cross section is theproduct of theQQ cross section
times a transition probability (FC) which is specific to each state (C) but independent of the
energy. Ground state cross sections are the sum of direct production and feed-down from higher
mass resonances below the thresholds for heavy-flavoured meson production (H = B or D). At
leading order:

σCEM
C = FC

∑

i,j

∫ 4m2
H

4m2
Q

dŝ
∫

dx1dx2 fi/A(x1, µ
2)fj/B(x2, µ

2)σ̂ij(ŝ)δ(ŝ − x1x2s) (1)

whereA andB can be any hadron or nucleus,ij = qq or gg, σ̂ij(ŝ) is theij → QQ subprocess
cross section andfi/A(x1, µ

2) is the parton density in the hadron or nucleus. The predictions
for proton–proton collisions at14 TeV are summarized in Table 1. The transverse momentum
distributions are obtained by extrapolating the distributions measured by the CDF experiment at√
s ∼ 2 TeV [28] at the LHC energies. ThepT and rapidity distributions of J/ψ andψ(2S) from
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J/ψ ψ(2S) Υ Υ(2S) Υ(3S)
σ × BR (µb) 3.18 0.057 0.028 0.007 0.0042

Table 1: CEM cross sections for quarkonia production in proton–proton collisions at14 TeV. Cross sections include

feed-down from higher mass resonances and branching ratiosin lepton pairs.

the decay of B mesons are generated with PYTHIA [19]. The background, consisting in opposite
sign dilepton pairs from the decay of charm, beauty, pions and kaons, is produced with PYTHIA
as well.

The dimuon invariant-mass yield expected in one year of datataking in proton–proton
collisions at the LHC, with a luminosity of3 × 1030 cm−2s−1 is shown in figure 9. The left
(right) panel shows the results obtained with a triggerpT cut of 1 (2) GeV/c in the J/ψ (Υ)
mass region. About2.8 × 106 J/ψ and2.7 × 104 Υ are expected. The high statistics allows to
reconstruct differential distributions with a fine binning, as illustrated in figure 10.
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Fig. 9: Dimuon invariant-mass distribution expected in 1 year of data taking in proton–proton collisions at3 ×
1030 cm−2s−1.

2.4.1 Sensitivity to lowx PDFs

The choice of a hadron collider implies some uncertainties in the determination of the initial
state during the collisions, which are related to the composite nature of the colliding particles.
At high energies the hadrons do not interact as a whole: the scatterings takes place between
the constituent quarks and gluons. An accurate knowledge ofthe momentum distribution of such
elementary particles in the hadrons is a fundamental issue.The mapped phase space is constantly
increased by taking into account data from experiments at different energies. At present, the
gluon distribution are constrained by measurements down tox values higher than10−4, and
extrapolated down to about10−5.

Leading order calculations show that in proton–proton collisions at14 TeV, the J/ψ with
a rapidity higher than 3 are produced by gluons withx < 10−5. Figure 11 shows a comparison
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among the PDF sets calculated at Leading Order by the collaborations Martin-Roberts-Stirling-
Thorne (MRST98 [29] and MRST01 [30]) and the Coordinated Theoretical-Experimental Project
on QCD (CTEQ5 [31] and CTEQ6 [32]) at the scale of J/ψ (left panel) andΥ (right panel).
For the MRST01 and CTEQ5 sets, two different extrapolationsin the lowx region are shown.
Differently from theΥ case, thex-values explored by J/ψ in the ALICE Muon Spectrometer
acceptance (in yellow), partially sit on the region of extrapolation.

Performing Leading Order calculations in the framework of the Color Evaporation Model,
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it is possible to derive the J/ψ rapidity distribution:

dσCEM

J/ψ
dy

=
FJ/ψ
s

∑

i,j

∫ 4m2
H

4m2
Q

dŝ σ̂ij(ŝ)fi/A(

√
ŝ

s
ey, µ2)fj/B(

√
ŝ

s
e−y, µ2) (2)

Figure 12 shows a comparison of the differential distributions obtained with different sets of
PDFs. It is worth noting that such distributions are normalized by setting equal to unit their
integral from 2.5 to 4 rapidity units. Theshapeof the distributions is clearly dependent on the
behavior of the gluon functions: results obtained with MRST98L, MRST01L (extrap. 1) and
CTEQ5L (extrap. 1), which were extrapolated flat inxg(x) (figure 11) are compatible among
each other and are clearly different from the result obtained with CTEQ6L, and with a changed
extrapolation behavior of MRST01L (extrap. 2) and CTEQ5L (extrap. 2). The results show that
also a small change in the PDFs extrapolation (see MRST01L) can lead to appreciable changes
in the shape of the differential distributions.

The comparison between the simulation results and the calculations (figure 12), show that,
due to the high statistics, the accuracy of the data expectedto be collected by the ALICE Muon
Spectrometer will be good enough to allow to discriminate among different shapes of the gluon
distribution functions in the region ofx < 10−5 (at least in the frame of a leading order analysis).

2.5 Conclusions

We presented the expected performance of ALICE for the studyof open heavy flavour and
quarkonium states in nucleus–nucleus collisions at the LHC. Thanks to the good expected per-
formace of the detectors for tracking and particle identification, and its low magnetic field in
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the central barrel, the ALICE acceptance is complementary to that of other LHC experiments.
This opens the possibility of measuring heavy-flavour production down topT ≈ 1 GeV/c, both
at central and forward rapidity. Our results indicate that ALICE can provide severalpT differ-
ential measurements of charmed and beauty hadrons production with errors that are smaller or
comparable to the theoretical uncertainties of pQCD calculations. The invariant-mass resolution
of the muon spectrometer allows to resolve several charmonium and bottomonium resonances
and the statistics expected to be collected in the first year of data taking should be enough to
study in details the production of several quarkonia states. Finally, ALICE will probe the parton
distribution functions down to unprecedentedly low valuesof the Feynmanx variable.

3 Quarkonia and open beauty production in the ATLAS experiment at the LHC

Authors: E. Lytken and M. zur Nedden

3.1 Introduction

ATLAS [33] is a general-purpose experiment with main emphasis on searches for new phenom-
ena based on highpT particles. Since most of theB-physics appears in the lowerpT range,
triggering within the LHC environment on those events is a challenge. Nevertheless, ATLAS has
good capabilities for a richB-physics program, based on the dedicated and flexible trigger, the
precise and flexible vertexing and tracking, the good muon identification and the high-resolution
calorimetry. Furthermore, theoretical descriptions of heavy flavoured hadrons need input from
the LHC, where precision measurements are already achievable after one year of data taking. The
expected inclusive production cross-section forbb pairs at LHC is estimated to beσbb ≈ 500 µb
leading to more than106 produced pairs per second at design luminosity. The experimental
precision reached at ATLAS should at least allow the verification of the Standard Model (SM)
prediction. In the case of the rareB-decays, clearly higher luminosity is needed to achieve sen-
sitive upper limits for the indirect beyond the Standard Model (BSM) searches. Therefore, the
most relevant part of the ATLASB-physics program will take place in the initial phase at lower
luminosities with an extension into the high luminosity phase. The envisaged measurements
are extending the discovery potential for physics beyond the SM by the measurement ofCP
violation parameters, predicted to be small in the SM, and ofrareB decays.

The exclusiveB+ channel provides a clean reference signal. Due to the clear event topol-
ogy and its rather large branching ratio, it can be measured during the initial luminosity phase of
the LHC. TheB+ → J/ψK+ decay can serve as a reference channel for the measurement of
the decay probability of a very rare decay channelBs → µ+µ−, which is strongly suppressed
in the Standard Model and therefore offers a good sensitivity to new physics. The total and dif-
ferential cross-sections of the rareB decays will be measured relative to theB+ → J/ψK+

cross-section allowing thus the cancellation of common systematic errors. Furthermore, it can
also act as a control channel for the CP violation measurement and can be used to estimate the
systematic uncertainties and efficiencies of flavour tagging algorithms. Finally, the relatively
large statistics for this decay allows for initial detectorperformance studies.

The trigger menu for the ATLASB-physics program has been designed to take maximum
advantage of the early run phases at lower luminosities (L < 1033 cm−2s−1). Since only 5 - 10 %
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of the limited bandwidth of the ATLAS trigger system is devoted to theB-physics triggers, highly
efficient and selective triggers are needed. MostB-physics triggers are based on single- and di-
muon events in the final state leading to a clean signature fortriggers and flavour tagging [34–36].
In the early data taking period the mainB-physics triggers are expected to run without a need
of prescales, allowing for lowpT muon and lowET electron triggers (the latter will be however
prescaled at1032 cm−2 s−1). In general, the trigger strategy is mainly based on a single muon
trigger at the first level, which could be combined with certain calorimeter trigger objects at
higher trigger levels to select hadronic final states (Bs → Dsπ) or e/γ final states (J/ψ → e+e−,
K∗γ or φγ). In order to not exceed the available bandwidth, in the phase of higher luminosities
above2 · 1033 cm−2s−1 the main working trigger will be based on di-muons on the firstlevel,
enabling a clean measurement of rareB-decays (B → µµ or B → K∗0µµ), double semi-
leptonic decays and theB → J/ψ(µµ) decay channels.

3.2 Beauty production cross section determination

Thebb̄ production cross-section will be measured using inclusiveand exclusive methods in par-
allel to control the systematics. For the inclusive methodsATLAS looks at the semi-leptonic
b→ µ+X and theB → J/ψ(→ µ+µ−) +X decay modes. In the next section we will briefly
describe the measurement of the exclusiveB± → J/ψK± cross-section. The measurement of
theJ/ψ mass and its detection efficiency is a central task for the analysis of the first ATLAS data,
providing the tools to validate the detector by extracting muon energy scale determination in the
low pT region and detector misalignments (Sect. 3.5). Finally, the mass measurement and recon-
struction efficiency forB+, the total and differential cross-sections and its lifetime measurements
will be of interest for otherB-physics analyses.

The main backgrounds that are competing with the signal are single-muon fromcc̄ decays
and directJ/ψ’s from pp→ J/ψ+X. In the first case, thepT distribution of the muons is softer
as compared to the muon spectrum frombb̄ decays while in the latter no displaced secondary
vertex is expected. In consequence the following parameters are used forb-tagging:

• the signed transverse impact parametersd0 of charged particles originating fromB-meson
decays at a secondary vertex due to the long lifetime ofB-mesons.

• the relative transverse momentumprel
T of the muon of theb-decay with respect to the axis

of the associated jet.

The measurement of theprel
T distribution of the selected muons offers a good possibility

to determine theb-contents fraction in the offline analysis. In the rest frameof the decaying
B-meson, the muon gets a high transverse momentum, which is significantly larger than in the
case of charm or light quark decays. The relative transversemuon momentum,prel

T can therefore
be used to determine theb-content of a selected data sample by fitting Monte Carlo templates
to data. For theB-mesons at ATLAS, generally decay lengths of the order of several mm are
expected which are at the same order of magnitude as the expectation forD-mesons. The signed
transverse impact parameterd0 is a boost independent quantity. For large transverse momenta
(pµT > 10 GeV) d0 is proportional to the lifetime of the decaying particle andpositive values
of d0 are preferable. The significance of signed impact parameterfor muons with an associated
b-jet and the distributions of the relative transverse momentum are shown in Fig. 13 and Fig. 14
respectively. In both cases, the selection power is clearlyvisible.
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considered in theb-jet selection.

The bb̄ production cross-section measurement based on the single-muon and jet require-
ments at the trigger level is then obtained according to the usual relation

σ(bb̄→ µ(pµT > 6 GeV)X) =
N sel
b∫
L dt

· fb

ǫtrigb · ǫrecb
(3)

where theb-trigger efficiency was found to beǫtrigb = 0.135 and the combined muon reconstruc-
tion efficiency isǫrecb = 0.85. The determination of theb content,fb, of the selected sample
is extracted by fitting the simulatedprel

T distribution to the data. This can be done by a binned
maximum likelihood fit taking into account the finite size of both, the data sample and the simu-
lated Monte Carlo templates. In the signal template, the direct b → µ and cascadeb → c → µ
contributions are contained, whereas all others are summarized in the background template. The
distribution can be seen in Fig. 15. With this fit, ab-content offb = 0.23 was obtained, and
a corresponding background fraction offbg = 0.77. The values obtained in this study are in
good agreement with the values obtained by the Tevatron experiments [37]. Combining both
methods, thebb̄ production cross-section is expected to be measured with a statistical precision
better thanO(1 %) with ≈ 100 pb−1 of integrated luminosity. The systematic uncertainty is
dominated by the luminosity measurement. It is estimated tobe 10 % in the initial phase, and
reduced to about6.5 % after the first0.3 fb−1. The scale uncertainty of the NLO calculations is
about5 %, while the PDF uncertainty is estimated to be3 %. Finally, the uncertainty originating
from the muon identification is about3 %, leading to a systematic uncertainty of12 % and9.2 %
correspondingly in the initial and later phase .

3.3 B+ reference channel

Negligible directCP violation is expected in theB± → J/ψK± decay because forb→ c + c̄s
transitions the SM predicts that the leading and higher order diagrams are characterized by the
same weak phase. The only source of asymmetry is the different interaction probability for
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K+ andK− with the detector material. TheB+ candidates are reconstructed based on the
J/ψ(→ µ+µ−) selection, and combined withK+ candidates formed from inner detector tracks.

TheB+ invariant mass distributionM(K+µ+µ−) of the candidates, fulfilling the selec-
tion cuts, is presented in Fig. 16 for signal and background with a maximum-likelihood fit, where
the likelihood function is a Gaussian for the signal region and a linear function for the background
(bb̄→ J/ψ+X). The mass range of the fit is taken from5.15 GeV to 5.8 GeV in order to reduce
contributions from partially reconstructedB meson decays. The background at the right of the
mass peak originates from misidentifiedπ+ from B+ → J/ψπ+ decays. The fit result for the
B+ mass is:M(B+) = (5279.3± 1.1) MeV with a width ofσ(B+) = (42.2± 1.3) MeV. The
relative errors, scaled properly for an integrated luminosity of about10 pb−1, are about0.02%
and3.5% respectively. The slight shoulder to the left of the mass distribution is due to the back-
ground shape in this mass region and has been included in the systematic uncertainties of the fit
model.
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Fig. 16:B+ mass fit with the both signal (red) and background (blue) contributions shown separately.
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With the first10 pb−1 of LHC data a total and differential production cross-section mea-
surement of theB+ → J/ψK+ can be achieved. The differential cross-sectiondσ/d pT can be
obtained from the usual form:

dσ(B+)
d pT

=
Nsig

∆pT · L · A · BR
(4)

whereNsig is the number of reconstructedB+ obtained from the mass fit and the size of thepT

bin is denoted with∆pT. Furthermore,L is the total luminosity to which the dataset corresponds
and is obtained from PYTHIA output and BR is the product of the branching ratios using theworld
average [38] branching ratios ofBR(B+ → J/ψK+) = (10.0 ± 1.0) × 10−4 andBR(J/ψ →
µ+µ−) = (5.88 ± 0.10) × 10−2. The overall efficiencyA is calculated for eachpT range
separately as the ratio of the number of signal events determined from the previous fit procedure
and the number of the Monte Carlo signal events within the same pT range. To measure the
B+ total cross-section a similar procedure with that used for the calculation of the differential
cross-section is followed.

The measurement of the lifetimeτ of the selectedB+ candidates is a sensitive tool to con-
firm the beauty content in a sample, in particular the number of the reconstructedB+ → J/ψK+

decays obtained in thebb̄ → J/ψX dataset. The proper decay-time is defined ast = λ/c. The
proper decay-time distribution in the signal regionB+ → J/ψK+ can be parametrized as a con-
volution of an exponential function with a Gaussian resolution function, while the background
distribution parametrization consists of two different exponential functions, where each is con-
voluted with a Gaussian resolution function. In thebb̄ → J/ψX no zero lifetime events are
expected since there is no promptJ/ψ produced. In the realistic case, where zero lifetime events
will be present, an extra Gaussian centered at zero is neededin order to properly describe those
events.

The results on the lifetime measurements are shown in Fig. 17. The background can be
best described with the two lifetime components (τ1 andτ2). For the events in the mass region
of the signal withinM(B+) ∈ [5.15, 5.8] GeV the proper decay-time found from the decay
length is compared to the generatedB+ lifetime. The differences are well centered at zero with
a Gaussian distribution and sigma0.088 ps. It should be noted that the resolution as well as itsσ
in η bins of 0.25 is found to be independent ofη.

3.4 Open flavour: rare B-decays

Flavour changing neutral currents, a direct transition from b → d/s, are forbidden at the tree
level in the SM and occur at the lowest order through one loop diagrams. They are a sensitive
test of the SM and its possible extension(s), providing information on the long distance QCD
effects and enabling a determination of the CKM matrix elements |Vtd| and|Vts|. Furthermore,
some of the rare decay channels contribute to the backgroundfor other channels, which are very
sensitive to BSM effects.

An upper limit of the branching ratioBR(B0
s → µ+µ−) = (1 − 2) · 10−8 at 90 % con-

fidence level or of(2 − 3) · 10−8 at 3σ evidence based onNB = 1.1 events that can already be
extracted from an integrated luminosity of2 fb−1. This is clearly better than the current CDF
limit of 4.7 · 10−8 at90 % confidence level. Already at1 fb−1 ATLAS is able to collectO(106)
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Fig. 17: TheB+ lifetime fit (left) with the signal (dashed red) and the background (dashed black) contributions shown

separately. TheB+ lifetime resolution (right).

di-muon events in the mass window of4 GeV < M(µ+µ−) < 7 GeV. This is after the selection
based on cuts onpT, the invariant massMµ+µ− , the transverse decay lengthLxy of the di-muon
system, and on isolation requirements. Based on this data, an upper limit on the number of
signal events,NB , corresponding to a given confidence level will be determined. The main back-
ground sources originate from combinatorial decays asbb̄ → µ+µ−X, from misidentifications
(B0

s → π+π−, B0
s → K+K−, B0

s → π+K−νµ) or from other rare decays (B0
s → µ+µ−µ+νµ,

B0
s → µ+µ−γ). NB will be used to extract the upper limit on theB0

s → µ+µ− branching ratio
BR(B0

s → µ+µ−), using the reference channelB+ → J/ψK+ as described in Sec. 3.3, since
trigger and offline reconstruction efficiencies largely cancel for di-muons in these channels. In
this procedure, a ratio of geometric and kinematical acceptances of the signal and the reference
channel will be determined from the Monte Carlo simulations. With an integrated luminosity of
30 fb−1, corresponding to three years of initial data taking, the SMpredictions could be tested
with a 3 σ sensitivity. The continuation of this measurement at nominal LHC luminosities has
been proved to lead to a clear statement with a5 σ sensitivity after already one additional year of
data taking at design luminosity of1034cm−2s−1.

3.5 Quarkonia

Understanding the production of prompt quarkonia at the LHCis an important step to understand
the underlying QCD mechanisms, and one that has given rise tocontroversy, both with respect
to the cross-section magnitude [39] and the polarization [40]. The initial discrepancy in cross-
section led to the Color Octet Model [41] but more highpT results are needed to distinguish
between this and competing models.

In addition to these open questions, the narrowJ/ψ andΥ resonances are ideal for studies
of detector performance. The expected abundant production(see Fig. 18) makes this feasible
already in the very early data. Both decay channelsJ/ψ (Υ) → µ+µ− andJ/ψ (Υ) → e+e−

will be used as tools to test our detector performance. In thefollowing we consider only theJ/ψ
andΥ(1S) resonances. Quarkonia selection in ATLAS is mainly based ona di-muon trigger
which requires two identified muons, both withpT ≥ 4 GeV and within a pseudorapidity of
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Fig. 18: DifferentialJ/ψ andΥ cross-sections as predicted from the Color Octet Model. Contributions from (singlet)

χ production is included.

|η| < 2.4. The di-muon sample considered here has offlinepT cuts of 6 and 4 GeV applied to
the two identified muons. To suppress backgrounds (decays-in-flight, heavy flavour decays) we
require tracks to come from the same vertex and with a pseudo-proper time cut ofτ = 0.2 ps,
defined asτ = M ·Lxy

pT(J/ψ)·c . In Fig. 19 (left) the resulting di-muon spectrum with background

contributions is shown. We expect 15000J/ψ’s and 2500Υ(1S) perpb−1. The mass resolution
for J/ψ → µ+µ− is expected to be53 MeV, and forΥ → µ+µ− we found161 MeV on average.

We are also studying the possibility of doing performance measurements using di-electron
resonances. In that case theET cut for both leptons is5 GeV at trigger level and offline, and
|η| < 2. Tight electron identification cuts are applied to reject background, includingE/p,
vertexing layer hit on the tracks, and the ratio of high to lowthreshold hits in the transition
radiation tracker. We expect 2500J/ψ’s and 500Υ → e+e− perpb−1 with an instantaneous
luminosity of 1031 cm−2 s−1. The mass resolution forJ/ψ → e+e− is expected to be about
200 MeV, see Fig. 19 right. The width is mainly constrained by bremsstrahlung due to the large
amount of material in the inner detector.

In addition to cross-section measurements ATLAS will use the quarkonia di-muon decays
to provide answers to the polarization puzzle and help constrain the models. Defining the po-
larization parameterα asα = (σT − 2σL)/(σT + 2σL), we can measure this byθ∗, the angle
betweenJ/ψ in rest frame andµ+, as they are related by:

dN

d cos θ∗
= C · 3

2α+ 6
· (1 + α cos2 θ∗) (5)

With the di-muon triggers we get a rather narrowcos θ∗ distribution, with both muons having
similar pT. To access higher values ofcos θ∗ we utilize a single muon trigger where we can pair
the trigger muon with a lowpT track to get large∆pT and cos θ∗ (see Fig. 20 left). For the
result quoted here we used a trigger threshold of10 GeV for the single muon trigger and the
pT requirement on the second track was0.5 GeV. The looser cuts allow for more background
but still with decent signal to background discrimination (S/B = 1.2 for J/ψ). This dataset
was added (with corrections for overlaps) to complement thedi-muon triggered dataset. The
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combinedcos θ∗ distributions were then fitted forα andC in slices ofpT. With unpolarized
samples the results are given in Table 2 for 10pb−1. Similar tests have been carried out with
α = ±1. An example is shown in Fig. 20 right.

We expect to be able to measure theJ/ψ polarization with thepT of theJ/ψ in the range
of 10 GeV (trigger dependent) up to50 GeV. Already with the first 10pb−1 we can achieve
better precision than the current Tevatron measurements - but withJ/ψ at highpT, which is what
is needed to truly distinguish between models. ForΥ(1S) we can get the same precision with
100pb−1. In this latter case we have acceptance all the way down topT ≈ 0 for theΥ, which
will be a very useful region to compare with the Tevatron results.
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Table 2:10pb−1: Measured values ofα in pT bins in simulated datasets withα = 0.

pT (GeV/c) 9 - 12 12 - 13 13 - 15 15 - 17 17 - 21 > 21

α(J/ψ) 0.156 -0.006 0.004 -0.003 -0.039 0.019
±0.166 ±0.032 ±0.029 ±0.037 ±0.038 ±0.057

α(Υ) -0.42 -0.38 -0.200 0.08 -0.15 0.47
±0.17 ±0.22 ±0.20 ±0.33 ±0.18 ±0.22

3.6 Conclusions

The ATLAS experiment has a richB-physics program [42] based on clearly defined trigger
strategies for all luminosity phases of the LHC. These measurements will contribute toCP vi-
olation studies withBs-mesons and its sensitivity to BSM as well in studies of rareB decays
and quarkonia production. The precision measurement ofB-physics processes are an alternative
method to explore the presence of new physics at LHC in addition to the direct SUSY searches.

Two inclusive methods for beauty cross-section measurements to be used mainly at the
early data taking period of ATLAS were presented. The first method is using theJ/ψ signature
with detached vertices, while the second one is based on semileptonicb → µ decays. The two
methods are complementary and the plan is to apply them simultaneously since both signatures
will be available with early data. The two methods rely on different trigger algorithms and dif-
ferent physics processes and signatures, therefore the cross-section results obtained from each
one can be used for cross checking calibrations of the trigger algorithms used in the measure-
ments. Combining these two methods, thebb̄ production cross-sections measurement is expected
to reach a statistical precision ofO(1 %) after one month of data taking, if the initial LHC lu-
minosity will beL = 1031 cm2s−1, whereas a systematic uncertainty ofO(12 %) is expected.
Furthermore, the reference channelB+ → J/ψK+ has been studied and it could be shown, that
a lifetime measurement is a good tool to confirm theb content of the selected sample.

In the first data taking period ATLAS will also measure theJ/ψ andΥ cross-sections,
taking advantage of the favorable trigger situation in the early data. A method to determine the
level of polarization is also presented. We expect to measure theJ/ψ polarization to within 0.02
- 0.06 in the first 10pb−1, dependent on the polarization itself.

4 Heavy flavour production in the CMS experiment at the LHC

Authors: M. Biasini and A. Starodumov

4.1 Introduction

There are several reasons why a general purpose detector like CMS designed for highpT physics
could be efficiently used to study heavy flavour physics. First of all, there will be about1011

bb pairs produced at the initial luminosity year of1032 cm−2s−1 thanks to the highbb x-section
which is σbb ∼ 500µb at

√
s = 14TeV. So, very rare decays likeB0

s → µ+µ−andB0
s →

γµ+µ− could be searched even with the Standard Model (SM) decay rate. In different scenarios
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of New Physics (NP) the branching fraction of these decays could be enhanced by orders of
magnitude, which makes the observation of these channels even more probable.

From the detector point of view heavy flavour physics is also an attractive field. Thanks
to the lowpT (di)-muon triggers, precise vertex detector and efficient tracker system, the CMS
detector is capable of efficiently recognizing and reconstructing specific topologies ofb-decays.
On the other hand, the study ofb-jets provides with an important knowledge which might be
crucial in searches for Higgs boson and supersymmetric particles. Also, one should not forget
thatb- and heavy onia-decay channels provide an excellent calibration opportunity for the vertex
and tracker systems.

And finally, at the low luminosity phase there are no expectations to observe Higgs decays,
but as it is mentioned above there are plenty ofbb. So, first real physics results at LHC could
be obtained in the heavy flavour sector. Even at a high luminosity, thanks to efficient (di)-muon
trigger, CMS is able to continue such studies.

4.2 The CMS detector

The complete description of the CMS detector can be found elsewhere [43]. Here only the main
characteristics are mentioned. The CMS detector is a standard general purpose hadron collider
detector composed of the following subsystems: vertex and tracker systems, electro-magnetic
and hadron calorimeters and muon system. The full length is22 m and outer diameter is15 m.
The total weight of the detector is12.5 kton. All subsystems but the muon detector are placed
inside a superconducting magnetic coil which is able to reach a3.8T-field. In the following, the
most crucial subsystems for heavy flavour physics are brieflydiscussed.

4.2.1 Muon system

The CMS muon system is composed of three types of gaseous particle detectors for muon identi-
fication. Drift tubes (DT) chambers in a central barrel region and cathode strip chambers (CSC)
in two end-cap regions, thanks to a high spatial resolution,are used for position and momentum
measurements. Because of their fast response time, both systems are also provide the Level-1
trigger with good efficiency and high background rejection.Resistive plate chambers (RPC),
which are placed in both the barrel and end-cap regions, combine an adequate spatial resolu-
tion with an excellent (≤ 5 ns) time resolution. Along with the DT and CSC systems, the RPC
system provides the Level-1 trigger. It also capable to identify unambiguously the relevant bunch-
crossing to which a muon track is associated even in the presence of the high rate and background
at a full LHC luminosity.

Muon identification efficiency in the central region (|η| < 1) is above 70% for muons with
pT > 5 GeV/c. In the endcap regions (1 < |η| < 2.5) identification efficiency is above 70%
already for muons withpT > 3 GeV/c.

4.2.2 Tracker system

The CMS tracker system based only on silicon detectors (220 m2 of Si): micro-strip and pixel.
The strip detector consists of 10 barrel layers and 9 disks positioned both forward and backward.
Depending on rapidity the highpT tracks leaves 10 to 14 hits. The hit resolution is∼ 50 µm in
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r−φ direction and∼ 500 µm in z-direction. The pixel system is placed closer to the interaction
point and consists of 3 barrel layers and 2 disks positioned both forward and backward. Since
pixel dimension is100 × 150 µm2 the detector provides precise 2D information. The hit reso-
lution is∼ 10 µm in r − φ direction and∼ 17 µm in z-direction. Momentum resolution of the
CMS tracker system varies from 0.5 % in the central region to 2% in the endcaps for tracks with
pT = 1÷ 10 GeV/c. The primary and secondary vertex resolution is event dependent. Ussually,
for b-decay channels the primary vertex resolution in the transverse plane is about20 µm and the
secondary one is70÷ 100 µm.

4.3 Trigger strategies

Triggering in CMS is done in two steps. The Level-1 trigger isbased on muon and calorimetry
information. It has a latency of3.2µs with a goal to reduce an event rate from 40 MHz to
100 kHz. At the second step called High-Level Trigger (HLT),information from all subsystems
are readout and used in the event reconstruction. The reconstruction should be fast, therefore
it is done locally: topologically around Level-1 pattern. At HLT the event rate decreases from
100 kHz to 100Hz.

B-physics events are relatively soft. Hence, Level-1 calorimetry triggers having highET

thresholds do not ’see’ such events. Only events with one or two muons in the final state can be
triggered with high selection efficiency for softbb events (see, for example, the Level-1 trigger
menu in [44]). The transverse momentum thresholds of these triggers depend on an instantaneous
luminosity, but will be kept as low as possible in the rangepT > 7 ÷ 14 GeV/c for single and
pT > 3 ÷ 7 GeV/c for di-muon triggers. At HLT, exclusive and inclusiveb-triggers, based on
partial reconstruction of searchedb-decay channels, are used. For the final states with two muons,
a selection procedure which is used the reconstructed di-muon secondary vertex significantly
improves a signal over background ratio. The detailed description of the trigger algorithms can
be found in [45].

4.4 Physics channels

The CMS heavy flavour menu could be subdivided into two categories. The first one is approved
results, which will be reported further. The second category is not finished or not yet approved
by the Collaboration active studies. The last category willbe only mentioned below.

4.4.1 Inclusiveb production

Three different mechanisms contribute to the heavy flavour production at hadron colliders: gluon
splitting, gluon/quark fusion and flavour excitation. Eachof these production mechanism has its
own final state topology. It is important to measure the B-hadron pT spectra within a large range
to be able to disentangle the contributions of those mechanisms. In CMS the measurement of
the inclusiveb production cross section will be done with events containing jets and at least one
muon.

The measurement of the differential cross sections is studied for B-hadrons ofpT >
50 GeV/c and within the rapidity region of|η| < 2.4. The event selection requires ab-tagged
jet to be present in the event. B tagging is based on inclusivesecondary vertex reconstruction in
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jets [46]. As the Level-1 trigger, the single muon one is usedwith the threshold of19 GeV/c. At
HLT in addition to the muon ab-jet with pT > 50 GeV/c is required.

The signal fraction is determined from a fit to the data distribution using the simulated
shapes for the signal and background. Each reconstructed muon is associated to the most ener-
geticb-tagged jet. The average efficiency of associating the muon with theb-tagged jet is 75%.
The transverse momentum of the muon with respect to theb-jet axis discriminates signal against
background.

Several sources of systematic uncertainties are considered in the study [47]. The largest
uncertainty arises from the 3% error on a jet energy scale which leads to a cross section error of
12% atpT > 50 GeV/c.

1.6 million b-events for1 fb−1 of an integrated luminosity will be collected to investigate
the b production mechanism in CMS. The b purity of the selected events varies as function of
the transverse momentum in a range from 70% to 55%. Theb production cross-section atpT =
1.2 TeV/c can be measured with 20% uncertainty.
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Fig. 21: Backgroundmµµ distribution after the application of all selection criteria (with factorizing selection criteria)

for all channels that are left: a)Bs decays, b)Bd decays.

4.4.2 B0
s → µ+µ−

Purely leptonicB-decays are theoretically very clean, thus providing an ideal environment for
seeking indirect hints of NP effects. The SM branching ratioof B0

s → µ+µ− is very small,
(3.42±0.54) ·10−9 [48], while in large-tan β NP models it can be enhanced by orders of magni-
tude [49]. Up to now only the upper limit on the branching ratio is set by the CDF Collaboration:
4.7× 10−8 at the 90% C.L. [50].

The main challenge in the measurement of theB0
s → µ+µ− decay rate is background sup-

pression. Many background sources can mimic the signal topology. First, non-resonantbb events
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Table 3: Background forB0
s → µ+µ−samples used in the analysis. The visible cross-section, and the corresponding

number of events for 10 fb−1 is given. The visible cross-sections include fragmentation, branching fractions, and

(fake) muonpT and |η| selection criteria. The numbersNµID do not yet include any selection criteria but hadron

misidentification probability.

Sample Generator cuts/channels σvis[ fb] NµID (10 fb−1)

pµT > 3 GeV/c, |ηµ| < 2.4
bb→ µ+µ− +X pµµT > 5 GeV/c 1.74× 107 1.74 × 108

0.3 < ∆R(µµ) < 1.8
5 < mµµ < 6 GeV/c2

Bs decays Bs → K−K+ 2.74× 105 274

Bs → π−π+ 9.45× 103 3

Bs → K−π+ 3.08× 104 16

Bs → K−µ+ν 2.80× 105 2.80× 104

Bs → µ+µ−γ 1.29× 101 130

Bd decays Bd → π−π+ 8.34× 104 21

Bd → π−K+ 3.74× 105 187

Bd → π−µ+ν 1.25× 106 6.25× 104

Bd → µ+µ−π0 3.77× 101 377

Bu decay Bu → µ+µ−µ+ν 2.24× 103 2.24× 104

Bc decays Bc → µ+µ−µ+ν 2.01× 101 201

Bc → J/ψµ+ν 1.89× 103 1.89× 104

Λb decays Λb → pπ− 4.22× 103 1

Λb → pK− 8.45× 103 1

QCD hadrons 5 < M(hh) < 6 GeV/c2 2.24× 1011 1.12× 108

with eachb → µX decays. Second, non-resonant QCD events, where two highpT hadrons
are misidentified as muons. And finally, rareBd, B+, Bs andΛb decays, comprising hadronic,
semileptonic, and radiative decays. Some of these decays constitute a resonant background, like
Bs → K+K−, others have a continuum di-muon invariant mass distribution. Potentially, the
resonant background is the most dangerous one. But the contribution from such backgrounds
is negligible due to the excellent mass resolution providedby the CMS detector. Fig. 21 shows
backgroundmµµ distribution after the application of all selection criteria for all channels that are
left.

The current background simulation does not include muon samples due to hadronic in-
flight decays or punch-through. It has been estimated that this hadronic component will increase
the background level by about 10% (see Fig. 5.10.9 in [51]). Table 3 summarizes studied so far
background samples. The probabilities for hadron misidentification used to calculate expected
number of background events in CMS are found to beεπ = 0.5%, εK = 1.0%, εp = 0.1%.
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As the Level-1 trigger the di-muon one with a threshold ofpT > 3 GeV/c for each muon
is used. The HLT strategy relies critically on the tracker detector for a fast and high-efficiency
reconstruction of the primary and secondary vertexes, the determination of muon momenta and
the mass of the muon pair. Two muons are reconstructed with only 6 hits per a track in the tracker
system and required to have transverse momentum ofpT > 4 GeV/c, to be in the central part
of the detector|η| < 2.4 and to have opposite charges. Vertexing the two muons provides a
powerful handle in the rate reduction: the quality of the vertex fit must beχ2 < 20. The three-
dimensional flight length is required to bel3D > 150µm. The invariant mass of the muon pair is
required to be in a tight window (150 MeV/c2) around theBs meson mass.

For the offline analysis all tracks are reconstructed with full detector information. The
same as above but tighter (e.g.χ2 < 1) and additional selections are used to suppress back-
ground. Theηφ separation of the two muons∆R(µµ) =

√
∆η2 + ∆φ2 a powerful discriminator

against gluon-gluon fusion background with bothb-hadrons decaying semileptonically and must
be in the range0.3 ÷ 1.2. The transverse momentum vector of theBs candidate must be close
to the displacement of the secondary vertex from the primaryvertex: the cosine of the opening
angle between the two vectors must fulfillcos(α) > 0.9985. The isolationI is determined from
theBs candidate transverse momentum and charged tracks withpT > 0.9 GeV/c in a cone with
half-openingr = 1.0 around the di-muon direction as follows:I = pµµT /(pµµT +

∑
trk |pT|) and

required to beI > 0.85. The significance of the flight length is required to bel3D/σ3D > 18.0.
Mass separation between a di-muon candidate and the nominalBs mass should not exceed
100 MeV/c2.

For an integrated luminosity of10 fb−1, the expected number of signal events isnS =
6.1 ± 0.6stat ± 1.5sys. The number of background events isnB = (14.1)+22.3

−14.1. An upper limit,
extracted using the Bayesian approach, isBr(B0

s → µ+µ−) < 1.4 · 10−8 at the 90% CL [52].

4.4.3 Bs → J/ψφ

Important properties ofB0
s system can be studied with the decay channelB0

s → J/ψφ, such as
the width and mass difference of the two weak eigenstates:∆Γs,∆ms. In addition, the decay
B0
s → J/ψφ is a golden channel for CP violation measurements. The particular spin structure of

this decay allows to express its time dependence in a particular basis, calledtransversity basis,
as the sum of 6 amplitudes where physical parameters enter differently. The most important of
them is the weak phaseφs which is at present strongly constrained by CKM fits [53] and could
represent a clear hint of NP if found to be significantly different from this prediction. At present
the flavour tagging tools required to extract the weak phase are not yet available in CMS and only
the mixing measurement is considered here.

The Level-1 trigger is based on di-muon selection withpT > 3 GeV/c each. HLT is the
same as the one forB0

s → µ+µ−, with additional requirement for the di-muon invariant mass
to be within150 MeV/c2 of the J/ψ mass. TheJ/ψ vertex is required to be 3σ away from
the primary vertex. The cosine of the angle between the transverse momentum vector and the
transverse decay length vector of theJ/ψ candidate is required to exceed 0.9.φ candidates are
reconstructed from all oppositely charged track pairs and all pairs with invariant mass within
20 MeV/c2 of theφ mass are retained. All four tracks are then used forB0

s candidates, requiring
invariant mass within200 MeV/c2 of nominal one. The transverse momentum ofφ andB0

s
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Fig. 22: Invariant mass ofφ (left) andBs (right) candidates after all other cuts (except for theφ mass requirement)

have been applied; the selection on theφ mass is indicated. Background is from inclusiveb → J/ψX (red dashed

line), fromB0
d → J/ψK∗0 (blue dashed-dotted line), and from combinatorial in signal events (green dotted line).

candidates are required to be greater than 1.0 and5.0 GeV/c, respectively.

The offline analysis follows the same criteria of HLT, but with complete information and
tighter cuts. The main backgrounds arise from promptJ/ψ andB0

d → J/ψK∗0 events. Fig. 22
shows invariant mass ofφ andBs candidate distributions after all butφ mass selections applied.
From an untagged time-dependent analysis ofB0

s candidates the mixing parameters can be ex-
tracted. The result of the analysis shows that a first measurement of∆Γs/Γs can be made with
20% precision with an integrated luminosity of1.3 fb−1, while 5% precision can be reached with
10 fb−1 [54].

4.4.4 B±
c → J/ψπ±

The interest to theBc meson relates to the uniqueness of the heavy-heavy quark system which
carries flavour. TheBc meson has been observed at Tevatron and its mass and lifetimehave
been measured [55]. But available statistics does not allowto make such measurements precise
enough and investigate properties of this system in details.

In CMS a feasibility study has been performed in the decay channelB±
c → J/ψπ± [56].

FirstJ/ψ candidates are composed by two muons withpT > 4 GeV/c and|η| < 2.2 with oppo-
site charge. The candidate invariant mass is required to be in the region from 3.0 to3.2 GeV/c2.
Then, pion candidates are selected by requiring a third track coming from the same vertex as the
two muons withpT > 2 GeV/c and|η| < 2.4. The following selections are applied in addition: a
proper decay lengthLPDLxy > 60 µm, a significanceLxy/σxy > 2.5 and a opening angle between
the vector from primary to secondary vertex and the momentumvector of the reconstructedBc :
cosθ > 0.8.

For 1 fb−1 120 signal and less than 3 background events are expected. The reconstructed
Bc mass is6.4 GeV/c2 and the width of the mass peak is15 MeV/c2. To extract theBc meson
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lifetime a binned likelihood fit was performed, resulting inτ = 460± 45 fs.

4.4.5 Additional heavy flavour decays

Although the following analysis are not yet finalized, it is worth while to list them here to demon-
strate a future spectrum of heavy flavour activity in CMS.

Measurements ofbb production cross-section and lifetimes of B-mesons will bedone in
the following decay channels:B± → J/ψK± → µ+µ−K±, B → D0µX, b → J/ψ +
X → µ+µ− + X. The correlation study ofJ/ψ vs µ provides clean measurements ofbb pro-
duction mechanisms. Searches for NP is also planned to be done in Bs → µ+µ−γ, B →
(φ,K∗,Ks)µ+µ− decay channels.

4.5 Conclusions

While designed for high-pT physics, the CMS has a broad heavy flavour program. Main features
which allow this program are 1) highbb event rate even at a low (1032 − 1033) initial luminosity,
2) the efficient lowpT di-muon trigger and 3) excellent tracking that provides high momentum,
mass, vertex resolution. Expected results are competitivewith current B-physics experiments.
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5 Top production in the CMS experiment at the LHC

Authors: C. Rosemann and R. Wolf

5.1 Top quark pair production in CMS

The LHC will provide proton proton collisions at center-of-mass energies of14 (10)TeV with a
specific luminosity of≈ 10 (0.1) nb−1s−1. This will allow the inclusive production of top anti-
top quark pairs at a rate of100-(10)Hz (where the values in parenthesis are given for startup).
The cross section for the production of top anti-top quark pairs in proton proton collisions at
these center-of-mass energies is expected to be908 ± 83 ± 30 pb (414 ± 40 ± 20 pb) ) [57],
where the first error reflects scale uncertainties and the second error uncertainties in the choice
and parametrization of parton density functions (PDFs). Inthe standard model (SM) top anti-
top quark pair production is dominated by gluon gluon fusion(with a fraction of≈ 90%). As
top quark production at the reached center-of-mass energies and luminosities at HERA is unac-
cessible the obvious impact of the HERA experiments on top production at the LHC lies in the
determination of the most undefined gluon density function and thus in the reduction of the sec-
ond uncertainty of the above cross section estimate. In figure 23 (left) three sets of different PDFs
from the two HERA experiments H1 and ZEUS and from the CTEQ collaboration are shown at
a scale ofQ2 = 10GeV2. Due to kinematics and reconstruction requirements these PDFs will
mostly be probed at large scales and medium to high proton momentum fractionx > 0.01, where
these PDFs show smallest uncertainties and deviations.

In the beginning the emphazise will be put on the rediscoveryof the top quark within the
first (50-100) pb−1, followed by inclusive cross section measurements based onrobust selection
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methods and first attempts to determine the top mass and differential cross sections with target
luminosities of≈ 1 fb−1. An important aspect of top quark physics will be the capacity of top
anti-top quark pair production of being a standard candle witin the SM to exploit and demonstrate
the detector understanding of the two major experiments ATLAS and CMS. The rediscovery of
the top quark in early data taken with the CMS detector and prospects for first mass measurements
in ≈ 1 fb−1 will be discussed in the following.

5.2 Rediscovery of the top quark

As an example for the rediscovery potential of the top quark within the first data a recent study in
the semi-leptonic decay channel with a muon in the final stateis presented [58]. It was performed
for a target luminosity of10 pb−1 of data at a center-of-mass energy of14TeV taken with the
CMS detector. The conclusions may though be translated intoequivalent conclusions for a lu-
minosity of50 pb−1 of data at a center-of-mass energy of10TeV. Focus was put on robust and
simple selection methods with minimal dependency on detector components that may be least
understood during startup. Main backgrounds are considered to beW or Z boson production
with additional hard jets and QCD mulitjet production with leptons fromb/c quark or in-flight
decays which are mis-interpreted as originating from realW decays. Inclusive top anti-top pair
production andW andZ boson production were produced with the Alpgen event generator for
2 → 4(5) processes in leading order and matched with parton showers using Pythia (values in
parenthesis are given for inclusive top anti-top pair production). QCD multijet events were pro-
duced in leading order using Pythia. All events were passed through the full simulation of the
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integrated luminosity.
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CMS detector including a simulation of the CMS L1 and High-Level-Trigger and mis-alignment
and mis-calibration of the track detector and calorimetersas expected for the first10 pb−1 were
taken into account. Top events are selected by requiring a single isolated muon with transverse
momentumpT > 30GeV in the pseudo-rapidity range of|η| < 2.1, a leading jet with calibrated
pT > 65GeV and at least three further jets with calibratedpT > 30GeV in a pseudo-rapidity
range of|η| < 2.4 in addition to the trigger criteria. With this selection thetrigger efficiency
is estimated to be above90%. The muon is considered isolated if the summedpT of all recon-
structed tracks within a cone of∆R =

√
∆φ2 + ∆η2 < 0.3 in the vicinity of the muon does not

exceed3GeV and the summed calorimeter entries in the same area do not exceed1GeV. Either
b-tag information nor information on missing transverse energy are taken into consideration for
the sake of a more robust event selection. In addition any of the selected jets is required to be
seperated from the isolated muon by at least0.3 units in∆R.

This selection leads to a total of128 events with top anti-top quark pairs in the semi-
leptonic decay channel with a muon in the final state (with an estimated overall efficiency of
10%), 25 events with top anti-top pairs in other decay modes,45W+jets events,7 Z+jets events
and11 multijet QCD events. TheS/B is estmiated to be1.5 : 1 and theS/B(QCD) is estimated
to be 11 : 1 with large uncertainties. As it is clear that the backgroundfrom QCD multijet
events will be the most difficult to control and to model methods for its estimation from data are
discussed. This is a process still ongoing within the collaboration.

5.3 First measurements of the top mass

As an example for a measurement of the top quark mass within first data a study in the di-leptonic
decay channel with1fb−1 of data taken with the CMS detector is presented [59]. Due to its
clear event topology this channel is expected to have the best signal to background ratio. Main
backgrounds are considered to beZ and di-boson production associated with additional hard
jets and top events from other decay channels. All events were produced with the Pythia event
generator in leading order and passed through the full simulation of the CMS detector including
a simulation of the CMS L1 and High-Level-Trigger. Top events are selected by requiring two
isolated leptons (e or µ) of opposite sign with transverse momentumpT > 20GeV, two jets
with pT > 30GeV and missing transverse momentum larger than40GeV, in addition to the
trigger criteria. Leptons are considered isolated if the summedpT of all reconstructed tracks
within a cone of∆R =

√
∆φ2 + ∆η2 < 0.2 in the vicinity of the lepton does not exceed

10% of the lepton’s momentum. Electrons are identified using a likelihood method exploiting
shower shape characteristics and the matching of tracks andcalorimeter objects. For leptons of
the same type an additional veto on theZ invariant mass is implied. The jets are required to
fulfill a b-tag requirement based on thepT and the invariant mass of the associated tracks and
the result of a combinedb-tag algorithm [60]. This selection is expected to provide asignal over
background ratio of12 : 1 for a top mass estimate between100 and300GeV the remaining
background mostly originating from other top decay channels. In fig. 23 (right) the most likely
top mass determined from a parameter scan in the range of(100-300)GeV is shown. Unknowns
are reduced imposing constraints on momentum conservationin the transverse plane, theW
invariant mass and the equality of the top mass in both decay branches. Remaining ambiguities
are taken into account by a weighting procedure based on the SM expectation of the neutrino
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momentum spectrum. The fit of a Gaussian function yields a topmass ofmrec
top = 178.5 ±

1.5 (stat.) ± 4 (syst.)GeV for an input mass ofmgen
top = 175GeV. Systematic uncertainties

are expected to be dominated by the uncertainty of the validity of the imposed constraints in the
presence of initial and final state radiation, and the uncertainty of the jet energy scale (JES). For
10 fb−1 the uncertainties are expected to be reduced to∆mtop = 0.5 (stat.)± 1 (syst.)GeV.
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Abstract
A proper inclusion of heavy quark mass effects in Parton Distribution
Function fits has proved crucial. We present a review these effects in
DIS and their impact on global analyses and lay out all elements of
a properly defined general mass variable flavor number scheme(GM
VFNS) that are shared by all modern formulations of the problem. We
also report about progress in a number of theoretical problems related
to exclusive measurements of heavy flavors. These topics include frag-
mentation functions for charmed mesons including finite mass effects,
fragmentation functions including non-perturbative corrections based
on an effective QCD coupling, a discussion of the status of higher-
order calculations for top quark production and for polarized structure
functions, heavy quark and quarkonium production in the Regge limit,
double heavy baryon production, tests of time reversal and CP symme-
try in Λb decays, as well as a study of the general properties of massive
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exotic hadrons that will be relevant for an understanding oftheir detec-
tion at the LHC.

Coordinators: M. Cacciari and H. Spiesberger

1 PQCD Formulations with Heavy Quark Masses and Global Analysis

Authors: R.S. Thorne and W.K. Tung

1.1 Introduction

The proper treatment of heavy flavours in global QCD analysisof parton distribution functions
(PDFs) is essential for precision measurements at hadron colliders. Recent studies [1–5] show
that the standard-candle cross sections forW/Z production at the LHC are sensitive to detailed
features of PDFs that depend on heavy quark mass effects; andcertain standard model as well
as beyond standard model processes depend crucially on better knowledge of thec-quark parton
density, in addition to the light parton flavors. These studies also make it clear that the consistent
treatment of heavy flavours in perturbative QCD (PQCD) require theoretical considerations that
go beyond the familiar textbook parton picture based on massless quarks and gluons. There are
various choices, explicit and implicit, which need to be made in various stages of a proper calcu-
lation in generalised PQCD including heavy quark mass effects. In the global analysis of PDFs,
these choices can affect the resulting parton distributions. Consistent choices are imperative;
mistakes may result in differences that are similar to, or even greater than, the quoted uncertain-
ties due to other sources (such as the propagation of input experimental errors). In this report, we
will provide a brief, but full, review of issues related to the treatment of heavy quark masses in
PQCD, embodied in the general mass variable flavor scheme (GMVFNS).

In Sec. 1.2, we describe the basic features of the modern PQCDformalism incorporating
heavy quark masses. In Sec. 1.3, we first delineate the commonfeatures of GM VFNS, then
identify the different (but self-consistent) choices thathave been made in recent global analysis
work, and compare their results. For readers interested in practical issues relating to the use (or
choice) of PDFs in various physics applications, we presenta series of comments in Sec. 1.4
intended as guidelines. In Sec. 1.5, we discuss the possibility of intrinsic heavy flavors.

We note that, this review on GM VFNS and global analysis is notintended to address the
specific issues pertinent to heavy flavor production (especially the final state distributions). For
this particular process, somewhat different considerations may favor the adoption of appropriate
fixed flavor number schemes (FFNS). We shall not go into details of these considerations; but
will mention the FFNS along the way, since the GM VFNS is builton a series of FFNS’s. We
will comment on this intimate relationship whenever appropriate.

1.2 General Considerations on PQCD with Heavy Flavor Quarks

The quark-parton picture is based on the factorization theorem of PQCD. The conventional proof
of the factorization theorem proceeds from the zero-mass limit for all the partons—a good ap-
proximation at energy scales (generically designated byQ) far above all quark mass thresholds
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(designated bymi). This clearly does not hold whenQ/mi is of order 1.1 It has been recognised
since the mid-1980’s that a consistent treatment of heavy quarks in PQCD over the full energy
range fromQ . mi to Q ≫ mi can be formulated [6]. In 1998, Collins gave a general proof
of the factorization theorem (order-by-order to all ordersof perturbation theory) that is valid for
non-zero quark masses [7]. The resulting general theoretical framework is conceptually simple:
it represents a straightforward generalisation of the conventional zero-mass (ZM) modified min-
imal subtraction (MS) formalism and it contains the conventional approaches as special cases in
their respective regions of applicability; thus, it provides a good basis for our discussions.

The implementation of any PQCD calculation on physical cross sections requires atten-
tion to a number of details, both kinematical and dynamical,that can affect both the reliability of
the predictions. Physical considerations are important toensure that the right choices are made
between perturbatively equivalent alternatives that may produce noticeable differences in practi-
cal applications. It is important to make these considerations explicit, in order to make sense of
the comparison between different calculations in the literature. This is what we shall do in this
section. In subsequent sections, we shall point out the different choices that have been made in
recent global analysis efforts.

Heavy quark physics at HERA involve mostly charm (c) and bottom (b) production; at
LHC, top (t) production, in addition, is of interest. For simplicity, we often focus the discussion
of the theoretical issues on the production of a single heavyquark flavor, which we shall denote
generically asH, with massmH . The considerations apply to all three cases,H = c, b, & t.
For global analysis, the most important process that requires precision calculation is DIS; hence,
for physical predictions, we will explicitly discuss the total inclusive and semi-inclusive structure
functions, generically referred to asF λ(x,Q), whereλ represents either the conventional label
(1, 2, 3) or the alternative (T,L, 3) whereT/L stands for transverse/longitudinal respectively.

1.2.1 The Factorization Formula

The PQCD factorization theorem for the DIS structure functions has the general form

Fλ(x,Q2) =
∑

k

fk ⊗ Cλk =
∑

k

∫ 1

χ

dξ

ξ
fk(ξ, µ) Cλk

(
χ

ξ
,
Q

µ
,
mi

µ
, αs(µ)

)
. (1)

Here, the summation is over the active parton flavor labelk, fk(x, µ) are the parton distributions
at the factorization scaleµ,Cλk are the Wilson coefficients (or hard-scattering amplitudes) that can
be calculated order-by-order in perturbation theory. The lower limit of the convolution integralχ
is determined by final-state phase-space constraints: in the conventional ZM parton formalism it
is simplyx = Q2/2q · p—the Bjorkenx—but this is no longer true when heavy flavor particles
are produced in the final state, cf. Sec. 1.2.4 below. The renormalization and factorization scales
are jointly represented byµ: in most applications, it is convenient to chooseµ = Q; but there are
circumstances in which a different choice becomes useful.

1Heavy quarks, by definition, havemi ≫ ΛQCD . Hence we always assumeQ,mi ≫ ΛQCD . In practice,
i = c, b, t.
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1.2.2 Partons and Schemes for General Mass PQCD

In PQCD, the summation
∑

k over “parton flavor” labelk in the factorization formula, Eq. (1), is
determined by thefactorization schemechosen todefinethe Parton Distributionsfk(x, µ).

If mass effects of a heavy quarkH are to be taken into account, the simplest scheme to
adopt is thefixed flavor number scheme(FFNS) in which all quark flavors belowH are treated
as zero-mass and one sums overk = g, u, ū, d, d̄, ... up tonf flavors oflight (massless) quarks.
The mass ofH, mH , appears explicitly in the Wilson coefficients{Cλk }, as indicated in Eq. 1.
ForH = {c, b, t}, nf = {3, 4, 5} respectively. Historically, higher-order (O(α2

S)) calculations
of the heavy quark production [8] were all done first in the FFNS. These calculations provide
much improved results whenµ (Q) is of the order ofmH (both above and below), over those of
the conventional ZM ones (corresponding to settingmH = 0).

Unfortunately, at any finite order in perturbative calculation, thenf -FFNS results become
increasingly unreliable asQ becomes large compared tomH : the Wilson coefficients contain
logarithmic terms of the formαns lnm(Q/mH), wherem = 1 . . . n, at ordern of the perturbative
expansion, implying they are not infrared safe—higher order terms do not diminish in size com-
pared to lower order ones—the perturbative expansion eventually breaks down. Thus, even if all
nf -flavor FFNS are mathematically equivalent, in practice, the 3-flavor scheme yields the most
reliable results in the regionQ . mc, the 4-flavor scheme inmc . Q . mb, the 5-flavor scheme
in mb . Q . mt, and, if needed, the 6-flavor scheme inmt . Q . (Cf. related discussions later
in this section.)

This leads naturally to the definition of the more generalvariable flavor number scheme
(VFNS): it is acomposite schemeconsisting of the sequence ofnf -flavor FFNS, each in its region
of validity, for nf = 3, 4, .. as described above; and the variousnf -flavor schemes are related to
each other by perturbatively calculable transformation (finite-renormalization) matrices among
the (running) couplingαs, the running masses{mH}, the parton distribution functions{fk}, and
the Wilson coefficients{Cλk }. These relations ensure that there are only one set of independent
renormalization constants, hence make the definition of thecomposite scheme precise for all
energy scaleµ (Q); and they ensure that physical predictions are well-definedand continuous as
the energy scale traverses each of the overlapping regionsQ ∼ mH where both thenf -flavor and
the(nf+1)-flavor schemes are applicable. The theoretical foundationfor this intuitively obvious
scheme can be found in [6,7], and it was first applied in detailfor structure functions in [9]. Most
recent work on heavy quark physics adopt this general picture, in one form or another. We shall
mention some common features of this general-mass (GM) VFNSin the next few paragraphs;
and defer the specifics on the implementation of this scheme,as well as the variations in the
implementation allowed by the general framework until Sec.1.3.

As mentioned above, thenf -flavor and the(nf + 1)-flavor schemes within the GM VFNS
should be matched at somematch pointµM that is of the order ofmH . In practice, the matching
is commonly chosen to be exactlyµM = mH , since it has been known that, in the calculational
scheme appropriate for GM VFNS2, the transformation matrices vanish at this particular scale

2Technically, this means employing the CWZ subtraction scheme [10] in calculating the higher-order Feynman
diagrams. CWZ subtraction is an elegant extension of theMS subtraction scheme that ensures the decoupling of
heavy quarks at high energy scales order-by-order. This is essential for factorization to be valid at each order of
perturbation theory. (In the originalMS subtraction scheme, decoupling is satisfied only for the full perturbation
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334 HERA and the LHC



at NLO in the perturbative expansion [6]; thus discontinuities of the renormalized quantities are
always of higher order, making practical calculations simpler in general.

Strictly speaking, once the componentnf -flavor schemes are unambiguously matched,
one can still choose an independenttransition scale, µT , at which to switch from thenf -flavor
scheme to the(nf + 1)-flavor scheme in the calculation of physical quantities in defining the
GM VFNS. This scale must again be within the overlapping region, but can be different from
µM [1,7]. In fact, it is commonly known that, from the physics point of view, in the region above
themH threshold, up toη mH with a reasonable-sized constant factorη, the most natural parton
picture is that ofnf -flavor, rather than(nf + 1)-flavor one.3 For instance, the3-flavor scheme
calculation has been favored by most HERA work on charm and bottom quark production, even if
the HERA DIS kinematic region mostly involvesQ > mc; and it is also used in the dynamically
generated parton approach to global analysis [11].

In practice, almost all implementations of the GM VFNS simply chooseµT = µM = mH

(often not explicitly mentioning the conceptual distinction betweenµT andµM = mH). The
self-consistency of the GM VFNS guarantees that physical predictions are rather insensitive to
the choice of the transition point as long as it is within the overlapping region of validity of the
nf - and(nf + 1)-flavor ones. The simple choice ofµT = mH corresponds to opting for the
lower end of this region for the convenience in implementation. In the following, we shall use
the terms matching point and transition point interchangeably. As with all definition ambiguities
in perturbative theory, the sensitivity to the choice of matching and transition points diminishes
at higher orders.

1.2.3 Treatment of Final-state Flavors

For total inclusive structure functions, the factorization formula, Eq. (1), contains an implicit
summation over all possible quark flavors in the final state. One can write,

Ck =
∑

j

Cjk (2)

where “j” denotes final state flavors, and{Cjk} represent the Wilson coefficients (hard cross
sections) for an incoming parton “k” to produce a final state containing flavor “j” calculable
perturbatively from the relevant Feynman diagrams. It is important to emphasize that “j” labels
quark flavors that can be producedphysicallyin the final state; it isnot aparton label in the sense
of initial-state parton flavors described in the previous subsection. The latter (labeledk) is a theo-
retical construct and scheme-dependent (e.g. it is fixed at three for the 3-flavor scheme); whereas
the final-state sum (overj) is overall flavors that can be physically produced. Furthermore, the
initial state parton “k” does not have to be on the mass-shell, and is commonly treated as mass-
less; whereas the final state particles “j” should certainly beon-mass-shellin order to satisfy
the correct kinematic constraints for the final state phase space and yield physically meaningful

series—to infinite orders.)
3Specifically, thenf -flavor scheme should fail whenαs(µ) ln(µ/mH) = αs(µ) ln(η) ceases to be a small pa-

rameter for the effective perturbation expansion. However, no theory can tell us precisely how small is acceptably
“small”—hence how largeη is permitted. Ardent FFNS advocates believe even the range of the 3-flavor scheme
extends to all currently available energies, including HERA [11]. For GM VFNS, see the next paragraph.
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results.4 Thus, in implementing the summation over final states, the most relevant physical scale
is W—the CM energy of the virtual Compton process—in contrast tothe scaleQ that controls
the initial state summation over parton flavors.

The distinction between the two summations is absent in the simplest implementation of
the conventional (i.e., textbook) zero-mass parton formalism: if all quark masses are set to zero
to begin with, then all flavors can be produced in the final state. This distinction becomes blurred
in the commonly used zero-mass (ZM) VFNS, where the heavy quark masses{mH} implicitly
enter because the number of effective parton flavors is incremented as the scale parameterµ
crosses each heavy quark threshold. This creates apparent paradoxes in the implementation of
the ZM VFNS, such as: forµ = Q < mb, b is not counted as a parton, the partonic process
γ + g → bb̄ would not be included in DIS calculations, yet physically this can be significant
if W ≫ 2mb (small x); whereas forµ = Q > mb, b is counted as a massless parton, the
contribution ofγ+g → bb̄ to DIS would be the same as that ofγ+g → dd̄, but physically this is
wrong for moderate values ofW , and furthermore, it should be zero ifW < 2mb (corresponding
to largex). (We shall return to this topic in Sec. 1.3.1.)

These problems were certainly overlooked in conventional global analyses from its incep-
tion until the time when issues on mass-effects in PQCD were brought to the fore after the mid
1990’s [9, 12–15]. Since then, despite its shortcomings thestandard ZM VFNS continues to be
used widely because of its simplicity and because NLO Wilsoncoefficients for most physical
processes are still only available in the ZM VFNS. Most groups produce the standard ZM VFNS
as either their default set or as one of the options, and they form the most common basis for
comparison between groups, e.g. the “benchmark study” in [16].

It is obvious that, in a proper implementation of PQCD with mass (in any scheme), the
distinction between the initial-state and final-state summation must be unambiguously, and cor-
rectly, observed. For instance, even in the 3-flavor regime (whenc andb quarks arenot counted
as partons), the charm and bottom flavors still need to be counted in the final state—at tree-level
viaW+ + d/s→ c, and at 1-loop level via the gluon-fusion processes such asW+ + g → s̄+ c
or γ + g → cc̄ (bb̄), provided there is enough CM energy to produce these particles.

1.2.4 Phase-space Constraints and Rescaling

The above discussion points to the importance of the proper treatment of final state phase space
in heavy quark calculations. Once mass effects are taken into account, kinematic constraints
have a significant impact on the numerical results of the calculation; in fact, they represent the
dominant factor in the threshold regions of the phase space.In DIS, with heavy flavor produced
in the final state, the simplest kinematic constraint that comes to mind is

W −MN >
∑

f

Mf (3)

whereW is the CM energy of the vector-boson–nucleon scattering process,MN is the nucleon
mass, and the right-hand side is the sum ofall masses in the final state.W is related to the famil-

4Strict kinematics would require putting the produced heavyflavor mesons or baryons on the mass shell. In the
PQCD formalism, we adopt the approximation of using on-shell final state heavy quarks in the underlying partonic
process.
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iar kinematic variables (x,Q) byW 2−M2
N = Q2(1−x)/x, and this constraint should ideally be

imposed on the right-hand side of Eq. (1). Any approach achieving this represents an improve-
ment over the conventional ZM scheme calculations, that ignores the kinematic constraint Eq. (3)
(resulting in a gross over-estimate of the corresponding cross sections). The implementation of
the constraint in the most usual case of NC processes, sayγ/Z + c → c (or any other heavy
quark) is not automatic (and is absent in some earlier definitions of a GM VFNS) because in this
partonic process one must account for the existence of ahidden heavy particle—the c̄—in the
target fragment. The key observation is, heavy objects buried in the target fragment are still a
part of the final state, and should be included in the phase space constraint, Eq. (3).

Early attempts to address this issue were either approximate or rather cumbersome, and
could not be naturally extended to high orders.5 A much better physically motivated approach is
based on the idea of rescaling. The simplest example is givenby charm production in the LO CC
processW + s → c. It is well-known that, when the final state charm quark is puton the mass
shell, kinematics requires the momentum fraction variablefor the incoming strange parton,χ in
Eq. (1) to beχ = x(1 + m2

c/Q
2) [17], rather than the Bjorkenx. This is commonly called the

rescaling variable. The generalization of this idea to the more prevalent case of NC processes
took a long time to emerge [18,19] which extended the simple rescaling to the more general case
of γ/Z+ c→ c+X, whereX contains only light particles, it was proposed that the convolution
integral in Eq. (1) should be over the momentum fraction rangeχc < ξ < 1, where

χc = x

(
1 +

4m2
c

Q2

)
. (4)

In the most general case where there are any number of heavy particles in the final state, the
corresponding variable is (cf. Eq. (3))

χ = x

(
1 +

(Σf Mf )
2

Q2

)
. (5)

This rescaling prescription has been referred to as ACOTχ in the recent literature [18–20].

Rescaling shifts the momentum variable in the parton distribution functionfk(ξ, µ) in
Eq. (1) to a higher value than in the zero-mass case. For instance, at LO, the structure func-
tions Fλ(x,Q) are given by some linear combination offk(x,Q) in the ZM formalism; but,
with ACOTχ rescaling, this becomesfk(χc, Q). In the region where(ΣfMf )

2 /Q2 is not too
small, especially whenf(ξ, µ) is a steep function ofξ, this rescaling can substantially change the
numerical result of the calculation. It is straightforwardto show that, when one approaches a
given threshold (MN + Σf Mf ) from above, the corresponding rescaling variableχ→ 1. Since
generallyfk(ξ, µ) −→ 0 asξ → 1, rescaling ensures a smoothly vanishing threshold behavior
for the contribution of the heavy quark production term to all structure functions. This results
in a universal6, and intuitively physical, realization of the threshold kinematic constraint for all
heavy flavor production processes that is applicable to all orders of perturbation theory. For this
reason, most recent global analysis efforts choose this method.

5In [9], the threshold violation was minimized by an artificial choice of the factorization scaleµ(mH , Q). In
[14,15] the kinematic limit was enforced exactly by requiring continuity of the slope of structure functions across the
matching point, resulting in a rather complicated expression for the coefficient functions in Eq.(1).

6Since it is imposed on the (universal) parton distribution function part of the factorization formula.

HEAVY FLAVOUR PRODUCTION AT THE LHC: THEORETICAL ASPECTS

HERA and the LHC 337



1.2.5 Difference between{F tot
λ } and{FH

λ } Structure Functions

In PQCD, the most reliable calculations are those involvinginfra-red safe quantities—these are
free from logarithmic factors that can become large (thereby spoiling the perturbative expansion).
The total inclusive structure functions{F tot

λ } defined in the GM VFNS are infrared safe, as
suggested by the discussion of Sec. 1.2.2 and proven in Ref. [7].

Experimentally, the semi-inclusive DIS structure functions for producing a heavy flavor
particle in the final state is also of interest. Theoretically, it is useful to note that the structure
functions{FH

λ } for producing heavy flavorH are not as well defined asF tot
λ .7 To see this,

consider the relation between the two,

F tot
λ = F light

λ + FH
λ , (6)

whereF light
λ denotes the sum of terms with only light quarks in the final state, andFH

λ consist
of terms with at least one heavy quarkH in the final state. Unfortunately,FH

λ (x,Q,mH) is,
strictly speaking,not infrared safebeyond orderαs (1-loop): they contain residuallnn(Q/mH)
terms at higher orders (2-loop and up). The same terms occur inF light

λ due to contributions from
virtualH loops, with the opposite sign. Only the sum of the two, i.e. the total inclusive quantities
F tot
λ are infra-red safe. This problem could be addressed properly by adopting a physically

motivated, infrared-safe cut-off on the invariant mass of the heavy quark pair, corresponding to
some experimental threshold [21] in the definition ofFH

λ (drawing on similar practises in jet
physics). In practice, up to orderα2

s, the result is numerically rather insensitive to this, and
different groups adopt a variety of less sophisticated procedures, e.g. including contributions
with virtual H loops within the definition ofFH

λ . Nonetheless, it is prudent to be aware that the
theoretical predictions onFH

λ are intrinsically less robust than those forF tot
λ when comparing

experimental results with theory calculations.

1.2.6 Conventions for “LO” , “NLO” , ... calculations

It is also useful to point out that, in PQCD, the use of familiar terms such as LO, NLO, ... is
often ambiguous, depending on which type of physical quantities are under consideration, and
on the convention used by the authors. This can be a source of considerable confusion when one
compares the calculations ofF tot

λ andFH
λ by different groups (cf. next section).

One common convention is to refer LO results as those derivedfrom tree diagrams; NLO
those from 1-loop calculations, ... and so on. This convention is widely used; and it is also the
one used in the CTEQ papers. Another possible convention is to refer to LO results as thefirst
non-zero termin the perturbative expansion; NLO as one order higher inαs, ... and so on. This
convention originated in FFNS calculations of heavy quark production; and it is also used by
the MRST/MSTW authors. It is a process-dependent convention, and it dependsa priori on the
knowledge of results of the calculation to the first couple oforders inαs.

7In the following discussion, we shall overlook logarithmicfactors normally associated with fragmentation func-
tions for simplicity. These are similar to those associatedwith parton distributions, but are less understood from the
theoretical point of view—e.g. the general proof of factorization theorem (with mass) [7] has not yet been extended to
cover fragmentation.
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Whereas the two conventions coincide for quantities such asF tot
2 , they lead to different

designations for the longitudinal structure functionF tot
L and thenf -flavorFH,nf

2 , since the tree-
level results are zero for these quantities. These designations, by themselves, are only a matter
of terminology. However, mixing the two distinct terminologies in comparing results of different
groups can be truly confusing. This will become obvious later.

1.3 Implementations of VFNS: Common Features and Differences

In this section, we provide some details of the PQCD basis forthe GM VFNS, and comment
on the different choices that have been made in the various versions of this general framework,
implemented by two of the major groups performing global QCDanalysis.

1.3.1 Alternative Formulations of the ZM VFNS

As pointed out in Sec. 1.2.3, the ZM VFNS, as commonly implemented, represents an unreliable
approximation to the correct PQCD in some kinematic regionsbecause of inappropriate handling
of the final-state counting and phase-space treatment, in addition to the neglect of heavy-quark
mass terms in the Wilson coefficients. Whereas the latter is unavoidable to some extent, be-
cause the massive Wilson coefficients have not yet been calculated even at 1-loop level for most
physical processes (except for DIS), the former (which can be more significant numerically in
certain parts of phase space) can potentially be remedied byproperly counting the final states and
using the rescaling variables, as discussed in Secs. 1.2.3 and 1.2.4 under general considerations.
Thus, alternative formulations of the ZM VFNS are possible that only involve the zero-mass
approximation in the Wilson coefficient. This possibility has not yet been explicitly explored.

1.3.2 Parton Distribution Functions in VFNS (ZM and GM)

In PQCD, the factorization scheme is determined by the choices made in defining the parton dis-
tribution functions (as renormalized Green functions). Ina GM VFNS based on the generalized
MS subtraction (cf. footnote 2) the evolution kernel of the DGLAP equation ismass-independent;
thus the PDFs, so defined, apply to GM VFNS calculations as they do for the ZM VFNS.

In the VFNS, the PDFs switch from thenf -flavor FFNS ones to the(nf + 1)-flavor FFNS
ones at the matching pointµ = mH (cf. Sec. 1.2.2); the PDFs above/below the matching point
are related, order-by-order inαs, by:

fV Fj (µ→ m+
H) ≡ f

(nf +1)FF
j = Ajk ⊗ f

nfFF
k ≡ Ajk ⊗ fV Fj (µ→ m−

H), (7)

wherem+/−
H indicate that theµ → mH limit is taken from above/below, and we have used the

shorthand VF/FF for VFNS/FFNS in the superscripts. The transition matrix elementsAjk(µ/mH),
representing a finite-renormalization between the two overlapping FFNS schemes, can be calcu-
lated order by order inαs; they are known to NNLO, i.e.O(α2

S) [12,13]. (Note thatAjk is not a
square matrix.) It turns out, at NLO,Ajk(µ = mH) = 0 [7]; thusfV Fk are continuous with this
choice of matching point. There is a rather significant discontinuity in heavy quark distributions
and the gluon distribution at NNLO.

HEAVY FLAVOUR PRODUCTION AT THE LHC: THEORETICAL ASPECTS

HERA and the LHC 339



With the matching conditions, Eq. 7,{fV Fj (µ)} are uniquely defined for all values ofµ.
We shall omit the superscript VF in the following. Moreover,when there is a need to focus
on fj(µ) in the vicinity of µ = mH , where there may be a discontinuity, we usef+/−

j (µ) to

distinguish the above/below branch of the function. As indicated in Eq. 7,f−j correspond to the
nf -flavor PDFs, andf+

j to the(nf + 1)-flavor ones.

1.3.3 The Structure of a GM VFNS, Minimal Prescription and Additional Freedom

Physical quantities should be independent of the choice of scheme; hence, in a GM VFNS, we
must require the theoretical expressions for the structurefunctions to be continuous across the
matching pointµ = Q = mH to each order of perturbative theory:

F (x,Q) = C−k (mH/Q)⊗ f−k (Q) = C+
j (mH/Q)⊗ f+

j (Q) (8)

≡ C+
j (mH/Q)⊗Ajk(mH/Q)⊗ f−k (Q). (9)

where we have suppressed the structure function label (λ) onF ’s andC ’s, and used the notation
C

+/−
k to denote the Wilson coefficient functionCk(mH/Q) above/below the matching point

respectively. Hence, the GM VFNS coefficient functions are also, in general, discontinuous, and
must satisfy the transformation formula:

C−k (mH/Q) = C+
j (mH/Q)⊗Ajk(mH/Q). (10)

order-by-order inαs. For example, atO(αS),AHg = αsP
0
qg ln(Q/mH), this constraint implies,

C−,1H,g(mH/Q) = αsC
+,0
H,H(mH/Q)⊗ P 0

qg ln(Q/mH) + C+,1
H,g(mH/Q). (11)

where the numeral superscript (0,1) refers to the order of calculation inαs (for Pjk, the order is
by standard convention one higher then indicated), and the suppressed second parton index on
the Wilson coefficients (cf. Eq. 2) has been restored to make the content of this equation explicit.
Eq. (11) was implicitly used in defining the original ACOT scheme [9]. The first term on the RHS
of Eq. 11, when moved to the LHS, becomes thesubtraction termof Ref. [9] that serves to define
the Wilson coefficientC+,1

H,g(mH/Q) (hence the scheme) at orderαs, as well as to eliminate the

potentially infra-red unsafe logarithm in the gluon fusionterm (C−,1H,g(mH/Q)) at high energies.

The GM VFNS as described above, consisting of the general framework of [6, 7], along
with transformation matrices{Ajk} calculated to orderα2

s by [12,13], is accepted in principle by
all recent work on PQCD with mass. Together, they can be regarded as theminimal GM VFNS.

The definition in Eq. 10 was applied to find the asymptotic limits (Q2/M2
H → ∞) of co-

efficient functions in [12,13], but it is important to observe that it does not completely define all
Wilson coefficients across the matching point, hence, thereare additional flexibilities in defin-
ing a specific scheme [7, 14, 15, 22]. This is because, as mentioned earlier, the transition matrix
{Ajk} is not a square matrix—it isnf × (nf + 1). It is possible to swapO(mH/Q) terms be-
tween Wilson coefficients on the right-hand-side of Eq. 10 (hence redefining the scheme) without
violating the general principles of a GM VFNS. For instance,one can swapO(mH/Q) terms be-
tweenC+,0

H (mH/Q) andC+,1
g (mH/Q) while keeping intact the relation (11) that guarantees the
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continuity ofF (x,Q) according to Eq. 8. This general feature, applies to (10) to all orders. It
means, in particular, that there is no need to calculate the coefficient functionC+,i

H (mH/Q), for
anyi – it can be chosen as a part of the definition of the scheme. Also, it is perfectly possible to
define coefficient functions which do not individually satisfy the constraint in Eq. 3, since Eq. 10
guarantees ultimate cancellation of any violations between terms. However, this will not occur
perfectly at any finite order so modern definitions do includethe constraint explicitly, as outlined
in Sec. 1.2.4.

The additional flexibility discussed above has been exploited to simplify the calculation, as
well as to achieve some desirable features of the predictionof the theory by different groups. Of
particular interest and usefulness is the general observation that, given a GM VFNS calculation
of {C+

j }, one can always switch to a simpler scheme with constant{C̃+
j }

C̃+
H(mH/Q) = C+

H(0) (12)

This is because the shift (C+
H(mH/Q) − C+

H(0)) vanishes in themH/Q → 0 limit, and can
be absorbed into a redefinition of the GM scheme as mentioned above. The detailed proof are
given in [7, 22]. By choosing the heavy-quark-initiated contributions to coincide with the ZM
formulae, the GM VFNS calculation becomes much simplified: given the better known ZM
results, we only need to know the fullmH-dependent contributions from the light-parton-initiated
subprocesses; and these are exactly what is provided by thenf -flavor FFNS calculations available
in the literature. This scheme is known as theSimplified ACOT scheme, or SACOT [7,22].

Further uses of the freedom to reshuffleO(mH/Q) terms between Wilson coefficients, as
well as adding terms of higher order in the matching condition (without upsetting the accuracy
at the given order) have been employed extensively by the MRST/MSTW group, as will be
discussed in Sec. 1.3.5.

1.3.4 CTEQ Implementation of the GM VFNS

The CTEQ group has always followed the general PQCD framework as formulated in [6, 7].
Up to CTEQ6.1, the default CTEQ PDF sets were obtained using the more familiar ZM Wilson
coefficients, because, the vast majority of HEP applications carried out by both theorists and
experimentalists use this calculational scheme. For thoseapplications that emphasized heavy
quarks, special GM VFNS PDF sets were also provided; these were named as CTEQnHQ, where
n = 4, 5, 6.

The earlier CTEQ PDFs are now superseded by CTEQ6.5 [1] and CTEQ6.6 [3] PDFs;
these are based on a new implementation of the general framework described in previous sections,
plus using the simplifying SACOT choice of heavy quark Wilson coefficients [9,23] specified by
Eq. 12 above. There are no additional modifications of the formulae of the minimal GM VFNS,
as described in previous sections. CTEQ uses the conventionof designating tree-level, 1-loop,
2-loop calculations as LO, NLO, and NNLO, for all physical quantities,F tot

λ , FH
λ , ... etc., cf.

Sec. 1.2.6.

With these minimal choices, this implementation is extremely simple. Continuity of phys-
ical predictions across matching points in the scale variable µ = Q is guaranteed by Eqs. 8 and
10; and continuity across physical thresholds in the physical variableW , for producing heavy
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flavor final states, are guaranteed by the use of ACOT-χ rescaling variables 5, as described in
Sec. 1.2.4.

For example, to examine the continuity of physical predictions to NLO in this approach,
we have, for the below/above matching point calculations:

F−H2 (x,Q2) = αsC
−,1
2,Hg ⊗ gnf

F+H
2 (x,Q2) = αsC

+,1
2,Hg ⊗ gnf +1 + (C+,0

2,HH + αsC
+,1
2,HH)⊗ (h+ h̄)

(13)

where non-essential numerical factors have been absorbed into the convolution⊗. The continuity
of FH2 (x,Q2) in the scaling variableµ = Q is satisfied by construction (Eq. 9) because the
relation between the PDFs given by Eq. 7 and that between the Wilson coefficients given by
Eq. 8 involve the same transformation matrix{Ajk} (calculated in [12, 13, 21]). In fact, to this
order,AHg = αsP

0
qg ln(Q/mH), hence

h(h̄) = 0
gnf +1 = gnf

C+,1
2,Hg = C−,12,Hg ,

at the matching pointµ = Q = mH . Thus, the two lines in Eq. 13 give the same result, and
FH2 (x,Q2) is continuous. The separate issue of continuity ofFH2 (x,Q2) in the physical variable
W across the production threshold ofW = 2mH is satisfied automatically by each individual
term (using the ACOT-χ prescription for the quark terms and straightforward kinematics for the
gluon term).

In the CTEQ approach, all processes are treated in a uniform way; there is no need to
distinguish between neutral current (NC) and charged current (CC) processes in DIS, (among
others, as in MRST/MSTW). All CTEQ global analyses so far arecarried out up to NLO. This
is quite adequate for current phenomenology, given existing experimental and other theoretical
uncertainties. Because NNLO results has been known to show signs of unstable behavior of the
perturbative expansion, particularly at small-x, they are being studied along with resummation
effects that can stabilize the predictions. This study is still underway.

1.3.5 MRST/MSTW Implementation of the GM VFNS

Prescription. In the Thorne-Roberts (TR) heavy flavour prescriptions, described in [14, 15]
the ambiguity in the definition ofCVF,0

2,HH(Q2/m2
H) was exploited by applying the constraint that

(dFH
2 /d lnQ2) was continuous at the transition point (in the gluon sector). However, this be-

comes technically difficult at higher orders. Hence, in [20]the choice of heavy-flavour coefficient
functions forFH2 was altered to be the same as the SACOT(χ) scheme described above. This
choice of heavy-flavour coefficient functions has been used in the most recent MRST/MSTW
analysis, in the first instance in [2]. To be precise the choice is

CVF,n
2,HH(Q2/m2

H , z) = CZM,n
2,HH(z/xmax). (14)

This is applied up to NNLO in [20] and in subsequent analyses.For the first time at this order
satisfying the requirements in Eq.(10) leads to discontinuities in coefficient functions, which up
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to NNLO cancel those in the parton distributions. This particular choice of coefficient func-
tions removes one of the sources of ambiguity in defining a GM VFNS. However, there are
additional ambiguities in the MRST/MSTW convention for counting LO, NLO, ... calculations
(cf. Sec.1.2.6), coming about because the ordering inαS for FH2 (x,Q2) is different above and
below matching points in Eqs. 9-11. (These complications donot arise in the minimal GM VFNS
adopted by CTEQ, as already mentioned in the previous subsection.)

For the neutral current DISF2 structure function, the above-mentioned ambiguities can be
see as follows:

below above

LO αS
4πC

−,1
2,Hg ⊗ gnf C+,0

2,HH ⊗ (h+ h̄)

NLO
(
αS
4π

)2

(C−,22,Hg ⊗ gnf + C−,22,Hq ⊗ Σnf ) αS
4π (C+,1

2,HH ⊗ (h+ h̄) + C+,1
2,Hg ⊗ gnf+1)

NNLO
(
αS
4π

)3 ∑
iC

+,2
2,Hi ⊗ f

nf

i

(
αS
4π

)2∑
j C

+,2
2,Hj ⊗ f

nf+1
j ,

(15)
with obvious generalization to even higher orders. This means that switching directly from a
fixed order withnf active quarks to fixed order withnf +1 active quarks leads to a discontinuity
in FH2 (x,Q2). As with the discontinuities in the ZM-VFNS already discussed this is not just
a problem in principle – the discontinuity is comparable to the errors on data, particularly at
smallx. The TR scheme, defined in [14, 15], and all subsequent variations, try to maintain the
particular ordering in each region as closely as possible. For example at LO the definition is

FH2 (x,Q2) =
αS(Q2)

4π
C−,12,Hg(Q

2/m2
H)⊗ gnf (Q2)

→ αS(m2
H)

4π
C−,12,Hg(1)⊗ gnf (m2

H) + C+,0
2,HH(Q2/m2

H)⊗ (h+ h̄)(Q2). (16)

TheO(αS) term is frozen when going upwards throughQ2 = m2
H . This generalizes to higher

orders by freezing the term with the highest power ofαS in the definition forQ2 < m2
H when

moving upwards abovem2
H . Hence, the definition of the ordering is consistent within each

region, except for the addition of a constant term (which does not affect evolution) aboveQ2 =
m2
H which becomes progressively less important at higherQ2, and whose power ofαS increases

as the order of the perturbative expansion increases.

This definition of the ordering means that in order to define a GM VFNS at NNLO [20]
one needs to use theO(α3

S) heavy-flavour coefficient functions forQ2 ≤ m2
H (and that the

contribution will be frozen forQ2 > m2
H). This would not be needed in a ACOT-type scheme.

As mentioned above, these coefficient functions are not yet calculated. However, as explained
in [20], one can model this contribution using the known leading threshold logarithms [24] and
leading ln(1/x) terms derived from thekT -dependent impact factors [25]. This results in a
significant contribution at smallQ2 andx with some model dependence. However, variation in
the free parameters does not lead to a large change.8

8It should be stressed that this model is only valid for the region Q2 ≤ m2
H , and would not be useful for a NNLO
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The above discussions focused onFH2 ; but they mostly apply toFL as well. We only
need to mention that, with the adoption of the SACOT prescription for heavy-quark initiated
contributions (i.e. using the ZM version of the Wilson coefficient),FHL vanishes at orderα0

s as
it does in the TR prescriptions.(This zeroth order coefficient function does appear in some older
GM VFNS definitions.) According to the MRST/MSTW convention, the orderα1

s term ofFL
(both light and heavy flavour) counts as LO, and so on, whereasin the CTEQ convention each
relative order is a power ofαS lower.

The general procedure for the GM VFNS for charged-current deep inelastic scattering can
work on the same principles as for neutral currents, but one can produce asinglecharm quark
from a strange quark soχ = x(1 + m2

c/Q
2). However, there is a complication compared to

the neutral current case because the massive FFNS coefficient functions are not known atO(α2
S)

(only asymptotic limits [27] have been calculated). These coefficient functions are needed in a
TR-type scheme at lowQ2 at NLO, and for any GM VFNS at allQ2 at NNLO. This implies that
we can only define the TR scheme to LO and the ACOT scheme to NLO.However, known in-
formation can be used to model the higher order coefficient functions similarly to the TR scheme
definition to NNLO for neutral currents. A full explanation of the subtleties can be found in [28].

Scheme variations. The inclusion of the complete GM VFNS in a global fit at NNLO first
appeared in [2], and led to some important changes compared aprevious NNLO analysis, which
had a much more approximate inclusion of heavy flavours (which was explained clearly in the
Appendix of [29]). There is a general result thatF c2 (x,Q2) is flatter inQ2 at NNLO than at
NLO, as shown in Fig. 4 of [2], and also flatter than in earlier (approximate) NNLO analyses.
This had an important effect on the gluon distribution. As seen in Fig. 5 of [2], it led to a larger
gluon forx ∼ 0.0001 − 0.01, as well as a larger value ofαS(M2

Z), both compensating for the
naturally flatter evolution, and consequently leading to more evolution of the light quark sea.
Both the gluon and the light quark sea were6 − 7% greater than in the MRST2004 set [30] for
Q2 = 10, 000GeV2 , the increase maximising atx = 0.0001− 0.001. As a result there was a6%
increase in the predictions forσW andσZ at the LHC. This would hold for all LHC processes
sensitive to PDFs in thisx range, but would be rather less for processes such astt̄ pair production
sensitive tox ≥ 0.01. This surprisingly large change is a correction rather thana reflection of
the uncertainty due to the freedom in choosing heavy flavour schemes and demonstrates that the
MRST2004 NNLO distributions should now be considered to be obsolete.

To accompany the MRST 2006 NNLO parton update there is an unofficial “MRST2006
NLO” set, which is fit to exactly the same data as the MRST2006 NNLO set. By comparing
to the 2004 MRST set one can check the effect on the distributions due to the change in the
prescription for the GM VFNS at NLO without complicating theissue by also changing many
other things in the analysis. The comparison of the up quark and gluon distributions for the
“MRST2006 NLO” set and the MRST2004 NLO set, i.e. the comparable plot to Fig. 5 of [2]
for NNLO, is shown in Fig. 1. As can be seen it leads to the same trend for the partons as at
NNLO, i.e. an increase in the small-x gluon and light quarks, but the effect is much smaller –

FFNS at allQ2 since it contains no information on the largeQ2/m2
H limits of the coefficient functions. A more

general approximation to theO(α3
S) coefficient functions could be attempted, but full details would require first the

calculation of theO(α3
S) matrix elementAHg. This more tractable project is being investigated at present [26].
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Fig. 1: A comparison of the unpublished “MRST2006 NLO” parton distributions to the MRST2004 NLO

distributions. In order to illustrate the significance of the size of the differences, the uncertainty on the

MRST2001 distributions is used for the 2004 distributions.
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a maximum of a2% change. Also, the value of the coupling constant increases by 0.001 from
the 2004 value ofαS(M2

Z) = 0.120. From momentum conservation there must be a fixed point
and this is atx ∼ 0.05. Hence,W,Z and lighter particle production could be affected by up
to 2 − 3%, and very high mass states by a similar amount, but final states similar in invariant
mass tott̄ will be largely unaffected. Hence, we can conclude that the change in our choice of
the heavy-flavour coefficient function alone leads to changes in the distributions of up to2%,
and since the change is simply a freedom we have in making a definition, this is a theoretical
uncertainty on the partons, much like the frequently invoked scale uncertainty. Like the latter, it
should decrease as we go to higher orders.

1.3.6 Comparisons

We have tried to make clear that both the CTEQ and the MRST/MSTW approaches are consistent
with the PQCD formalism with non-zero heavy quark masses{mH}. In this sense, they are
both “valid”. In addition, they both adopt certain sensiblepractises, such as the numerically
significant rescaling-variable approach to correctly treat final-state kinematics (ACOT-χ), and
the calculationally simplifying SACOT prescription for the quark-parton initiated subprocesses.
These common features ensure broad agreement in their predictions. This is borne out by the
fact that global QCD analyses carried out by both groups showvery good agreement with all
available hard scattering data, including the high-precision DIS total inclusive cross sections
and semi-inclusive heavy flavor production cross sections;and that the predictions for higher
energy cross sections at LHC for the important W/Z production process agree rather well in the
most recent versions of these analyses [2,3].9 Comparisons of experiment for the abundant data
on total inclusive cross sections (and the associated structure functions) with theory are well
documented in the CTEQ and MRST/MSTW papers. Here we only show the comparison of the
recent H1 data sets on cross sections for charm and bottom production [31] to the latest CTEQ
and MSTW calculations. This figure illustrates the general close agreement between the two
calculations. (Also, see below.)

Because the main source of the differences between the two implementations arise from
the different conventions adopted for organizing the perturbative calculation, it is impossible
to make a direct (or clear-cut) comparison between the two calculations. By staying with the
conventional order-by-order formulation, the CTEQ approach has all the simplicities of the
minimal GM VFNS. With the alternative LO/NLO/NNLO organization, the MRST/MSTW ap-
proach includes specifically chosen higher-order terms at each stage of the calculation for dif-
ferent physical quantities (e.g.F tot

2 , F tot
L , FH

2 , in Secs. 1.3.5) with their associated Wilson co-
efficients (e.g. Eqs. 15,16). The choices are a matter of taste because, with the same Wilson
coefficients (with heavy quark mass) available in the literature (such as [12, 13]), both analyses
can be extended to the appropriate order, and they should contain the same information. So far,
MRST/MSTW has carried out their analyses to one order higherthan CTEQ. In practice, we
have seen one comparison of the “NLO” predictions of the two approaches in Fig. 2 that shows
remarkable general agreement with each other, and with experimental data. Some expected dif-
ferences at small-x, due to the higher order term included in the MRST/MSTW calculation are

9Some apparent worrying discrepancies in the predictions for the W/Z cross-sections at LHC between [1] and [30]
have been superseded by the recent analyses.
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Fig. 2: Comparison of the predictions for σ̃cc̄(x,Q2) and σ̃bb̄(x,Q2) compared to preliminary data from H1.

present. Compared to experimental data, the CTEQ curves seem to give a slightly better descrip-
tion of data in this region of difference; but this should notbe taken seriously in view of the
above discussions. We intend to make a more quantitative study of the differences between the
alternative formulations of a GM VFNS and ZM VFNS in a future publication.

1.4 Use of Parton Distribution Functions

Some commonly asked questions in the user community for PDFsare along the lines of: (i)
Which available PDF set is most appropriate for my particular calculation? and (ii) If PDF
set A was obtained using scheme A (say, ZMVFNS/GMVFNS-MSTW/GMVFNS-CTEQ) do
I have to use the same scheme A for my Wilson coefficients (otherwise my calculation would
be inconsistent)? Whereas it is impossible to answer all such questions at once, the following
observations should provide useful guidelines toward the appropriate answers. Foremost, it is
important to bear in mind that in the perturbative approach,all calculations are approximate;
hence the goodness of the approximation is the most (or only)relevant consideration. Any fast,
or absolute, rules or prescriptions would be misguided.

* For applications at very high energy scales, e.g. most LHC processes, it is perfectly fine to
use the ZM formulae for the hard-scattering coefficientirrespective of the choice of PDF sets
(see below), since the ZM Wilson coefficients are good approximations to the GM ones (valid
to O(M2/Q2) whereM represents the typical mass in the relevant parton subprocess—heavy
quarks or other produced particles), and the ZM coefficientsare much simpler andmuch more
readily available.
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On the other hand, for applications involving physical scalesQ ∼ O(M), such as com-
parison to precision DIS data at HERA, it is important both touse GM Wilson coefficients, and
to ensure that these are consistent with those adopted in generating the PDF set to be used in the
calculation.

* For the global analyses that yield the PDF sets, it matters whether the ZM VFNS or GM VFNS
scheme is used in the calculation, since a substantial fraction of the input DIS data are in the
region whereQ is not very large compared to the heavy quark massesmc,b (the top quark does
not play a significant role in these analysis). Thus, the ZM-VFNS and GM VFNS PDFs can
differ in somex-range, even if they agree quite well in general (cf. [1]). For example, the widely
used CTEQ6.1 (ZM-VFNS) and the most recent CTEQ6.5/CTEQ6.6(GM VFNS) PDF sets both
give excellent fits to the available data, yet the differences (mainly aroundx ∼ 10−3) are enough
to lead to a6% shift in the predictions for cross sections forW,Z and similar mass states at the
LHC. Higher mass final states are much less affected.

The above differences arise from two sources: (i) the treatment of final-state counting
(Sec. 1.2.3) and phase space (Sec. 1.2.4); and (ii) mass effects in the Wilson coefficients. The
first is numerically significant for reasons explained in those sections, and it can potentially be
removed to produce an improved ZM VFNS (Sec. 1.3.1).

* The differences between PDFs obtained using different GM VFNS implementations, such as
those by CTEQ and MSTW groups discussed in the main part of this review, are much smaller
than those between the ZM and GM VFNS. This is because the treatments of final states are
similar, and the differences in the Wilson coefficients are much reduced also. The current NLO
predictions onW/Z cross sections at LHC by the CTEQ and MSTW groups, for instance, are
within 2% [4].

* What about single-flavor (say,nf ) FFNS PDFs that are commonly believed to be needed for
FFNS calculations, such as for heavy flavor production processes? We would like to point out,
perhaps surprisingly to many readers, that: (i) with the advent of GM VFNS PDFs,the FFNS
PDFs are not in principle neededfor consistency; and (ii) the use ofnf -flavor FFNS PDFs in a
nf -flavor calculation is muchless reliablethan using the GM VFNS (if the latter is available).
The reasons for these assertions are fairly easy to see, as wenow explain.

First of all, as we emphasized in Sec. 1.2.2, the GM VFNS is, bydefinition, a composite
scheme thatis thenf -FFNS within the region of validity of the latter. In principle onecanuse
the GM VFNS PDFs in the FFNS calculations within the region where the FFNS is reliable. (In
practice this range of validity (in energy scaleµ) extends up to several timesmH , cf. second to
last paragraph of Sec. 1.2.2.) Secondly, since any givennf -FFNS has only a limited range of
validity (Sec. 1.2.2), the global analysis used to determine anynf -FFNS PDF set is inherently
a compromise. This compromise is likely to be a fairly bad onefor two reasons. Firstly, the
limited range of validity implies that only a fraction of thedata used in the global analysis can
be legitimately applied. If one excludes all the data outside of the region of validity of the theory
(not an easily-defined region), the constraining power of the analysis would greatly suffer. If,
instead, one includes all the points in the analysis anyway,the PDFs will compensate, much like
the case of the fit using the basic ZM VFNS. This can result in a good comparison to data (as
in the ZM VFNS [32]), but this is potentially misleading since the compensation is caused by
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the wrong physics. In either of the cases, the PDFs resultingfrom a fit using the FFNS will be
unreliable. Secondly, Wilson coefficients in the FFNS only exist for the DIS process beyond
LO, hence the ZM approximation tonf -FFNS must be used. We note, although this second
point is shared by current GM VFNS analyses, the ZM VFNS approximation to GM VFNS is a
much better approximation than that of ZM FFNS tonf -FFNS. (For instance, for collider jet data
sets, the ZM 3- or 4-flavor calculation would be way-off the correct one. This is not a problem
for the GM VFNS case.) These inherent problems motivated an alternative approach to FFNS
PDFs in [33]: rather than performing a (imperfect) FFNS global fit, one simply generates them
by fixednf -flavor QCD evolution from a set of initial PDFs obtained in anexisting (bona fide)
GM VFNS global analysis! Because of the different QCD evolution, however, the PDFs will be
different from the original GM VFNS ones crossing heavy flavor thresholds; and the fits to the
global data will correspondingly deteriorate, particularly for the high precision HERA data sets
at higherQ2. Thus, these PDFs deviate from truth in a different way. The relative merit between
this approach and the conventional FFNS global fits is difficult to gauge because there are no
objective criteria for making the assessment.

Returning to the original question that started this bulletitem, we can summarize the op-
tions available to match PDFs with a FFNS calculation such asHQVDIS [34] for heavy quark
production: (i) conventional FFNS PDFs (CTEQ, GRV), suitably updated if necessary [35]; (ii)
PDFs generated by FFNS evolution from GM VFNS PDFs at some initial scaleQ0 (MSTW [33],
but also can easily be done with CTEQ); or, (iii) simply use the most up-to-date GM VFNS PDFs
(MSTW, CTEQ) for allQ. For reasons discussed in the previous paragraphs, each option has its
advantages and disadvantages. (i) and even (ii) are theoretically self-consistent, while (iii) is not,
e.g. it opens up the akward question of how many flavours to usein the definition ofαS . How-
ever, the PDFs in (iii) are intrinsically much more accurately and precisely determined. Hence, in
practical terms it is not obvious which would be most “correct”.10 The choice reduces to a matter
of taste, and for some, of conviction. The differences in results, obtained using these options,
should not be too large, since they are mostly of one order higher inαs; and, in an approximate
manner, they define the existing theoretical uncertainty. In principle, an approach that combines
the advantages of all three, hence could work the best, wouldbe to use PDFs obtained in the GM
VFNS, but with the transition scaleµT (Sec. 1.2.3) set at a much higher value thanmH for each
heavy flavor threshold. But this option is rather cumbersometo implement (as has been hinted in
Sec. 1.2.3), hence has not been done.

* There exists another class of applications, involving multiple-scale processes, such as heavy
flavor production at hadron colliders with finite transversemomentumpT or in association with
W/Z or Higgs, for which PQCD calculations are more complex than the familiar one-hard-
scale case, as implicitly assumed above. Since these processes can play an important role in
LHC, there has been much discussions, and controversies, inrecent literature about the various
approaches that may be applied [36]. Both the GM VFNS [37] andFFNS approaches have been
advocated [38]. The problem is complex, generally because more than one kind of potentially
large logarithms occur in these problems, and they cannot beeffectively controlled all at once
with some suitable choice of scheme. A detailed discussion is outside the scope of this paper,

10Although it is certainly better to use a current GM VFNS set ofPDFs than an out-of-date FFNS set.
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although our remark about the FFNS PDFs above could be helpful (and relieve some of the
anxieties expressed in the literature).

All in all, for general applications, taking into account all the considerations above, the
modern GM VFNS PDF sets are clearly the PDFs of choice.

1.5 Intrinsic Heavy Flavour

Throughout the above discussions we have made the assumption that all heavy quark flavour is
generated from the gluon and lighter flavours through the perturbative QCD evolution, starting
from the respective scaleµ = mH . This is usually referred to as theradiatively generated heavy
flavor scenario. From the theoretical point of view, this is reasonable for heavy flavors with
mass scale (mH ) very much higher than the on-set of the perturbative regime, say∼ 1 GeV.
Thus, while this assumption is usually not questioned for bottom and top, the case for charm
is less obvious. In fact, the possibility for a non-negligible intrinsic charm(IC) component of
the nucleon atµ = Q ∼ mc was raised a long time ago [39]; and interests in this possibility
have persisted over the years. Whereas the dynamical originof such a component can be the
subject of much debate, the phenomenological question of its existence can be answered by
global QCD analysis: do current data support the IC idea, andif so, what is its size and shape?
This problem has been studied recently by a CTEQ group [40], under two possible scenarios: IC
is enhanced at high values ofx (suggested by dynamical models such as [39]), or it is similar in
shape to the light-flavor sea quarks (similar to, say, strange). They found that current data do not
tightly constrain the charm distribution, but theycanplace meaningful bounds on its size. Thus,
while the conventional radiatively generated charm is consistent with data, IC is allowed in both
scenarios. For the model-inspired (large-x) case, the size of IC can be as large as∼ 3 times that
of the crude model estimates, though comparison to the EMCF c2 data [41] imply contributions
somewhat smaller [42]. If such an IC component does exist, itwould have significant impact
on LHC phenomenology for certain beyond SM processes. For the sea-like IC case, the bound
on its size is looser (because it can be easily interchanged with the other sea quarks in the global
fits); its phenomenological consequences are likewise harder to pin-point.

From a theoretical point of view, intrinsic heavy flavour andGM VFNS definitions were
discussed in [43]. Allowing an intrinsic heavy quark distribution actually removes the redun-
dancy in the definition of the coefficient functions in the GM VFNS, and two different definitions
of a GM VFNS will no longer be identical if formally summed to all orders, though they will only
differ by contributions depending on the intrinsic flavour.Consider using identical parton distri-
butions, including the intrinsic heavy quarks, in two different flavour schemes. The heavy-quark
coefficient functions at each order are different byO(m2

H/Q
2). This difference has been con-

structed to disappear at all orders when combining the parton distributions other than the intrinsic
heavy quarks, but will persist for the intrinsic contribution. The intrinsic heavy-flavour distribu-
tions are ofO(Λ2

QCD/m
2
H), and when combined with the difference in coefficient functions the

mass-dependence cancels leading to a difference in structure functions ofO(Λ2
QCD/Q

2). It has
been shown [7] that for a given GM VFNS the calculation of the structure functions is limited
in accuracy toO(Λ2

QCD/Q
2). Hence, when including intrinsic charm, the scheme ambiguity is

of the same order as the best possible accuracy one can obtainin leading twist QCD, which is
admittedly better than that obtained from ignoring the intrinsic heavy flavour (if it exists) asQ2
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increases abovem2
H . It is intuitively obvious that best accuracy will be obtained from a defini-

tion of a GM VFNS where all coefficient functions respect particle kinematics. In fact, the most
recent CTEQ and MSTW prescriptions would provide identicalcontributions to the structure
functions from the same intrinsic charm parton distribution.
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2 Charmed-meson fragmentation functions with finite-mass corrections

Authors: B. A. Kniehl, G. Kramer, I. Schienbein, and H. Spiesberger

A straight-forward and conventional approach to include heavy-quark mass effects in the
theoretical predictions for the production of single heavy-flavor mesons consists in taking into
account the non-zero quark massmh in a calculation where only light quarks and the gluon exist
in the initial state and the heavy quark is pair-produced in the hard scattering process. Such a
scheme is called a fixed-flavor-number scheme (FFNS) and can be implemented, presently, only
at NLO. It is reliable in a kinematic region not far above production threshold. At high scalesµ,
however, the presence of logarithmic terms proportional tolog(µ/mh) makes the predictions of a
calculation in the FFNS unreliable. These logarithmic terms have to be resummed, which is con-
ventionally done in the so-called zero-mass variable-flavor-number scheme (ZM-VFNS) where
the heavy quark is treated as a parton, in addition to light quarks and the gluon. Heavy quark
parton distribution functions and fragmentation functions, which are present in this scheme, can
absorb the large logarithmic terms and resummation is performed with the help of the DGLAP
evolution equations.

The general-mass variable-flavor-number scheme (GM-VFNS)provides a framework for
the theoretical description of the inclusive production ofsingle heavy-flavored hadrons, combin-
ing virtues of both the FFNS and the ZM-FVNS in a unified approach. It resums large logarithms
by the DGLAP evolution of non-perturbative fragmentation functions, guarantees the universal-
ity of the latter as in the ZM-VFNS, and simultaneously retains the mass-dependent terms of
the FFNS without additional assumptions. It was elaboratedat next-to-leading order (NLO) for
photo- [45] and hadroproduction [46,47] ande+e− annihilation [48].

Recent progress in the implementation of the GM-VFNS at NLO allowed us to extract
mass-dependent FFs forD-mesons from global fits toe+e− annihilation data [48]. We used
experimental data from the Belle, CLEO, ALEPH, and OPAL Collaborations [44]. The fits for
D0, D+, andD∗+ mesons using the Bowler ansatz [49] yieldedχ2/d.o.f. = 4.03, 1.99, and
6.90, respectively. The result of the fit forD+ mesons is shown in Fig. 3.
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Fig. 3: Comparison of (a) Belle, CLEO, and (b) OPAL data onD+ mesons [44] with a global fit. The dotted line in
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Fig. 4: Comparison of the ALEPH, OPAL, and SLD data onB meson production [50] with a fit for theb → B FF.

The significance of finite-mass effects can be assessed through a comparison with a similar
analysis in the ZM-VFNS. It turned out that for the experimental conditions at Belle and CLEO,
charmed-hadron mass effects on the phase space are appreciable, while charm-quark mass effects
on the partonic matrix elements are less important. In Figs.3(a) and (b), the scaled-momentum
distributions from Belle and CLEO and the normalized scaled-energy distributions from OPAL
for D+ mesons are compared to the global fits. The Belle and CLEO dataprefer higher values
for the averagex of the c → D FFs. Due to their smaller errors they dominate the global fit,
and the ALEPH and OPAL data are less well described. Charmed hadrons may also originate
indirectly through the fragmentation of ab quark. Our ansatz includes non-perturbativeb → D
FFs, but these are only weakly constrained by the Belle and CLEO data.

Previous fits of theb → B FFs in the ZM-VFNS [52] were based one+e− data from
ALEPH, OPAL and SLD [50] and used the Kartvelishvili-Likhoded ansatz [53]. As a recent im-
provement we adjusted the value ofmb and the energy scale where the DGLAP evolution starts,
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Fig. 5: (a) Comparison of CDF II data [51] onD+ mesons with the global fit.

to conform with modern PDF sets. The data are well described by the fit, with aχ2/d.o.f. =
1.495. The result is shown in Fig. 4.

Usage of these new FFs leads to an improved description of theCDF data for charmed-
meson production [54] from run II at the Tevatron, as may be seen by comparing Fig. 5(a) in
this chapter with Fig. 2(b) of Ref. [47]. Also predictions for B-meson production agree with
CDF II data [51]. Comparing massless and massive calculations, we found that finite-mb effects
moderately enhance thepT distribution; the enhancement amounts to about 20% atpT = 2mb

and rapidly decreases with increasing values ofpT , falling below 10% atpT = 4mb (see Fig.
5b). Such effects are thus comparable in size to the theoretical uncertainty due to the freedom
of choice in the setting of the renormalization and factorization scales. At higher values of
the transverse momentum,pT , the predictions of the GM-VFNS and ZM-VFNS approach each
other by construction. There, resummation of large logarithms will be important and a FFNS
calculation will become inappropriate since it does not resum large logarithms. CDF data reach
up to 40 GeV and preliminary data at the highest values ofpT indicate that resummation of large
logarithmic terms will be necessary to obtain a reasonable description of experimental results.

3 Fragmentation of heavy quarks with an effective strong coupling constant

Authors: G. Corcella and G. Ferrera

We describe a model to include non-perturbative corrections to heavy-quark fragmenta-
tion, based on next-to-next-to-leading logarithmic threshold resummation and an effective QCD
coupling constant not containing the Landau pole. Comparison with experimental data is also
presented.

The hadronization of partons into hadrons cannot be calculated from first principles, but
it is usually described in terms of phenomenological models, containing few parameters which
need to be tuned to experimental data. In this paper we propose a different approach to describe
heavy-quark (bottom and charm) fragmentation ine+e− processes: we use a non-perturbative
model [55,56] including power corrections via an effectivestrong coupling constant, which does
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not exhibit the Landau pole. The interesting feature of sucha model is that it does not contain
any extra free parameter to be fitted to the data, besides the ones entering in the parton-level
calculation. In [57, 58] such a model was also employed in theframework ofB-meson decays
and it was found good agreement with the experimental data. Moreover, it was even possible
to extractαS(mZ) and the Cabibbo-Kobayashi-Maskawa matrix element|Vub| from such data
[57, 58]. In the following, we shall consider heavy-quark production ine+e− annihilation, in
particularb- andc-quark production at LEP. In [56], charm-quark fragmentation at theΥ(4S)
resonance was also investigated.

The perturbative fragmentation approach [59], up to power corrections, factorizes the en-
ergy distribution of a heavy quark as the convolution of a process-dependent coefficient func-
tion, associated with the emission off a massless parton, and a process-independent perturbative
fragmentation function, expressing the transition of the light parton into a heavy quark. The
heavy-quark spectrum reads:

1
σ

dσ

dx
(x,Q,mq) = C(x,Q, µF )⊗D(x, µF ,mq) +O ((mq/Q)) . (17)

whereQ is the hard scale of the process,x is the heavy-quark energy fraction in the centre-of-
mass frame, i.e.x = 2Eq

Q , andµF ∼ Q is the factorization scale.

The perturbative fragmentation function follows the DGLAPevolution equations. As in
[55, 56], we use coefficient function and initial condition at next-to-leading order (NLO) and
solve the DGLAP equations with a NLO kernel11. This way, one resum the large mass logarithms
∼ ln(Q2/m2

q) in the next-to-next-to-leading logarithmic approximation [59]. Furthermore, both
coefficient function and initial condition contain terms,∼ 1/(1−x)+ and∼ [ln(1−x)/(1−x)]+,
enhanced whenx approaches 1, which corresponds to soft- or collinear-gluon radiation. One
needs to resum such contributions to all orders to improve the perturbative prediction (threshold
resummation) [60]. In our analysis, we implement thresholdresummation in the next-to-next-to-
leading logarithmic (NNLL) approximation. following the general method of [61,62].

Let us now briefly discuss the phenomenological model which includes non-perturbative
power corrections through an effective QCD coupling [55–57, 63]. We start by constructing a
general analytic QCD couplinḡαS(Q2) from the standard one, by means of an analyticity re-
quirement: ᾱS(Q2) is defined to have the same discontinuity as the standard coupling and no
other singularity [64]. The coupling constant constructedin this way exhibits no Landau pole,
which is subtracted by a power correction, while it has the same discontinuity as the standard one
for Q2 < 0, related to gluon branching. As discussed in [55], since heavy quark fragmentation
is a time-like process, we have to include the absorptive parts of the gluon polarization function
into the effective coupling: that amounts to a resummation of constant terms to all orders. As
detailed in [55,56], the effective time-like coupling̃αS(Q2) is thus given by an integral over the
discontinuity of the gluon propagator, with the analytic coupling ᾱS(Q2) entering in the inte-
grand function. At one-loop, for example, one obtains the following effective time-like coupling
constant:

α̃S(Q2) =
1
β0

[
1
2
− 1
π

arctan
(

log(Q2/Λ2)
π

)]
. (18)

11One could go beyond such a level of accuracy and include next-to-next-to-leading order (NNLO) corrections to
the coefficient function, initial condition and to the non-singlet splitting functions.
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Our model simply replaces the standardαS(Q2) with the effective time-like coupling constant.
As in [55,56],α̃S(Q2) is evaluated up to NNLO, i.e. three-loop accuracy. We stressthat, even if
our model does not contain any free parameter to be fitted to data, we had to choose among possi-
ble different prescriptions, mostly concerning the low-energy behaviour of the effective coupling
constant. The model presented in [55,56] is the one which best describes the experimental data.

In Fig. 6 we compare the predictions of the effective-coupling model with experimental
data from ALEPH [65], OPAL [66] and SLD [67] onB-hadron production at theZ0 pole, and
from ALEPH onD∗+ production [68]. We learn from the comparison that our model, without
introducing any tunable parameter, manages to give a good description of the experimental data.
As discussed in [55,56], even the moments of theB- andD-hadron cross section are reproduced
quite well.

In summary, we managed to construct a simple non-perturbative model which is able to
describe data from rather different processes, namelyB-decays and bottom/charm fragmentation,
involving pretty different hard scales. We believe that such results are highly non trivial and that
our model deserves further extension to hadron-collider physics. This is in progress.

Fig. 6: Results on bottomed (left) and charmed (right) hadron production (solid line), according to the effective-

coupling model, compared with the pure parton-level calculation (dashes) and with experimental data.xj is the

hadron (j = B, D) or quark (j = b, c) energy fraction at theZ0 pole.

4 Infrared safe determination of jet flavour: theory and applications

Author: A. Banfi and G. Zanderighi

4.1 Problems in defining the flavour of a jet

Jets are so far the best-known way to map a complicated event,characterised by a high particle
multiplicity, to a simpler one made up of a small number of clusters of particles,jets, whose
energy-momentum flow is close to that of the original event. By “close to” we mean that jets
have to be infrared and collinear (IRC) safe objects, that istheir momenta should not change
after an extremely soft particle has been added to the event or if any of the particles in the event
splits into a quasi-collinear pair. With this requirement jet cross sections can be safely computed
in perturbative (PT) QCD. Furthermore, given a partonic event, any IRC safe jet algorithm, in
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the soft/collinear limit, does provide a unique mapping to the underlying hard event.12 It is
interesting to investigate whether jet algorithms can be extended so as to define also the flavour
of a jet. More precisely, suppose we have a hard event and a newevent obtained from the hard
event via an arbitrary number of soft emissions and/or collinear splittings. Is it possible to cluster
the new event into jets, such that not only the momenta, but also the flavour of the jets, are equal
to those of the particles constituting the original hard event?

Attempts to answer this questions have been performed by different experimental groups,
whose definitions of jet flavour are based either on the kinematical properties [69] or on the
charge of a jet [70]. Although of considerable practical usefulness, these procedures all suffer
from IRC unsafety (see [71] for a discussion on this point).

To see where IRC safety problems may arise we need first to introduce our definition of
jet flavour. The flavour of a jet is defined as anf -dimensional vector containing in the entryf
the net number of quarks (number of quarks minus number of antiquarks) of flavourf . A gluon
jet will have a flavour vector in which all entries are zero. A clear source of IR unsafety is gluon
splitting into a quark and an antiquark that are recombined with different jets, thus changing the
underlying jet flavour. At next-to-leading order (NLO), theonly singular contribution occurs
when the quarks are collinear. In this case, theqq̄ pair is always recombined in the same jet
by any IRC safe jet-algorithm, and the resulting jet flavour is also IRC safe. Starting from the
next perturbative order however a soft large-angle gluon splitting may produce aq and q̄ which
are both soft but may not be collinear. Therefore the two fermions can be clustered into two
different jets, thereby modifying the flavour of those hard jets. In the next section we will analyse
specifically thekt algorithm, show that its standard version is not IR safe withrespect to the jet
flavour, and we will see how it can be modified to achieve an IR safe jet-flavour algorithm.

4.2 IR safe jet-flavour algorithms at parton level

Let us see how a jet-flavour algorithm should work in the specific case ofe+e− annihilation into
hadrons. There we consider close-to-Born events with a hardqq̄ pair accompanied by an arbitrary
number of soft/collinear partons. One of such configurations is represented in fig. 7. It contains
a hardqq̄ pair (at the bottom of each diagram) accompanied by a soft gluon and a softqq̄ pair
originated by the splitting of a large-angle gluon. If one applies thekt algorithm [72–74] to such
a configuration, to all pairs of particlespi, pj one associates a distance

dij = 2 (1− cos θij)×min{E2
i , E

2
j } , (19)

and clusters together the pair whosedij is minimum. The resulting set of distances is represented
in the picture on the left hand side of fig. 7, where a thick linerepresents a large distance, while
small distances are represented by thin lines. The only large distance obtained with the traditional
kt algorithm is that between the hardqq̄ pair, while all other distances are small. This is because
all other pairs involve at least one soft parton and the distance in eq. (19) depends on the energy of
the softest particle only. Looking in particular at the softq andq̄, they can be clustered in different
jets thus giving either a couple of gluon jets or two multi-flavoured jets, i.e. not corresponding

12Beyond the soft/collinear limit, such a mapping is intrinsically ambiguous due to the presence of interference
terms.
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Fig. 7: Pictorial representation of recombination distances for a sample partonic final state ine+e− annihilation in

the case of the traditionalkt algorithm (left) and akt-flavour algorithm (right).

to any QCD parton. The latter case can be eliminated by allowing only recombinations ofqq̄
pairs of the same flavour, but the problem of generating fake gluon jets remains. The origin of
the problem is that the distance in eq. (19) is modelled so as to compensate the soft and collinear
divergence in the matrix element for gluon emission. Theqq̄ splitting probability has no soft
divergence, so that, without endangering the IRC safety of the algorithm, one could modify the
distance in eq. (19) as follows:

dij = 2 (1− cos θij)×
{

min{E2
i , E

2
j } softer ofi, j flavourless,

max{E2
i , E

2
j } softer ofi, j flavoured.

(20)

What happens in this case is represented in the picture on theright-hand side of fig. 7,
where the new distances are highlighted in red. There, the distance between the softqq̄ pair
is still small, what becomes large is the distance between either of the two and the hardqq̄
pair. In this way softqq̄ pairs are first recombined together, and only after recombination is the
resulting gluon jet recombined with other hard jets. It can be proven that with this modification
the resulting flavour determination is IRC safe to all ordersin perturbation theory [71].

One can generalise eq. (20) to hadron hadron collisions, defining for each pair of particles
a distance parameterised by a jet radiusR:

dij =
∆R2

ij

R2
×
{

min{p2
t,i, p

2
t,j} softer ofi, j flavourless,

max{p2
t,i, p

2
t,j} softer ofi, j flavoured,

(21)

where∆R2
ij is any collinear safe distance in the rapidity-azimuthy-φ plane, for instance(yi−

yj)2+(φi−φj)2. Furthermore, to obtain a full flavour determination, one has to add a distance
between each particle and the two beamsB and B̄ at positive and negative infinite rapidity
respectively. This is achieved by introducing a rapidity dependent transverse momentum for
each beampt,B(y), pt,B̄(y), and defining

diB =
{

min{p2
t,i, p

2
t,B(yi)} i flavourless,

max{p2
t,i, p

2
t,B(yi)} i flavoured,

(22)

and analogously fordiB̄ . The beam hard scalespt,B(y) andpt,B̄(y) have to be constructed in
such a way that emissions collinear toB or B̄ get recombined with the right beam, and that
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pt,B(y) andpt,B̄(y) approach the hard scale of the event for central emissions. This is achieved
for instance by defining

pt,B(y) =
∑

i

pti
(
Θ(yi − y) + Θ(y − yi) eyi−y) ,

pt,B̄(y) =
∑

i

pti
(
Θ(yi − y)ey−yi + Θ(y − yi)

)
.

(23)

If applied at parton level, these jet-flavour algorithms have two main applications. First
of all they can be used in a NLO calculation to assign each event to an underlying Born subpro-
cess. This is needed to correctly merge real and virtual contributions when matching NLO and
resummed calculations [75]. A second application of jet-flavour algorithms is the combination
of parton showers and matrix elements [76, 77]. For instance, in the CKKW approach [76], the
correct Sudakov form factor to be associated to each event isdecided only after having clustered
the event into jets. This Sudakov form factor depends on the colour charge of the hard emitters,
and is therefore correctly computed only if a flavour has beenproperly (i.e. in a IRC safe way)
assigned to each jet.

At hadron level, in general, it is not sensible to distinguish quarks and gluons. However,
there is a case in which the flavour algorithm can be successfully applied also at hadron level,
that is in the case of heavy flavour production. There all hadrons containing a heavy quark (of the
selected flavour) are treated as flavoured, while all other hadrons are considered flavourless. As
we will see in the next section, an IRC safe jet-flavour algorithm can thus be exploited to obtain
accurate QCD predictions forb-jet cross sections.

4.3 Accurate QCD predictions forb-jet cross sections

A basic measurement inb production in hadronic collisions isb-jet transverse momentum spectra.
Experimentally ab-jet is defined as any jet containing at least oneb-flavoured hadron [78]. It
is clear that such a definition is collinear unsafe, because any jet containing abb̄ pair, which
should be considered a gluon jet, would be classified as a quark jet. This gives rise to collinear
singular contributions if thebb̄ pair arise from a gluon collinear splitting. The resulting collinear
singularity is regularised by theb-quark mass, giving rise to large logarithms at most of relative
orderαns ln2n−1(pt/mb). These gluon splitting (GSP) processes constitute the dominant source
of b-jets at the Tevatron. This is awkward since jets from GSP do not even correspond to one’s
physical idea of ab-jet. There are two other production channels, flavour excitation (FEX) and
flavour creation (FCR). In FEX one of the constituents of a producedbb̄ pair is collinear to
the beam, while the other builds up theb-jet. This process also contains collinear singularities,
which at all orders give rise to termsαns lnn(pt/mb). FCR is the process in which abb̄ pair is
produced directly in the hard scattering. Although, due to interference, these three processes
are mixed together, they can be cleanly separated in the soft/collinear limit. All current fixed-
order programs with a massiveb implement only FCR at NLO [79,80], while GSP and FEX are
only LO processes. This results inK-factors (NLO/LO) and renormalisation and factorisation
scale dependence that are far larger than is expected from NLO calculations, as can be seen in
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momentum of the hardest jet in the event. For the Tevatron thescale uncertainty is computed also with MC@NLO.

Bottom: breakdown of the HERWIG inclusiveb-jet spectrum into the three major hard underlying channelscontribu-

tions (for simplicity the smallbb̄ → bb̄ contribution is not shown).

fig. 8.13 It is particularly instructive also to have a look at the bottom plots in the figure, which
show the relevance of the various production channels as obtained from HERWIG [82]. Notice
in particular how at the LHC GSP is the dominant process at anyvalue ofpt. This is due to the
fact that inpp collisions the processqq̄ → bb̄, the one responsible for FCR, is small also at high
pt due to the smallness of the antiquark distribution in the proton.

This situation can be significantly improved by exploiting an IRC safe definition of jet-
flavour, such as the one outlined in the previous section. To overcome the experimental difficulty
of discriminatingb from b̄, one can define ab-jet as a jet containing an odd number ofb-hadrons
without any risk for the IRC safety of the jet flavour [83]. In this case, the GSP contribution
to b-jet production disappears immediately, because all jets with two b’s will be classified as
gluon jets, and therefore will not contribute at all tob-jet cross sections. FEX contributions give
rise to jets with a singleb, so they cannot be eliminated by a jet-flavour algorithm. However,
the FEX collinear logarithms are precisely those resummed in theb parton density, one of the
ingredients of any PT calculation with masslessb’s. Therefore one can compare experimental
data forb-jet pt-spectra obtained with the IRC definition of sec. 4.2 with PT predictions with

13Note that the addition of a parton shower as done in MC@NLO [81] does not solve the problem. This is because
the underlying hard configurations remain the same as NLO, and have therefore the same collinear singularities.
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Fig. 9: Thept spectrum forb-jets at the Tevatron (left) and at the LHC (right) obtained with NLO program NLOJET++.

Below one can see, in order,K-factors forb-jets and all-flavoured inclusive jets, scale uncertainties obtained by

varying independentlyrenormalisation and factorisation scales by a factor of two, mass effects and PDF uncertainties.

masslessb’s, which are available at NLO accuracy [84,85]. Since all collinear singularities have
been either eliminated or resummed, the difference betweenthe massless and massive calculation
should only involve powers ofm2

b/p
2
t (potentially enhanced by logarithms). The resulting NLO

pt spectra at the Tevatron and at the LHC are shown in fig. 9. Thereone can see that now the
K-factors forb-jets are comparable to those for unflavoured jets, and moderate, indicating that
the PT expansion is under control. Furthermore, scale uncertainties are at most10%, and adding
PDF uncertainties the overall theoretical error does not exceed20%, except at very highpt values
at the LHC, where PDF’s are less constrained. Note that mass effects are less that5%, therefore
not contributing significantly to the total uncertainty.

A technical difficulty to perform such a calculation is that no NLO program contains in-
formation on the flavour of produced partons. One is then forced to extract this information from
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one’s favourite NLO code (in our case NLOJET++ [85]). This procedure, although not straight-
forward, is nevertheless far easier than writing and testing a new code from scratch. Due to the
relevance that jet-flavour algorithms can have for precision calculations we strongly encourage
the authors of NLO codes to provide flavour information by default.

We remark that very similar results are obtained for charmedjet spectra. An interesting
issue there is that predictions are very sensitive to possible intrinsic charm components of the
proton [86], so that these observables can be exploited to set constraints on such intrinsic com-
ponents.

A last remark concerns the feasibility of the experimental measurement of heavy flavour
jets defined with our flavour algorithm. For a successful comparison between theory and exper-
iment it is crucial to identify cases in which both heavy-flavoured particles are in the same jet,
so as to label this jet as a gluon jet and eliminate the contribution of these configurations from
the heavy-quark jet cross sections. Experimental techniques for doubleb-tagging in the same jet
already exist [87] and steady progress is to be expected in the near future [88–90]. However one
has always a limited efficiency for singleb tagging, and even more for doubleb-tagging in the
same jet. On the other hand preliminary studies indicate that one does not necessarily need high
efficiencies, but what is more crucial is that one dominates the error on those efficiencies [83].
We look forward to further investigation in this direction.

Acknowledgements. This work has been done in collaboration with Gavin Salam.

5 Towards NNLO predictions for top quark production

Author: M. Czakon

Although discovered quite some time ago, the top quark has not been studied sufficiently
to not deserve a special place in the LHC physics programme. This contribution to the workshop
proceedings addresses part of the latter related to the top quark pair production cross section.
While ideas of applications seem to have cristalized, therehas also been progress in the evaluation
of the next-to-next-to-leading order corrections. Here, Igive some details of the methods.

The top quark has enjoyed a sustained attention for more thana decade since its discovery.
Only this year, several theoretical studies have been published on its properties in view of the
LHC. The interested reader is directed to [91]. A quantity ofparticular importance is the total
production cross section. Without entering into a detaileddiscussion it is sufficient to say that
one may expect a precision of measurement at the level of about 5% after a few years of LHC
running, a number which on the one hand constitutes a challenge to the theory, and on the other
opens the door for a few applications, of which only two will be mentioned here.

The first of the applications is indirect mass determination. Clearly, the total cross section
is a decreasing function of the mass due mostly to the phase space dependence on the final states.
A convenient representation of the connection between the error on the top quark mass,mt, and
the error on the total cross section,σtt̄, is given by

∆σtt̄
σtt̄

≈ 5
∆mt

mt
, (24)
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Fig. 10: Finite parts of the bosonic contributions to the two-loop amplitude in quark annihilation (most subleading

color coefficient).

which is valid in a broad range around the current top quark mass. Clearly, this formula points
at the possibility of determiningmt with an accuracy at the one percent level, as long as the
theory prediction ofσtt̄ is not a limiting factor. This is competitive with the best results from the
Tevatron, but less precise than the ambitious goals of the LHC. The question remains, therefore,
of the relevance of this method. A look at the waymt is measured at present, and the variations
of the central value implied, should convince a skeptic thatit is important to have an independent
measurement, which is far less sensitive on the kinematic reconstruction of hadronic final states.

The second application is gluon luminosity determination,to a large extent synonymous
of the gluon PDF determination. While the standard luminosity monitor process for hadron
colliders, Drell-Yan gauge boson production is sensitive mostly to quark PDFs, many of the non-
standard processes and also the Higgs production process are induced by gluon fusion. A recent
study by CTEQ [92], has shown that one can exploit the strong correlation between those cross
sections and the top quark pair production cross section to reduce the errors. A prerequisite for
success is a precision of 5% on both the theory and the experimental side.

In view of the above, a precise theory prediction forσtt̄ would be more than welcome.
As far as fixed order perturbation theory is concerned, the result of [93] shows an error, judged
by scale dependence, in excess of 10%. Since there is a substantial enhancement of the pro-
duction rate due to soft gluon emission, one might expect that the knowledge of higher order
corrections in the threshold regime would reduce the final uncertainty. This is indeed the case,
as shown in various studies, of which the most recent are [94–96]. In the end, it is possible to
obtain a prediction with a conservative error estimate slightly below 10%. While this number is
not quite satisfactory, there is a second drawback to the approach based on threshold resumma-
tions. Namely, it does not fit a Monte-Carlo generator. With the high statistics of the LHC, MC
programs are indispensable. All in all, it seems that havinga fixed order result with next-to-next-
leading accuracy would be a perfect solution. This statement is only strengthened by the fact,
that the error from scale dependence induced would then amount to only 3% [94].

An NNLO prediction for a production process at the LHC needs four ingredients: 1) the
two-loop virtual corrections, 2) the one-loop squared corrections, 3) the one-loop corrections with
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an additional parton radiation, 4) the tree-level corrections with two additional partons radiated.
Within the last one or two years, the first three points have been completed to a large extent for
the case ofσtt̄ [97–102]. Clearly, point 4) is trivial as long as all the partons are distinguishable.
Performing the phase space integration over the unresolvedconfiguration in 3) and 4) is the main
remaining challenge. We are not going to discuss this issue,as it is not yet solved, but rather give
a few details of the solution to point 1), which is an achievement in itself.

The main problem in the determination of the two-loop virtual corrections is the integration
over the virtual momenta. The method adopted in [99] is basedon a numerical solution of a
system of differential equations [103]. It is suitable for problems with a relatively low number
of scales and relies on the fact that Feynman integrals are smooth functions when evaluated
above all thresholds as is here the case. The boundaries required are obtained from a series
expansion solution to the differential equations around the high energy limit of the integrals
derived in [97,98]. While the integration of the system of equations is not fast enough to fit into
a Monte-Carlo program, the presence of only two kinematic variables allows to use interpolation
on a grid of precalculated values. The result for the most complicated color coefficient (most
subleading term) in quark annihilation is shown in Fig. 10. The appropriate color decomposition
is

A(0,2) = 2Re 〈M(0)|M(2)〉 = 2(N2 − 1) (25)

×
(
N2A+B +

1
N2

C +NnlDl +NnhDh +
nl
N
El +

nh
N
Eh + n2

l Fl + nlnhFlh + n2
hFh

)
.

The result for the gluon fusion channel is underway. While there are no new complications
in the method itself, the number of integrals which need boundaries and have not been determined
previously is about three times larger.

6 2- and 3-loop heavy flavor contributions toF2(x, Q2), FL(x, Q2) and g1,2(x, Q2)

Authors: I. Bierenbaum, J. Blümlein and S. Klein

6.1 Introduction

In the case of single photon exchange, the deep–inelastic double differential scattering cross-
section can be expressed in terms of the unpolarized structure functionsF2(x,Q2) andFL(x,Q2),
and the polarized structure functionsg1(x,Q2) andg2(x,Q2). We are considering heavy flavor
corrections to these functions. In the NLO approximation, the corrections were calculated semi–
analytically inx–space forF2(x,Q2) andFL(x,Q2) in [104], with a fast implementation in
Mellin N–space given in [105]. In the polarized case the NLO corrections are available only
in the asymptotic caseQ2 ≫ m2 [106, 107].Thecc–contributions to these structure functions
in the region of smaller values of Bjorken–x, are of the order of 20-40 % and exhibit different
scaling violations than the contributions due to massless partons, as shown in Figure 11. For the
parameterization of the parton distribution functions we used [108]. Hence, a more precise de-
termination of the parton distribution functions and the measurement ofΛQCD, as reached in the
non-singlet case [109], requires an extension of the heavy quark contributions toO(a3

s), as in the
massless case, to perform the flavor–singlet analyzes consistently. This can be done by observing
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that forQ2 >∼ 10m2
c , F

cc̄
2 (x,Q2) is very well described by its asymptotic expression in the limit

Q2 ≫ m2, [110], where one can calculate the heavy flavor Wilson coefficients, the perturbative
part of the structure functions, analytically. More precisely, the heavy flavor Wilson coefficients
in the limitQ2 ≫ m2 are obtained as a convolution of the light–flavor Wilson coefficients with
the corresponding massive operator matrix elements (OMEs)of flavor decomposed quarkonic
and gluonic operators between massless parton states, which are obtained from the light–cone
expansion. Here, we consider the level of twist–2 operators. The light Wilson coefficients are
known up to three loops [111] and carry all the process dependence, whereas the OMEs, the ob-
jects to be calculated here, are universal and process–independent. Using this approximation, the
heavy flavor Wilson coefficients are calculated forF cc̄2,L(x,Q2) to 2–loop order in [110,112,113]
and forF cc̄L (x,Q2) to 3–loop order in [114]. First steps towards the asymptotic3–loop correc-
tions forF cc̄2 (x,Q2) are made by the present authors by calculating the O(ε) terms of the 2–loop
heavy operator matrix elements, [26, 115], contributing tothe 3–loop heavy flavor Wilson coef-
ficients via renormalization. The logarithmic contributions in(m2/µ2) of the OMEs, as well as
all pole terms in1/ε, are completely determined by renormalization, in this providing a check on
the calculation, and containing in the single pole terms therespective contributions of the 3-loop
anomalous dimensions. Furthermore, first steps towards a full 3–loop calculation of moments
of the heavy flavor Wilson coefficients were undertaken. Here, the momentsN = 2...12 of the
NNLO non-singlet (NS) and pure-singlet (PS) contributions of the OMEs were calculated. In
addition, one obtains the corresponding contributions to the three–loop anomalous dimensions
given in [116,117], cf. also [118], which are confirmed in an independent calculation.
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Fig. 11: The scaling violations of the light– and heavy–flavor contributions to the structure functionsF light
2 andF2,c

at leading order.

6.2 Renormalization

Our calculation is done in Mellin space. The diagrams are of the self energy type with an addi-
tional operator insertion, which widely determines the dynamics and introduces the dependence
on the Mellin variableN . The external particle is massless and on–shell. The scale is set by the
mass of the heavy quark. After calculating the bare heavy flavor OMEs inD = 4 + ε dimen-
sions and by using the Feynman–gauge, the renormalization is performed in four steps: We use
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the on–shell scheme [119] for mass renormalization and theMS–scheme for the charge renor-
malization.14 The remaining two types of divergences, the UV and collinearsingularities, are
renormalized via the operatorZ–factors and by mass factorization through the transition func-

tionsΓ. Denoting the completely unrenormalized OMEs by a double–hat, ˆ̂
A, and those for which

mass and coupling renormalization have already been performed by a single hat, the operator
renormalization and mass factorization proceeds via

A = Z−1ÂΓ−1 , (26)

which constitutes a matrix equation in the singlet case. This equation allows us to predict the
pole-structure of the OMEs under consideration. TheZ–factors read

Zij(N, as, ε) = δi,j + asSε
γij,0
ε

+ a2
sS

2
ε

{
1
ε2

[
1
2
γim,0γmj,0 + β0γij,0

]
+

1
2ε
γij,1

}

+a3
sS

3
ε

{
1
ε3

[
1
6
γin,0γnm,0γmj,0 + β0γim,0γmj,0 +

4
3
β2

0γij,0

]

+
1
ε2

[
1
6

(γim,1γmj,0 + 2γim,0γmj,1) +
2
3

(β0γij,1 + β1γij,0)
]

+
γij,2
3ε

}
.(27)

They are related to the anomalous dimensions of the twist–2 operators viaγ = µ∂ lnZ(µ)/∂µ ,
allowing to express them in terms of the anomalous dimensions up to an arbitrary order in the
strong coupling constantas := αs/(4π) (cf. [115] up toO(a3

s)). Additionally, we would have
Γ = Z−1, if all quark lines were massless, which, however, has to be modified here since we
always have at least one heavy quark line. From these equations, one can infer that for operator
renormalization and mass factorization atO(a3

s), the anomalous dimensions up toNNLO, [116,
117], together with the1–loop heavy OMEs up toO(ε2) and the2–loop heavy OMEs up toO(ε)
are needed. The last two quantities enter since they multiply Z− andΓ–factors containing poles
in ε (cf. [115]).
To see this in more detail, let us consider as an example the term Agq,Q, which emerges for the
first time atO(a2

s). By applying Eq. (26), one obtains atO(a2
s) the renormalized OME

A
(2)
gq,Q=Â(2)

gq + Z−1,(2)
gq +

(
Z−1,(1)
gg + Â

(1)
gg,Q

)
Γ−1,(1)
gq .

Here, the termÂ(1)
gg,Q, cf. [120], enters through mixing. Note that since we consider only terms

involving at least one heavy quark, we adopt the definitionγ̂ := γ(nf + 1) − γ(nf ) for the
anomalous dimensions in order to obtain the correct color projection. Now we can predict the
structure of the unrenormalized result to be

Â
(2)
gq,Q =

(m2

µ2

)ε
[

2β0,Q

ε2
γ(0)
gq +

γ̂
(1)
gq

2ε
+ a

(2)
gq,Q + εa

(2)
gq,Q

]
, (28)

where we see theLO andNLO anomalous dimensions andβ0,Q = −(4/3)TF occurring in the
pole terms. The terms which are in general not predictable are the constant and O(ε)–terms,

14For the latter we make the requirement that the heavy quark loop contributions to the gluon self–energy,
Π(p2, m2), are renormalized in such a way thatΠ(0, m2) = 0, cf. [110,112,113,115].
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which, however, enter the pole and constant terms of a 3–loopOME, as mentioned above. In
this particular case here, the calculation in Mellin–spacein terms of Feynman–parameters is
straightforward, cf. [112, 113], and a representation in Euler–Γ functions can be obtained even
to all orders inε, where we reproduced the pole terms of Eq. (28), [121]. As a last remark, note
that we consider charm quark contributions here, while for heavier quarks decoupling [122] has
to be applied.

6.3 O(ε) at 2–loops

The appearance of the constant and O(ε) terms in the renormalization process of the OMEs has
been worked out in some detail in Ref. [115], [123], where we presented theO(ε) termsa(2)

Qg,

a
(2),NS
qq,Q anda(2)PS

Qq in the unpolarized case. The terma(2)
gg,Q was given in [26]. The last missing

2–loopO(ε) term corresponds to the heavy OMEA(2)
gq,Q, [107,121]. The corresponding constant

contribution was calculated before in Ref. [120]. It contributes through operator mixing to the
T 2
F–term ofA(3),PS

Qq , which we consider in this paper.
Since we perform our calculation in Mellin space, all results are given in terms of harmonic
sums, [124,125], the argument of which we have set equal toN . Thus, the results of the constant
and O(ε)–terms of the above–mentionedA(2)

gq,Q, for example, are given by:

a
(2)
gq,Q = TFCF

{
4
3

N2 +N + 2
(N − 1)N(N + 1)

(
S2 + S2

1 + 2ζ2
)
− 8

9
8N3 + 13N2 + 27N + 16

(N − 1)N(N + 1)2
S1

+
8
27

P1

(N − 1)N(N + 1)3

}
, (29)

a
(2)
gq,Q = TFCF

{
2
9

N2 +N + 2
(N − 1)N(N + 1)

(
−2S3 − 3S2S1 − S3

1 + 4ζ3 − 6ζ2S1

)

+
2
9

8N3 + 13N2 + 27N + 16
(N − 1)N(N + 1)2

(
2ζ2 + S2 + S2

1

)
− 4P1S1

27(N − 1)N(N + 1)3

+
4P2

81(N − 1)N(N + 1)4

}
, (30)

P1 = 43N4 + 105N3 + 224N2 + 230N + 86 .
P2 = 248N5 + 863N4 + 1927N3 + 2582N2 + 1820N + 496 .

The representation in Mellin–space allowed us to use various analytic and algebraic relations
between harmonic sums, [126–128], to obtain a more compact result. Together with the result
of Eq. (30), all2–loopO(ε) terms of the heavy OMEs in the unpolarized case are known by
now. A corresponding calculation has been performed for thepolarized case up toO(ε) [107]
extending the results of Ref. [106]. The contributions to the structure functiong2(x,Q2) can be
obtained using Wandzura-Wilczek relations, cf. [129,130]. For the respective formulae we refer
to the original paper.
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6.4 Fixed moments at 3–loops

We start by calculating the diagrams for fixed even values of Mellin N . At this order, new
operator vertices appear with three and four gluonic lines,for which the Feynman–rules had not
yet been derived before. The necessary 3–loop diagrams are generated usingQGRAF [131]
and are genuinely given as tensor integrals due to the operators contracted with the light–cone
vector∆, ∆2 = 0. The calculation proceeds in the following steps: first, thecontraction with
the light–cone vector is made undone, which leaves tensor integrals for each diagram. For each
value of MellinN under consideration, one then constructs a projector, which, applied to the
tensor integrals, projects onto the desiredN . We considerN = 2, ..., 12. The color factors of
the diagrams are calculated using [132]. A generalization to higher moments is straightforward,
however, the computing time increases rapidly. The diagrams are then translated into a form,
which is suitable for the programMATAD [133], doing the expansion inε for the corresponding
massive three–loop tadpole–type diagrams. We have implemented all these steps into aFORM–
program, cf. [134], and tested it against various two–loop results, including the result for̂A(2)

gq,Q,
Eq. (28), and found agreement.
The first 3–loop objects we are investigating are the OMEsANS

qq,Q, cf. [121], andAPS
Qq. All

diagrams contain two inner quark loops, where the quark to which the operator insertion couples
is heavy and the other one may be heavy or light. The latter twocases can be distinguished by a
factornf , denoting the number of light flavors, in the result. From Eq.(26), we can obtain the
pole structure of the theT 2

F terms of the completely unrenormalizedPS OME:

ˆ̂
A

(3),PS
Qq

∣∣∣∣∣
T 2

F

=
(m2

µ2

)3ε/2
{

2
nf + 4

3ε3
β0,Qγ̂

(0)
qg γ

(0)
gq +

1
ε2

(2− nf
6

γ̂(0)
qg γ̂

(1)
gq − (nf + 1)

4
3
β0,Qγ̂

(1)
PS

)

+
1
ε

(nf + 1
3

γ̂
(2)
PS − 4(nf + 1)β0,Qa

(2),PS
Qq − nf

ζ2β0,Q

4
γ̂(0)
qg γ

(0)
gq + γ̂(0)

qg a
(2)
gq,Q

)
+ a

(3),PS
Qq

∣∣∣∣∣
T 2

F

}
.(31)

The nf dependence is written explicitly and̂γ
(2)
PS is the term∝ n2

f of the NNLO anomalous

dimensionγ(2)
PS . It is not possible to factor out(nf + 1), not even in the triple pole term. This

is due to the interplay of the prescription for coupling constant renormalization we have adopted
and the fact that the transition functionsΓ apply to sub–graphs containing massless lines only.
We have calculated the above term usingMATAD for N = 2, ..., 12 and all pole terms agree with
Eq. (31). Detailed Tables of these results can be found in [121] and a further upcoming paper.
Using Eqs. (29,31), one can obtain moments for the3–loop anomalous dimensionγ(2)

PS |T 2
F

, see
also [121] and a corresponding paper in preparation. These latter results agree with the results
from [117]. Here one has to make the replacementnf → nf (2TF ), with TF = 1/2, and
to multiply by 2, to account for the different convention for theZ–factors we adopted. As an
example consider the renormalized result for the second moment. Applying Eq. (26), we obtain

A
(3),PS
Qq

∣∣∣∣∣
N=2,T 2

F

= CFT
2
F

{
−128

81
ln3
(m2

µ2

)
− 32

27
ln2
(m2

µ2

)
− 5344

243
ln
(m2

µ2

)
+

53144
2187

−3584
81

ζ3 + nf

(
−128

81
ln3
(m2

µ2

)
+

32
27

ln2
(m2

µ2

)
− 5104

243
ln
(m2

µ2

)
− 34312

2187
+

1024
81

ζ3

)}
(32)
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As in Eq. (32), we observe for all moments in theNS andPS case that the terms∝ ζ2 disappear
after renormalization, since the corresponding terms in the light flavor Wilson coefficients do
not contain evenζ-values. This provides us with a further check on our calculation, since it is a
general observation made in manyD = 4 calculations.

For theT 2
F–terms of the heavy OMEA(3),NS

qq,Q , a formula similar to Eq. (31) can be de-
rived, cf. [121]. Using againMATAD, we have calculated the first6 non-vanishing moments
of the completely unrenormalized expression. The pole terms we obtain agree with what one
expects from Eq. (26) and after renormalization, we again observe that there are noζ2’s left
anymore. Additionally, the values for the moments of the terms∝ TF in γ(2)

NS agree with those
in Refs. [116–118].

6.5 Conclusions and outlook

All O(ε) contributions to the unpolarized and most of the polarizedheavy quark OMEs for gen-
eral Mellin variableN at O(a2

s) were calculated which are needed for the renormalization at
O(a3

s). This part of the calculation makes significant use of the representation of Feynman–
integrals in terms of generalized hypergeometric and related functions, omitting the integration-
by-parts method. The solution of the sums beyond those whichcould be performed bysummer
[125], required new techniques and were solved usingSIGMA [135]. Concerning the structure
of the result, we find theuniversalpattern as observed in case of the massless 2-loop Wilson
coefficients and related quantities in terms of harmonic sums [126, 127, 136–138]. Furthermore,
we installed a program chain to calculate the corresponding3–loop diagrams toO(a3

s) using

MATAD. As a first step, we obtained the moments of the heavy OMEsÂ
(3),NS
qq,Q andÂ(3),PS

Qq , for
which we found agreement with the general pole structure expected from renormalization. This
provides us with a good check on the method we apply for our calculation. For the calculation of
high moments we will applyTFORM, [139], in the future. In the same way all other contributions
to the heavy quark OMEs will be calculated.

Acknowledgments. We would like to thank M. Steinhauser and J. Vermaseren for useful dis-
cussions and M. Steinhauser for aFORM 3.0 compatible form of the codeMATAD.

7 Heavy quark and quarkonium production in the Regge limit of QCD

Author: V. Saleev

We study production of hadrons containing charm and beauty quarks at HERA and Teva-
tron Colliders in the framework of the quasi-multi-Regge-kinematics approach at leading order
in the strong-coupling constantαs. To describe heavy quark hadronization we use the frag-
mentation approach in case ofD− andB−meson production, or the factorization formalism of
nonrelativistic QCD at leading order in the relative velocity v of heavy quarks in quarkonia in
case of heavy quarkonium production.
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7.1 Theoretical basis

Heavy quark and quarkonium production at high energies has provided a useful laboratory for
testing the perturbative quantum chromodynamics (pQCD) aswell as the interplay of perturbative
and nonperturbative phenomena in QCD. Also these studies are our potential for the observation
of a new dynamical regime, namely the high-energy Regge limit, which is characterized by the
following condition

√
S ≫ µ ≫ ΛQCD, where

√
S is the total collision energy in the center of

mass reference frame,ΛQCD is the asymptotic scale parameter of QCD,µ is the typical energy
scale of a hard interaction.

The phenomenology of strong interactions at high energies exhibits a dominant role of
gluon interactions in heavy quark and quarkonium production. In the conventional parton model
[140], the initial-state gluon dynamics is controlled by the Dokshitzer-Gribov-Lipatov-Altarelli-
Parisi (DGLAP) evolution equations [141], in which it is assumed thatS > µ2 ≫ Λ2

QCD. Thus,
the DGLAP evolution equation takes into account only one large logarithm, namelyln(µ/ΛQCD)
and the collinear approximation is used, in which the transverse momenta of the initial gluons
(kT ) are neglected.

In the Regge limit the summation of large logarithmsln(
√
S/µ) in the evolution equa-

tion can then be more important than the one of theln(µ/ΛQCD) terms. In this case, the non-
collinear gluon dynamics is described by the Balitsky-Fadin-Kuraev-Lipatov (BFKL) evolution
equation [142]. In the region under consideration, the transverse momenta of the incoming gluons
and their off-shell properties can no longer be neglected, and we deal withReggeizedgluons. As
the theoretical framework for this kind of high-energy phenomenology, the quasi-multi-Regge-
kinematics (QMRK) approach [143], which is based on the effective quantum field theory im-
plemented with the non-abelian gauge-invariant action [144], can be used. TheReggeizationof
particles or amplitudes is the well-known effect for electrons in high-energy quantum electro-
dynamics (QED) [145] and for gluons and quarks in QCD [142, 146]. Roughly speaking, the
Reggeizationis a trick, which gives an opportunity to take into account efficiently large radiative
corrections to the processes under Regge limit condition beyond the collinear approximation.
The main ingredients of the QMRK approach are the effective vertices of Reggeon-Reggeon-
Particle (RRP) or Reggeon-Particle-Particle (RPP) interactions, which can be obtained from the
effective action [144].

The factorization formalism of nonrelativistic QCD (NRQCD) [147] is a theoretical frame-
work for the description of heavy-quarkonium production and decay. The factorization hypoth-
esis of NRQCD assumes the separation of the effects of long and short distances in heavy-
quarkonium production. NRQCD is organized as a perturbative expansion in two small parame-
ters, the strong-coupling constantαs and the relative velocityv of heavy quarks in quarkonium.

The studies of the open heavy-flavour production at high energies show that in calculations
the precise implementation of the effect of heavy quark fragmentation is needed to describe
data [45–47, 148]. The approach used here applies the universal fragmentation functions (FFs)
[45–47], which satisfy DGLAP evolution equations and are fitted toe+e− annihilation data for
the open heavy-flavour production from CERN LEP1.

Both models, the NRQCD and the fragmentation approach, don’t depend on the choice of
high-energy factorization scheme and they can be used in calculations both in the conventional
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collinear parton model and in the QMRK approach.

7.2 Charmonium production at Tevatron and HERA

During the last decade, the CDF Collaboration at the Tevatron [149,150] collected data on char-
monium production at the energies

√
S = 1.8 TeV (run I) and

√
S = 1.96 TeV (run II) in the

central region of pseudorapidity|η| < 0.6. In contrast to previous analysis in the collinear parton
model [151] or thekT -factorization approach [152–154], we perform a joint fit tothe run-I and
run-II CDF data [149,150] to obtain the color-octet nonperturbative matrix elements (NMEs) for
J/ψ, χcJ , andψ′ mesons. The run-II data include region of smallJ/ψ transverse momentum,
which can’t be described principally in the collinear parton model, but this region is important
for fit procedure. Our calculations [155, 156] are based on exact analytical expressions for the
relevantReggeizedamplitudes, which were previously unknown in the literature (R + R → H,
R + R → H + g, andR + P → H, whereH is qq̄−pair in the fixed quantum state,R is the
Reggeizedgluon). Our fits include five experimental data sets, which come aspT distributions
of J/ψ mesons from direct production, prompt production,χcJ decays, andψ′ decays in run I,
and from prompt production in run II. In the Table I of Ref. [155,156], we present out fit results
for the relevant color-octet NMEs for three different choices of unintegrated gluon distribution
function, namely JB [157], JS [158], and KMR [159]. Our fits tothe Tevatron data turned out
to be satisfactory, except for the one to theχcJ sample based on the JB gluon density in the
proton, where the fit result significantly exceeded the measured cross section in the small-pT
region, as it is shown in Figs. 4-5 of Ref. [155,156]. We see also that color-octet contribution in
case ofχcJ production is being quite unimportant. Considering the color-octet NMEs relevant
for theJ/ψ, ψ′ andχcJ production mechanisms, we can formulate the following heuristic rule
for favored transitions from color-octet to color-singletstates:∆L ≃ 0 and∆S ≃ 0; i.e., these
transitions are doubly chromoelectric and preserve the orbital angular momentum and the spin of
the heavy-quark bound state.

At HERA, the cross section of promptJ/ψ production was measured in a wide range of the
kinematic variables both in photoproduction [160], at small values of photon virtualityQ2, and
deep-inelastic scattering (DIS) [161], at large values ofQ2. In the Figs. 6-9 of Ref. [155,156], our
NRQCD predictions in the high-energy factorization approach, evaluated with the NMEs from
Table 1 of Ref. [155, 156], are compared with the HERA data [160, 161]. In this regime, where
the contribution of2 → 1 subprocesses is suppressed, the LO NRQCD predictions in theQMRK
approach are mainly due to the color-singlet channels and are therefore fairly independent of the
color-octet NMEs. Thus, our results agree well with the dataand with the previous calculations
in the color singlet model (CSM) [162], up to minor differences in the choice of the color-singlet
NMEs and thec-quark mass. Let us note that first theoretical prediction for J/ψ photoproduction
in the CSM and thekT−factorization scheme has been done 15 yeas ago in Ref. [163].

7.3 Bottomonium production at the Tevatron

The CDF Collaboration measured thepT distributions ofΥ(1S), Υ(2S), andΥ(3S) mesons in
the central region of rapidity (y), |y| < 0.4, at

√
S = 1.8 TeV (run I) [164] and that of theΥ(1S)

meson in the rapidity regions|y| < 0.6, 0.6 < |y| < 1.2, and1.2 < |y| < 1.8 at
√
S = 1.96 TeV

(run II) [165]. In both cases, theS-wave bottomonia were produced promptly,i.e., directly or
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via non-forbidden decays of higher-lyingS- andP -wave bottomonium states, including cascade
transitions such asΥ(3S) → χb1(2P ) → Υ(1S).

In contrast to previous analysis in the collinear parton model [166], we perform a joint fit
to the CDF data from run I [164] and run II [165] for allpT values, including the small-pT region.
Comparing the color-singlet and color-octet contributions, we observe that the latter is dominant
in theΥ(3S) case and in theΥ(2S) case forpT ≥ 13 GeV, while it is of minor importance in
theΥ(1S) case in the wholepT range considered. The fits based on the KMR, JB, and JS gluons
turned out to be excellent, fair, and poor, respectively. They yielded small to vanishing values
for the color-octet NMEs, see Table II of Ref. [167], especially when the estimated feed-down
contributions from the as-yet unobservedχbJ(3P ) states were included. The presented analysis
in Ref. [167], together with the investigation of charmonium production [155, 156], suggest that
the color-octet NMEs of bottomonium are more strongly suppressed than those of charmonium
as expected from the velocity scaling rules of NRQCD.

Using obtained NMEs for bottomonium and charmonium states we have done predic-
tions for the LHC Collider at the energy

√
S = 14 TeV, which are presented in Figs. 14-17 of

Ref. [168].

7.4 Open heavy-flavour production at HERA and Tevatron

At HERA D−meson production has been studied both in the photo-production processes and in
the deep inelastic scattering (DIS) processes. The data arepresented by H1 and ZEUS Collabora-
tions for different spectra, see Refs. [169,170]. The lowest order inαs processes of heavy quark
photoproduction or electroproduction in the QMRK approachin the massivec−quark scheme
are the following:γ(γ⋆) + R → c + c̄ – direct production andRγ + R → c + c̄ – resolved
production, whereR is theReggeizedgluon from a proton orRγ is the one from a photon.

We find approximate agreement of our results with data from HERA for pT spectra of
D⋆−meson production, the pseudo-rapidity spectra are described well only at the largepT ≥ 6
GeV, see Figs. 3-6 in Ref. [171]. These conclusions are true both for photoproduction and for
D⋆ production in DIS.

Recently the CDF Collaboration measured the differential cross sectionsdσ/dpT for the
inclusive production ofD0, D+, D⋆+, andD+

s mesons [172] inpp̄ collisions at the Fermilab
Tevatron (run I and run II) as functions of transverse momentum (pT ) in the central rapidity
(y) region. At the LO QMRK approach the parton subprocesses forheavy quark production in
hadron collisions are:R + R → c + c̄ andQ + Q̄ → c + c̄, whereQ is theReggeizedquark
in a proton. The squared matrix elements of all above mentioned processes, excluding last one
with Reggeizedinitial quarks, are known in the literature [143,173,174].The contribution of the
subprocessQ+ Q̄→ c+ c̄ is studied for the first time [175].

In the paper [176], we explored the usefulness of the quark-Reggeization hypothesis in the
framework of the QMRK approach by studying several observables of inclusive charm produc-
tion at LO, namely the charm structure functionF2,c of the proton measured at HERA as well
as the one-particle-inclusive cross sections ofD∗± andD±

s photoproduction inep collisions at
HERA and ofD0,D±, D∗±, andD±

s hadroproduction inpp collisions at the Tevatron Collider.
In all three cases, we found satisfactory agreement betweenour default predictions and the ex-
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perimental data, which is quite encouraging in view of the simplicity of our LO expressions for
the partonic cross sections. By contrast, in the collinear parton model of QCD, the inclusion of
NLO corrections is necessary to achieve such a degree of agreement. We thus recover the notion
that the QMRK approach is a powerful tool for the theoreticaldescription of QCD processes in
the high-energy limit and automatically accommodates an important class of corrections that lie
beyond the reach of the collinear parton model at LO.

The first theoretical prediction for the beauty production at Tevatron [177] based on high-
energy factorization scheme and Reggeon-Reggeon effective vertices [143] for the processR +
R → b + b̄ has been done in Ref. [178]. It was shown that bothpT−spectra and total cross
section ofB−mesons can be described well with KMS unintegrated gluon distribution function
[179]. We performed these calculations with KMR [159] unintegrated distribution functions and
Petersonb−quark fragmentation function [180], and have found good agreement with data too.
Thus, in case ofb−quark production, contrary toc−quark production, theoretical description of
data both forB−mesons and for bottomonia looks well grounded and more simple. Thec−quark
mass is not large enough and nonperturbative effects in the hadronization ofc−quarks need more
careful description.

7.5 Conclusions

Our results show that the QMRK approach is a very powerful tool in the high-energy phe-
nomenology of heavy quark and quarkonium production. Of course, there is a number of non-
solved problems yet, such as the correct description ofJ/ψ polarization [181] and an estimation
of NLO corrections for relevant processes. At the LHC Collider the conditions of application of
the QMRK approach for heavy quark production will be satisfied with higher accuracy, therefore
we see many future applications of this approach in a new kinematic regime.

The author thanks B. Kniehl, D. Vasin and A. Shipilova for cooperation in study of pre-
sented results. We thank also L. Lipatov, M. Ryskin, G. Kramer, H. Spiesberger and O. Teryaev
for useful discussions.

8 Upsilonium polarization as a touchstone in understandingthe parton dynamics in QCD

Authors: S. Baranov and N. Zotov

Nowadays, the production of heavy quarkonium states at highenergies is under intense
theoretical and experimental study [182, 183]. The production mechanism involves the physics
of both short and long distances, and so, appeals to both perturbative and nonperturbative meth-
ods of QCD. This feature gives rise to two competing theoretical approaches known in the lit-
erature as the color-singlet and color-octet models. According to the color-singlet approach, the
formation of a colorless final state takes place already at the level of the hard partonic subprocess
(which includes the emission of hard gluons when necessary). In the color-octet model, also
known as nonrelativistic QCD (NRQCD), the formation of a meson starts from a color-octetQQ̄
pair and proceeds via the emission of soft nonperturbative gluons.

Originally, the color-octet model was introduced to overcome the discrepancy between the
largeJ/ψ production cross section measured inpp interactions at the Tevatron and the results
of theoretical calculations based on the standard perturbative QCD. The problem was apparently
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solved by attributing the discrepancy to the hypothetical contributions from the intermediate
color-octet states, which must obey certain hierarchy in powers of the relative velicity of the
quarks in a bound system. However, the numerical estimates of these contributions extracted
from the analysis of Tevatron data are at odds with the HERA data, especially as far as the in-
elasticity parameterz = Eψ/Eγ is concerned [184]. In thekt-factorization approach, the values
of the color-octet contributions obtained as fits of the Tevatron data appear to be substantially
smaller than the ones in the collinear scheme, or even can be neglected at all [153,155,185,186].

The first attempts to solve the quarkonium polarization problem within thekt-factorization
approach were made in the pioneering work [187] (see also [188]) for ep collisions and in
Refs. [154, 185] forpp collisions. It was emphasised that the off-shellness of theinitial glu-
ons, the intrinsic feature of thekt-factorization approach, has an immediate consequence in the
longitudinal polarization of the final stateJ/ψ mesons.

The goal of this paper is to derive theoretical predictions on the polarization ofΥ mesons
produced at the Fermilab Tevatron and CERN LHC. In thekt-factorization approach, the cross
section of a physical process is calculated as a convolutionof the partonic cross section̂σ and the
unintegrated parton distribustionFg(x, k2

T , µ
2), which depend on both the longitudinal momen-

tum fractionx and transverse momentumkT :

σpp =
∫
Fg(x1, k

2
1T , µ

2)Fg(x2, k
2
2T , µ

2) σ̂gg(x1, x2, k
2
1T , k

2
2T , ...) dx1 dx2 dk

2
1T dk

2
2T . (33)

In accordance with [173,189–191], the off-shell gluon spindensity matrix is taken in the form

ǫµg ǫ∗νg = pµpp
ν
px

2
g/|kT |2 = kµTk

ν
T /|kT |2. (34)

In all other respects, our calculations follow the standardFeynman rules.

In order to estimate the degree of theoretical uncertainty connected with the choice of
unintegrated gluon density, we use two different parametrizations, which are known to show the
largest difference with each other, namely, the ones proposed in Refs. [189,191] and [192]. In the
first case [189], the unintegrated gluon density is derived from the ordinary (collinear) density
G(x, µ2) by differentiating it with respect toµ2 and settingµ2 = k2

T . Here we use the LO
GRV set [193] as the input colinear density. In the following, this will be referred to as dGRV
parametrisation. The other unintegrated gluon density [192] is obtained as a solution of leading
order BFKL equation [191] in the double-logarithm approximation. Technically, it is calculated
as the convolution of the ordinary gluon density with some universal weight factor. This will be
referred to as JB parametrisation.

The production ofΥ mesons inpp collisions can proceed via either direct gluon-gluon
fusion or the production ofP -wave statesχb followed by their radiative decaysχb→Υ+γ. The
direct mechanism corresponds to the partonic subprocessg + g → Υ + g which includes the
emission of an additional hard gluon in the final state. The production ofP -wave mesons is
given byg+ g → χb, and there is no emission of any additional gluons. All the other parameters
are the same as in our previous paper [194].

The polarization state of a vector meson is characterized bythe spin alignment parameterα
which is defined as a function of any kinematic variable asα(P) = (dσ/dP−3dσL/dP)/(dσ/dP+
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dσL/dP), whereσ is the reaction cross section andσL is the part of cross section correspond-
ing to mesons with longitudinal polarization (zero helicity state). The limiting valuesα = 1
andα = −1 refer to the totally transverse and totally longitudinal polarizations. We will be
interested in the behavior ofα as a function of theΥ transverse momentum:P ≡ |pT |. The
experimental definition ofα is based on measuring the angular distributions of the decaylep-
tonsdΓ(Υ→µ+µ−)/d cos θ ∼ 1 + α cos2 θ, whereθ is the polar angle of the final state muon
measured in the decaying meson rest frame.

The results of our calculations for the kinematic conditions of the Tevatron and LHC are
displayed in Fig. 12. In both cases, the integration limits over rapidity were adjusted to the exper-
imental acceptances of CDF (|yΥ| < 0.6) at the Tevatron and ATLAS (|yΥ| < 2.5) at the LHC.
The upper panels show the predicted transverse momentum distributions. Separately shown are
the contributions from the direct (dashed lines) andP -wave decay (dotted lines) mechanisms.

Fig. 12: Predictions on the production ofΥ mesons at the Tevatron (left panel) and LHC (right panel). Thick lines,

JB parametrization; thin lines, dGRV parametrization.(a) Transverse momentum distribution.(b) Spin alignment

parameterα for the direct contribution.(c) Spin alignment parameterα with feed-down fromχb decays taken into

account. Dotted lines, the quark spin conservation hypothesis; dash-dotted lines, the full depolarization hypothesis.

As far as the decays ofP -wave states are concerned, nothing is known on the polarisation
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properties of these decays. If we assume that the quark spin is conserved in radiative transitions,
and the emission of a photon only changes the quark orbital momentum (as it is known to be true
in the electric dipole transitions in atomic physics,∆S = 0, ∆L = ±1), then the predictions onα
appear to be similar to those made for the direct channel (lower panels in Fig. 12, dotted curves).
If, on the contrary, we assume that the the transitionχb→Υ+γ leads to complete depolarization,
then we arrive at a more moderate behavior of the parameterα (dash-dotted curves in Fig. 12).

D , Run 2 Preliminary, 1.3 fb
—1

Fig. 13: Spin alignment parameterα at the Tevatron. Solid curve, quark spin conservation hypothesis; dash-dotted

curves, full depolarization hypothesis; yellow band, NRQCD predictions. Green and black points, D0 Run 1 and Run

2 experimental data.

The preliminary results on theJ/ψ polarization at the Tevatron obtained by the collab-
orations E537 [195] and CDF [196] point to logitudinal polarization with the average value of
spin alignment parameterα ≈ −0.2 over the whole range ofJ/ψ transverse momentumpT .
In Fig. 13 our results [194] are compared with the preliminary data on the spin alignment ofΥ
mesons obtained by the D0 collaboration [197].

A state with purely direct production mechanism in the bottomonium family is theΥ(3S)
meson. The calculations presented here are also valid for this state, except the lower total cross
section (by an approximate factor of 1/3) because of the correspondingly lower value of the wave
function

At the LHC energies, the theoretical predictions possess less sensitivity to the choice of
unintegrated gluon distributions. The purest probe is provided by the polarization ofΥ(3S)
mesons.

9 Bc and double heavy baryon production and decays

Author: A. Likhoded

Bc-meson is the heaviest of the stable under strong interaction mesons. Because of its
unique properties the study of its production and decay processes can be used to check current
models of quark dynamics.

There are 16 narrow
(
b̄c
)

states below the threshold of̄BD-pair production. In contrast to
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(cc̄) and
(
bb̄
)

systems there are no strong annihilation chanel for(bc̄)-mesons, so excited states
can decay only to the ground states with the emission of photons andπ-mesons.

Experimental value for ground state mass isMBc = 6276.6 ± 4± 2.7 MeV/c2 was mea-
sured recently by CDF collaboration in exclusive decayBc → J/ψπ [198]. It is in good agree-
ment with theoretical predictions [199] within experimental and theoretical errors. Semilep-
tonic decay mode was used recently by D0 and CDF collaborations to measureBc-meson life-
time [200]

τBc = 0.448+0.123
−0.096 ± 0.121 ps.

This value is in good agreement with theoretical calculations based on operator product expan-
sion (OPE), potential models and QCD sum rules [201]. This lifetime is caused mainly by decays
of c-quark (70%), while contribution ofb-quark decays and weak annihilation are 20% and 10%,
respectively. It should be noted, that observed by D0 and CDFcollaboration decay modes are
connected withb-quark decays.

Since both constituent quarks inBc are heavy, one can use perturbative QCD for calcula-
tion of Bc production cross section. The only nonperturbative parameter on this cross section,
the value ofBc wave function at the origin, can be obtained using potentialmodels. In this point
Bc-meson production differs dramatically from production ofB- andD-mesons.

In e+e− annihilation theory predicts usual pattern ofb-quark fragmentationb→ Bc +X,
with calculable fragmentation functions. Inγγ → Bc +X, γg → Bc +X andgg → Bc +X
processes, on the other hand, there is strong violation of fragmentation picture for large enough
transverse momentum. The factorization formula

dσ

dpT
=

∫
dσ̂
(
µ, gg → bb̄

)

dkT

∣∣∣∣∣
kT =pT /x

Db→Bc+X(x, µ)
dx

x

is valid only for very large values (pT & 40 GeV). As a result, to describe experimentally interest-
ing values ofBc transverse momentum in these processes one needs to calculate total amplitude
sets: 20 amplitudes forγγ-, 24 forγg- and 36 forgg-subprocesses [202].

A rough estimate of total contribution toBc production cross section (including feed-down
from excited states) gives the value of order10−3 of the cross section ofB-meson production.
CDF and D0 collaborations give their results onBc production cross section (σBc) in the form of
the ratio over the cross section ofB-meson production (σB):

Re =
σBcBr (Bc → J/ψe+νe)
σBBr (Bc → J/ψK±)

= 0.282 ± 0.0038 ± 0.074

in the kinematical regionmT (B) > 4.0 GeV and|y(B)| < 1.0. Similar result forBc →
J/ψµ±νµ decay is

Rµ = 0.249 ± 0.045+0.107
−0.076.

We believe that these results contradict theoretical estimates. Using known branching
fractionsBr (B → J/ψK±) ≃ 1 · 10−3 andBr (Bc → J/ψe±νe) ≃ 2 · 10−3 one can see, that
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Mode BR, %
B+
c → ηce

+ν 0.75
B+
c → ηcτ

+ν 0.23
B+
c → η′ce

+ν 0.041
B+
c → η′cτ

+ν 0.0034
B+
c → J/ψe+ν 1.9

B+
c → J/ψτ+ν 0.48

B+
c → ψ′e+ν 0.132

B+
c → ψ′τ+ν 0.011

B+
c → D0e+ν 0.004

B+
c → D0τ+ν 0.002

B+
c → D∗0e+ν 0.018

B+
c → D∗0τ+ν 0.008

B+
c → B0

se
+ν 4.03

B+
c → B∗0s e

+ν 5.06
B+
c → B0e+ν 0.34

B+
c → B∗0e+ν 0.58

B+
c → ηcπ

+ 0.20
B+
c → ηcρ

+ 0.42
B+
c → J/ψπ+ 0.13

B+
c → J/ψρ+ 0.40

B+
c → ηcK

+ 0.013
B+
c → ηcK

∗+ 0.020

Mode BR, %
B+
c → J/ψK+ 0.011

Bc → J/ψK∗+ 0.022
B+
c → D+D̄0 0.0053

B+
c → D+D̄∗0 0.0075

B+
c → D∗+D̄0 0.0049

B+
c → D∗+D̄∗0 0.033

B+
c → D+

s D̄
0 0.00048

B+
c → D+

s D̄
∗0 0.00071

B+
c → D∗+

s D̄0 0.00045
B+
c → D∗+

s D̄∗0 0.0026
B+
c → ηcD

+
s 0.86

B+
c → ηcD

∗+
s 0.26

B+
c → J/ψD+

s 0.17
B+
c → J/ψD∗+

s 1.97
B+
c → ηcD

+ 0.032
B+
c → ηcD

∗+ 0.010
B+
c → J/ψD+ 0.009

B+
c → J/ψD∗+ 0.074

B+
c → B0

sπ
+ 16.4

B+
c → B0

sρ
+ 7.2

B+
c → B∗0s π

+ 6.5
B+
c → B∗0s ρ

+ 20.2

Mode BR, %
B+
c → B0

sK
+ 1.06

B+
c → B∗0s K

+ 0.37
B+
c → B0

sK
∗+ –

B+
c → B∗0s K

∗+ –
B+
c → B0π+ 1.06

B+
c → B0ρ+ 0.96

B+
c → B∗0π+ 0.95

B+
c → B∗0ρ+ 2.57

B+
c → B0K+ 0.07

B+
c → B0K∗+ 0.015

B+
c → B∗0K+ 0.055

B+
c → B∗0K∗+ 0.058

B+
c → B+K0 1.98

B+
c → B+K∗0 0.43

B+
c → B∗+K0 1.60

B+
c → B∗+K∗0 1.67

B+
c → B+π0 0.037

B+
c → B+ρ0 0.034

B+
c → B∗+π0 0.033

B+
c → B∗+ρ0 0.09

B+
c → τ+ντ 1.6

B+
c → cs̄ 4.9

Table 1: Branching fractions of exclusiveBc decay modes [203]

in this kinematical region the ratio

σ(Bc)
σ(B)

= Re
Br(B → J/ψK±)Br(b→ B±)

Br(Bc → J/ψe±νe)
=

0.282 · 10−3 · 0.5
2 · 10−2

= 0.7 · 10−2,

that is about an order of magnitude higher than theoretical estimates.

Using CTEQ5L gluon distribution functions and perturbative calculation ofgg → Bc+X,
we obtained about 0.8µb forBc-meson production cross section at LHC. It includes contributions
from 1S0 (0.19µb), 1S1 (0.47µb), 2S0 (0.05µb) and2S1 (0.11µb) states. After summing over
all spin states we can see, that the whole contribution ofP -wave levels is equal to 7% ofS-state
cross section.

At LHC with luminocity L = 1034cm2s−1 and
√
s = 14 TeV one can expect4.5 · 1010

B+
c events per year. As it is clear from Table 1, branching fractions of main semileptonic and

hadronic decay modes are large enough for reliable observation ofBc meson.

10 Testing time-reversal and CP symmetry withΛb decays

Author: Z. J. Ajaltouni

HEAVY FLAVOUR PRODUCTION AT THE LHC: THEORETICAL ASPECTS

HERA and the LHC 377



10.1 Introduction

Time-reversal (TR) is a fundamental symmetry in many branches of Physics, principally nuclear
and particle Physics. Testing its validity or, conversely,searching for its violation, is an important
task similar to CP symmetry violation. Few years ago, important experimental results showing
clear evidence for TR violaton inK0 − K̄0 oscillations have been claimed both by CP-LEAR
and K-TeV experiments [204]. Then, this research has been extended to theB−meson system
by BaBar and Belle collaborations.
Another source of TR violation could be looked for in particular decays ofhyperons, as suggested
by R. Gatto after the discovery of parity violation inβ decay [205]. If we replace thes-quark
belonging to an hyperon by ab-quark, analogous tests can be performed withbeauty baryons,
like Λb, Σb, etc. With the advent of the LHC, it is expected that10% of the bb̄ pairs produced
in proton-proton collisions at

√
s = 14 TeV will hadronize into beauty baryonsBb, and approxi-

mately90% of theBb will be dominated byΛb or Λ̄b. In the framework of the LHCb experiment
whose average luminosity will beL = 2× 1032cm−2s−1 , roughly 1011 beauty baryons will be
produced each year.

10.2 Features of Time-Reversal

TR operator changes the sign of momentum~p and spin~s of any particle and leaves its coordinates
~r invariant. Any triple product(~vi × ~vj) · ~vk with ~vi,j,k = ~p or ~s will be oddunder TR; a non-
vanishing value of this observable being a sign of TR violation (TRV). However, an inevitable
physical process as strong Final State Interactions (FSI) appears when examining hadronic de-
cays. FSI modify particle wave-functions and generate an additional phase-shift,δS , to the decay
amplitude; the existence of the phaseδS could simulate aT -odd effect. Being aware of this issue,
we developed a phenomenological model describing the decayΛb → ΛV (1−) and used it in our
search for TRV supposing that FSI are negligible. Thus a non-vanishingT -odd observable will
be considered as a serious sign of TRV. In the following, emphasis will be put on TR processes
and, because of the delicate problem of CP study inΛb− Λ̄b system, only a recent reference will
be mentioned [206].

10.3 Kinematics and Dynamics ofΛb → ΛV (1−) Decays

Different observables can be constructed in order to test TR; the main one being the polarization-
vectors of the intermediate resonances coming fromΛb decays likeΛ(1/2+) and V = ρ0, ω, J/ψ ,
the vector-meson V being mainly theJ/ψ decaying into µ−µ+. A rigorous study of these decays
requires thehelicity formalismof Jacob-Wick-Jackson which includes theΛb initial polarization
expressed by its polarization density-matrix (PDM) [207].Full calculations permit to deduce the
Λ angular distributions in an appropriateΛb rest-frame. It is given by:dσdΩ = 1 + αΛb

As
~PΛb · p̂ ,

whereαΛb
As is the decay asymmetry parameter of theΛb resonance,~PΛb is its polarization-vector

andp̂ is the unit-vector parallel toΛ momentum.

A special dynamical model has been performed in order to compute the decay amplitude [208]. It
is divided into two main parts : (i) In the framework of thefactorization hypothesis, the Operator
Product Expansion (OPE) techniques are used in order to evaluate both thesoft(non-perturbative)
contributions and thehard (perturbative) ones to the hadronic matrix element; the color number
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Nc is left free. (ii) The form-factors arising in the matrix element are computed by means of
the Heavy Quark Effective Theory (HQET) and corrections of orderO(1/mb) are performed.
Finally, both tree and penguin diagrams have been taken intoaccount in our model.

10.4 Main Physical Results

• In order to test the model, the branching ratioBR(Λb → ΛJ/ψ) and other ones are computed
according to the effective color number,N eff

c , and compared to the experimental data.

N eff
c 2 2.5 3 3.5

ΛJ/ψ 8.95 × 10−4 2.79 × 10−4 0.62 × 10−4 0.03 × 10−4

Λρ0 1.62 × 10−7 1.89 × 10−7 2.2× 10−7 2.4× 10−7

Λω 22.3 × 10−7 4.75 × 10−7 0.2× 10−7 0.64 × 10−7

Table 2: Branching ratio,BR, for Λb → ΛJ/Ψ, Λb → Λρ0 andΛb → Λω.

The experimental value,BR(Λb → ΛJ/ψ) = (4.7 ± 2.1 ± 1.9) × 10−4 (PDG 2006), favours
the range of values2.0 ≤ N eff

c ≤ 3.0.

• Other essential parameters likeΛb asymmetry,Λ polarization and its non-diagonal matrix ele-
ment, and the probability of longitudinal polarization foreach vector meson can also be obtained :

Parameter Λρ0 − ω ΛJ/ψ
αΛb
AS 0.194 0.490
PΛ -0.21 -0.17
ρΛ
+− 0.31 0.25
ρV00 0.79 0.66

10.5 Direct Test of Time-Reversal

Special Angles:

We define~nΛ and~nV respectively as the unit normal vetors toΛ andV decay planes in theΛb
rest-frame,~eZ being the quantization axis.

~nΛ =
~pp × ~pπ
|~pp × ~pπ|

, ~nV =
~pl+ × ~pl−

|~pl+ × ~pl− |
, or ~nV =

~ph+ × ~ph−

|~ph+ × ~ph−|
Those vectors areevenunder TR. But the cosine and the sine of their azimutal anglesdefined
by :

~ui =
~eZ × ~ni
| ~eZ × ~ni|

, cosφ(ni) = ~eY · ~ui , sinφ(ni) = ~eZ · (~eY × ~ui) ,
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with φ(ni) = φ~nΛ
, φ~nV

are bothodd under TR. Their distributions exhibit asymmetries which
depend directly on theΛ azimuthal angle distribution whose analytical expressionis given by:

dσ/dφ ∝ 1 +
π

2
αΛ
As

(
ℜe(ρΛb

+−) cosφ−ℑm(ρΛb
+−) sin φ

)
.

The initial Λb PDM being unknown, we make the following hypothesis in our simulations :
PΛb = 100% and ℜe(ρΛb

+−) = −ℑm(ρΛb
+−) =

√
2/2 . The following asymmetries are obtained

[206] :

Asymmetries Λρ0 − ω ΛJ/ψ
AS(cosφ~nΛ

) (2.4± 0.3)% (5.2 ± 0.3)%
AS(sinφ~nΛ

) −(2.7 ± 0.3)% −(5.0± 0.3)%

Vector-Polarizations

In a second step, vector-polarizations have been carefullyexamined, mainly by considering a
new frame related to each resonanceRi and defined as follows:

~eL =
~p

p
, ~eT =

~eZ × ~eL
|~eZ × ~eL|

, ~eN = ~eT × ~eL .

Each vector-polarization~P(i) can be expanded on the new basis by writing:~P(i) = P
(i)
L ~eL +

P
(i)
N ~eN + P

(i)
T ~eT , with P (i)

j = ~P(i) · ~ej and j = L,N, T . These components as well as the
basis vectors~eL, ~eT and ~eN , are studied under parity and time-reversal operations. The results
are straightforward:PL and PT are bothParity−odd andT−even , whilePN is Parity−even
butT−odd.

So, if the normal componentPN is not equal to zero, it would be a signal of TR violation.

10.6 Conclusion

The processΛb → ΛJ/ψ is a promising channel to look for the validity of TR symmetryat LHC
energies. Complete kinematical calculations have been performed by stressing the importance of
the resonance polarizations. Our dynamics model is very realistic, because it is based on the OPE
formalism and completed by HQET for the computation of the form-factors. An extension of
these calculations is under study in order to perform rigorous tests of both CP and TR symmetries
among beauty baryons in a model-independent way [209].

11 Production and detection of massive exotic hadrons

Authors: D. Milstead and O. Piskounova

Exotic stable massive particles are proposed in many modelsof physics beyond the Stan-
dard Model. Understanding their interactions in matter is critical for any search. This paper
outlines a model for the scattering of stable massive hadrons which is based on Regge phe-
nomenology and the quark gluon string model.
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11.1 Introduction

Searches for exotic stable15 massive particles (SMPs) are performed at colliders as a matter of
routine whenever a new collision energy is reached [210]. Anadditional motivation to make such
searches at the LHC arises from the hierarchy problem, proposed solutions to which suggest that
new physics processes may be manifest at TeV energies; indeed SMPs are predicted in a number
of exotic physics models, such as supersymmetry [210]. Prior to data taking it is important
to establish that LHC experiments are able both to detect andextract the quantum numbers of
any SMP which may be observed. To do this, an understanding ofthe interactions of SMPs in
matter is needed. As part of this workshop a model [211] has been developed for the scattering
of hadronic SMPs (termedH-hadrons) which uses Regge phenomenology [212] and the quark
gluon string model (QGSM) [213]. This work has clear implications for future searches using
HERA data and the interpretation of earlier searches.

11.2 Interactions ofH-Hadrons in Matter

A qualitative picture of the scattering process can be builtup [214]. The heavy exotic quark
will be a spectator, and the low energy light quark system is involved in the interaction. Regge
phenomenology and the QGSM are thus appropriate tools with which the interactions of exotic
hadrons in matter can be explored. Fig. 14 shows the predicted cross section for the interaction of
aH-meson with a stationary nucleon in a nucleus comprising equal amounts of protons and neu-
trons as a function of the Lorentz factorγ of theH-meson. Reggeon and pomeron contributions
are shown separately.

10
-1

1

10

10 2

1 10 γ

σ H
N
 (

m
b

)

Fig. 14: Pomeron (dotted) and reggeon (dashed) contributions to the exotic-meson-nucleon cross section. The sum of

the two processes is shown as a solid line.

Exotic hadrons which contain a light constituent anti-quark, egHQq̄ or aHQ̄q̄q̄ can un-
dergo pomeron and reggeon exchanges. Conversely, hadrons containing a light constituent quark
(HQ̄q,HQqq ) can only undergo pomeron exchange. Anti-baryons and baryons may undergo both

15The term stable implies a particle will not decay as it traverses a detector.
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reggeon and pomeron exchange, and pomeron exchange only processes, respectively. The over-
all cross sections for interactions involving baryons and anti-baryons is estimated by doubling
the pomeron contribution to the meson cross sections shown in Fig. 14 to take into account the
extra light quark contribution. The reggeon contribution to anti-baryon interactions is set to twice
the value for meson scattering together with an additional contribution from processes in which
exotic anti-baryons can annihilate to exotic mesons and ordinary mesons. This latter contribution
is suppressed.

11.3 Energy Loss

The PYTHIA [215] program was used to produce samples of stable fourth generation quark pair
production events. For reasons of detector acceptance, theβ value of theH-hadrons was re-
stricted to be greater than 0.7 and the pseudorapidity to|η| < 2.5 [216]. Using a Monte Carlo
method, theH-hadrons were transported through iron corresponding to the material distribution
of the ATLAS detector sub-systems enclosed within the muon detector system. Using a triple
regge ansatz [211]H-hadron energy loss can be estimated. Fig. 15 shows the totalenergy loss
of H-hadrons after they pass through the detector material. Distributions are presented forH-
hadrons formed from different types of exotic quarks and anti-quarks with masses 200 and 1000
GeV. The distributions are normalised to the total numberN of a given type ofH-hadron satis-
fying theβ andη requirements. There is little difference between them, with a peak around 5
GeV.H-hadrons containing up-like quarks typically lose more energy than those with down-like
quarks owing to the greater fraction of neutralH-hadrons with down-like quarks.

Fig. 15: Total energy loss forH-hadrons of different types and masses.
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384 HERA and the LHC



[41] European Muon Collaboration, J. J. Aubertet al., Nucl. Phys.B213, 31 (1983).

[42] A. D. Martin, R. G. Roberts, W. J. Stirling, and R. S. Thorne, Eur. Phys. J.
C4, 463 (1998).hep-ph/9803445.

[43] R. S. Thorne, J. Phys.G25, 1307 (1999).hep-ph/9902299.

[44] OPAL Collaboration, G. Alexanderet al., Z. Phys.C72, 1 (1996);
OPAL Collaboration, K. Ackerstaffet al., Eur. Phys. J.C1, 439 (1998);
ALEPH Collaboration, R. Barateet al., Eur. Phys. J.C16, 597 (200);
CLEO Collaboration, M. Artusoet al., Phys. Rev.D70, 112001 (2004);
Belle Collaboration, R. Seusteret al., Phys. Rev.D73, 032002 (2006).

[45] G. Kramer and H. Spiesberger, Eur. Phys. J.C22, 289 (2001);
G. Kramer and H. Spiesberger, Eur. Phys. J.C28, 495 (2003);
G. Kramer and H. Spiesberger, Eur. Phys. J.C38, 309 (2004).

[46] B. A. Kniehl, G. Kramer, I. Schienbein, and H. Spiesberger, Phys. Rev.
D71, 014018 (2005);
B. A. Kniehl, G. Kramer, I. Schienbein, and H. Spiesberger, Eur. Phys. J.
C41, 199 (2005).

[47] B. A. Kniehl, G. Kramer, I. Schienbein, and H. Spiesberger, Phys. Rev. Lett.
96, 012001 (2006).

[48] T. Kneesch, B. A. Kniehl, G. Kramer, and I. Schienbein, Nucl. Phys.B799, 34 (2008).

[49] M. G. Bowler, Z. Phys.C11, 169 (1981).

[50] SLD Collaboration, K. Abeet al., Phys. Rev. Lett.84, 4300 (2000);
SLD Collaboration, K. Abeet al., Phys. Rev.D65, 092006 (2002);
SLD Collaboration, K. Abeet al., Phys. Rev.D66, 079905(E) (2002);
ALEPH Collaboration, A. Heisteret al., Phys. Lett.B512, 30 (2001);
OPAL Collaboration, G. Abbiendiet al., Eur. Phys. J.C29, 463 (2003).

[51] CDF Collaboration, D. Acostaet al., Phys. Rev.D71, 021001 (2005);
CDF Collaboration, A. Abulenciaet al., Phys. Rev.D75, 012010 (2007).

[52] J. Binnewies, B. A. Kniehl, and G. Kramer, Phys. Rev.D58, 034016 (1998).

[53] V. G. Kartvelishvili and A. K. Likhoded, Sov. J. Nucl. Phys.42, 823 (1985). [Yad. Fiz.
42, 1306 (1985)].

[54] CDF Collaboration, D. Acostaet al., Phys. Rev. Lett.91, 241804 (2003).

[55] U. Aglietti, G. Corcella, and G. Ferrera, Nucl. Phys.B775, 162 (2007).

[56] G. Corcella and G. Ferrera, J. High Energy Phys.12, 029 (2007).

[57] U. Aglietti, G. Ferrera, and G. Ricciardi, Nucl. Phys.B768, 85 (2007).

HEAVY FLAVOUR PRODUCTION AT THE LHC: THEORETICAL ASPECTS

HERA and the LHC 385



[58] U. Aglietti, F. Di Lodovico, G. Ferrera, and G. Ricciardi, arXiv:0711.0860.
0711.0860.

[59] B. Mele and P. Nason, Nucl. Phys.B617, 626 (1991).

[60] M. Cacciari and S. Catani, Nucl. Phys.B617, 253 (2001).

[61] G. Sterman, Nucl. Phys.B281, 310 (1987).

[62] S. Catani and L. Trentadue, Nucl. Phys.B327, 323 (1989).

[63] U. Aglietti and G. Ricciardi, Phys. Rev.D70, 114008 (2004).

[64] D. Shirkov, Nucl. Phys. Proc. Suppl.152, 51 (2006).

[65] ALEPH Collaboration, A. Heisteret al., Phys. Lett.B512, 30 (2001).

[66] OPAL Collaboration, G. Abbiendiet al., Eur. Phys. J.C29, 463 (2003).

[67] SLD Collaboration, K. Abeet al., Phys. Rev. Lett.84, 4300 (2000).

[68] ALEPH Collaboration, R. Barateet al., Eur. Phys. J.C16, 597 (2000).

[69] ZEUS Collaboration, S. Chekanovet al., Nucl. Phys.B700, 3 (2004).
hep-ex/0405065.

[70] CDF Collaboration, F. Abeet al., Phys. Rev.D60, 072003 (1999).hep-ex/9903011.

[71] A. Banfi, G. P. Salam, and G. Zanderighi, Eur. Phys. J.C47, 113 (2006).
hep-ph/0601139.

[72] S. Catani, Y. L. Dokshitzer, M. Olsson, G. Turnock, and B. R. Webber, Phys. Lett.
B269, 432 (1991).

[73] S. Catani, Y. L. Dokshitzer, M. H. Seymour, and B. R. Webber, Nucl. Phys.
B406, 187 (1993).

[74] S. D. Ellis and D. E. Soper, Phys. Rev.D48, 3160 (1993).hep-ph/9305266.

[75] A. Banfi, G. P. Salam, and G. Zanderighi, JHEP08, 062 (2004).hep-ph/0407287.

[76] S. Catani, F. Krauss, R. Kuhn, and B. R. Webber, JHEP11, 063 (2001).
hep-ph/0109231.

[77] M. L. Mangano, M. Moretti, and R. Pittau, Nucl. Phys.B632, 343 (2002).
hep-ph/0108069.

[78] Measurement of the inclusiveb-jet cross section inpp̄ collisions at
√
s = 1.96TeV

(unpublished). Note 8418.

[79] J. M. Campbell and R. K. Ellis, Phys. Rev.D62, 114012 (2000).hep-ph/0006304.

Z.J. AJALTOUNI, A. BANFI, S. BARANOV, I. BIERENBAUM, J. BLÜMLEIN, . . .
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[105] S. Alekhin and J. Blümlein, Phys. Lett.B594, 299 (2004).hep-ph/0404034.

[106] M. Buza, Y. Matiounine, J. Smith, and W. L. van Neerven,Nucl. Phys.
B485, 420 (1997).hep-ph/9608342.
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