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Abstract

Various physics observables can be determined from the localisation of distinct edge-like
features in distributions of measurement values. In this paper, we address the observation
that neither differentiating nor fitting the measured distributions is robust against significant
fluctuations in the experimental data. We propose the application of Finite Impulse Re-
sponse (FIR) filters instead. To demonstrate the method, we consider the typical case in
particle physics in which the precise localisation of kinematic edges, often blurred by e.g.
background contributions and detector effects, is crucial for determining particle masses. We
show that even for binned data, typical for high energy physics, the optimal FIR filter kernel
can be approximated by the first derivative of a Gaussian (FDOG). We study two highly
complementary supersymmetric scenarios that, if realised in nature, could be observed at
a future high-energy e+e− collider such as the International Linear Collider (ILC) or the
Compact Linear Collider (CLIC). The first scenario considers the production of ẽ±−pairs
while the second focuses on the χ̃

±
1 and χ̃

0
2 -pair production. We demonstrate that the FIR

filter method for edge extraction is superior to previously employed methods in terms of
robustness and precision.

This work was carried out in the framework of the ILD concept group
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2 A computational approach to edge detection

1 Introduction

Physics observables are commonly extracted by detecting the position of differential features in distri-
butions of experimental data. An important example in particle physics is the measurement of edge
positions in kinematic distributions, which can reveal the kinematic end-points of a process. In an actual
experiment, such an edge position will be subject to noise from statistical fluctuations of the signal pro-
cess as well as from remaining background contributions, and will be blurred e.g. by the finite resolution
of the detector.

Various techniques can be used to extract the sought after kinematic feature from such distributions.
The most commonly used technique is to fit the distribution with a differentiable function that can model
the feature to be measured such that the relevant parameter value(s) can be extracted from the fitted
function. This technique implies a model choice, i.e. an assumption regarding the analytical form of the
feature to detect. In many cases, especially when there are detector effects and background processes
affecting the distribution, there is no unique, model-independent choice for an analytic description. It
might be also unfeasible to find any viable analytical function that can model the distribution such that it
stays robust against small changes of its shape.

In this article we describe a computational method based on finite impulse response filters. Related
techniques are not uncommon in digital image processing, and are also used elsewhere, e.g. in the auto-
matic calibration system of the LIGO experiment [1]. Here, we adjust the method to the application of
typical particle physics distributions. As an example, we focus on the measurement of kinematic end-
points of physical processes which are particularly relevant for the physics program of future electron-
positron colliders. Two complementary study cases have been chosen. The first one exhibits a large
signal with a sharp edge over a small background. Here, we will especially study the systematic uncer-
tainties of the filter method. The second example has a much smaller signal-to-background ratio and a
shallow edge, making a robust determination of its position challenging.

This paper is structured as follows: in Sec. 2 we describe and characterize our edge detection method.
The two study cases are introduced in Sec. 3, while the application of the algorithm to the two bench-
marks is discussed and compared to alternative approaches in Sec. 4 and 5, respectively. We conclude
by summarizing our results in Sec. 6.

2 A computational approach to edge detection

In the general case of a continuous function ggg(((xxx))), an edge-like feature is characterised by a local max-
imum or minimum in the first derivative ggg′′′(((xxx))) and a zero-crossing in the second derivative ggg′′′′′′(((xxx))). Unfor-
tunately, in the case of experimental data, the physical signal is disturbed by noise and small variations in
the noise amplitude can have large impact on the results of the differential operator [2]. One possibility to
regularise this problem is to convolute the target function ggg(((xxx))) with an appropriate function fff (((xxx))) before
the differentiation stage.

Assuming fff is differentiable and absolutely integrable, and ggg is absolutely integrable, the derivative
of the convolution (*) of these two functions, denoted here as the response RRR, can be written as

R(x) =
d
dx

( f (x)∗g(x)) =
d f (x)

dx
∗g(x) = h(x)∗g(x). (1)

The edge-like features in ggg(((xxx))) can be identified from the maxima of hhh(((xxx)))∗∗∗ggg(((xxx))) or the zero-crossings
of hhh′′′(((xxx))) ∗∗∗ ggg(((xxx))). In this context, the function ddd fff (((xxx)))///dddxxx === hhh(((xxx))) is called a matched filter and can be
characterised by the result of its convolution with a delta function. The convolution result is called the
algorithm’s Impulse Response (IR). Since the filter unambiguously defines its impulse response we will
use the two terms as synonyms. When the filter values drop to 0 everywhere outside a finite range in its
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2 A computational approach to edge detection
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Figure 1: Example of the application of the edge finding algorithm to a noisy step function with a signal-
to-noise ratio of 1.0. The test function to which the algorithm is applied is obtained by overlay-
ing a white-noise of σ = 1 to an ideal step function of amplitude A = 1 at i = 0. We processed
the test function with a FDOG filter with σ f = 5. Using our algorithm the maximum positive
response which identifies the step position was detected at x =−0.4

domain, that function is known as a Finite Impulse Response (FIR) filter, otherwise it is called an Infinite
Impulse Response (IIR) filter.

In the analysis of physics data though, the typical observable distributions are discrete, therefore the
filters and the convolution algorithm should be defined in the same domain. For this discussion, we
assume that our input distributions are defined on a regular grid, i.e. that the distance between the samples
in the distribution domain is constant, and that the error associated to each sample is independent from
all the others. A histogram with constant binning is a special case of such a distribution. Consequently,
the filter can also be represented by a discrete function on the same regular grid. Considering the input
function gggddd(((iii))) and a filter represented by a discrete function hhhddd(((kkk))), the Discrete Response Function
RRRddd(((iii))), that is their discrete convolution, can be written as:

Rd(i) =
N

∑
k=−N

hd(k) ·gd(i− k) (2)

where N is the value after which the filter amplitude drops to 0.
In the case of a continuous distribution, the optimal characteristics of a differential filter were described

in Ref. [3], which showed that the optimal differential filter for a continuous distribution disturbed by
random noise, called the Canny filter, is very similar to the First Derivative of a Gaussian (FDOG),
which will be defined in Sec. 2.1. In the case of a discrete distribution the results of the optimization can
differ substantially, as described extensively in [4], and different types of filters may be used to obtain
the optimal results. Therefore we will redefine those optimization criteria for the specific case of the
detection of an edge-like feature in a one-dimensional distribution and develop an operational proced-
ure to evaluate the algorithm performance to optimize the parameters of its operation in the following
subsections.

Using those ideas, given a discrete physical distribution defined on a regular grid, e.g., a histogram
with uniform binning, and a filter defined by its 2N +1 coefficients hhhddd(((kkk))), we can define the position of
an edge-like feature as the point where the input function’s first derivative is maximum. Applying our
algorithm we can compute this position calculating the position of the maximum of the response function
RRRddd(((iii))). A simple example of a noisy step function as test function gd and the response of a FDOG filter
Rd is shown in Fig. 1.

This technique is common in data processing. It is employed, e.g., for finding edges in digital images
or for identifying a significant pulse in a noisy background when performing signal processing. In
those contexts, the emphasis is to find an appropriate solution in large number of independent datasets,
e.g., to identify the edges in millions of different images. In contrast, our study aims at defining the
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2 A computational approach to edge detection

L
W

A

Figure 2: Definition of the important parameters used to characterize the edges. L represents the edge
position, A the amplitude, W the width.

optimal filter to measure, as precisely as possible, the position of a specific feature, i.e. the edge, in a
single distribution, taking into account the measurement errors of all samples. Furthermore, it is also
crucial to determine a robust and reliable estimate for the uncertainty associated with the edge’s position
measurement. Therefore, the most important element of our study is the establishment and application
of an optimization and uncertainty estimation procedure.

2.1 Definition of Data Properties and Filter Types

The data distributions to be analysed for the presence of an edge can be characterized by the following
properties, visualized in Fig. 2:

Location of the edge (L): The location L of the edge is the main target observable. For an analytical
function, this corresponds to the location of the maximum of the first derivative of the function.

Amplitude of the edge (A): The amplitude A of the edge is the total height of the edge and a measure
of the signal strength.

Width of the edge (W): The edge width W which, in this work, we will define as the range in the
function domain, or, in case of a histogram, the number of bins over which the distribution rises
from 10% to 90% (or drops from 90% to 10%) of the edge amplitude A. For an ideal step function,
W = 1. When the step is defined by an analytical function, the width can also be calculated
analytically and be defined as a real number.

Signal-to-Noise Ratio (SNR): In case additional white noise is overlaid to the ideal function, we define
the Signal-to-Noise Ratio as the ratio between the maximum of the derivative (S) of the ideal
function and the noise RMS.

In order to compare the performance of different filters, it is convenient to define a standard Scale
Factor, computed as the RMS of the Step Response, that is the filter response to an ideal, noiseless step
function with amplitude A = 1, width W = 1 and the edge located at k = 0.
In the following, we will compare four different convolution filters:

Difference of Boxes (DOB): This filter is equivalent to the execution of a moving average in a window
of size 2N+1 prior to the derivation stage. The characterizing parameter of this filter is the size NNN

4



2 A computational approach to edge detection

of the averaging window and can be analytically written as:

hd(k) = 1 for −N ≤ k < 0

hd(k) = 0 for k = 0

hd(k) =−1 for 0 < k ≤ N (3)

First Derivative of a Gaussian (FDOG): This filter is equivalent to the execution of a Gaussian smooth-
ing prior to the derivative. The filter is parametrised by the σσσ parameter of the Gaussian:

hd(k) =−k e
− k2

2σ
2 for −N ≤ k ≤ N (4)

In case of the FDOG, the scale factor is equal to the width σ of the Gaussian.

Deriche: This algorithm, described in [5], is characterized by the following impulse response, para-
metrised by the exponential decay length ααα:

hd(k) =−k e−α|k| for −N ≤ k ≤ N (5)

Shen: Similar to the previous one, this algorithm, described in [6], is equivalent to an exponential
smoothing and presents a discontinuity in the derivative at k = 0:

hd(k) = eαk for −N ≤ k < 0

hd(k) = 0 for k = 0

hd(k) =−e−αk for 0 < k ≤ N (6)

Additionally, we are going to compare the results of those filters to the numerical derivative, labeled
in all figures as “derivative”, equivalent, up to a constant, to a DOB filter with N = 1. A detailed and
extensive description of the characterization of these filters is given in [7] and we will here summarize
the most relevant findings.

Those filters are graphically visualized through their Step Response (SR) in Fig. 3. Thereby the char-
acterizing parameters of all filters have been adjusted such that the scale factor is about 5 for each filter.
The value of the scale factor has an impact on the amount of noise that the filter picks up during the con-
volution with the input distributions as well as on the precision of the edge localization. Qualitatively,
we expected that when that value is too small, the filter response will be strongly influenced by the noise.
In contrast, if it is too large, the correct edge will be found above the noise, but its position determination
may be less precise and be influenced by the presence of other nearby features. We will quantify these
aspects in the next sections.

2.2 Optimisation criteria for a discrete function edge finder

Using the tools introduced in the previous subsection we define two benchmark quantities: the filter
efficiency and its localization power. Those are conceptually similar to those defined in [3] and we used
them to characterize and optimize the filtering algorithm. In all benchmarks presented in this section
we use, as a test function, a Gaussian smoothed step of fixed amplitude with variable width and SNR.
Using this function allows to define the width and the signal amplitude analytically as a function of the
width parameter of the Gaussian smoothing ΣΣΣ as: WWW === 222

√
2ln10ΣΣΣ and SSS === AAA///

√
2πΣΣΣ. The Monte Carlo

samples for the optimization criteria evaluation are generated using the aforementioned smooth step as
a template, adding randomly generated white noise to each point in the function domain. The position
of the grid points is randomized at every sampling to avoid any bias coming from the relative position of
the function edge within a single subdivision of the grid.
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Figure 3: Normalized step response function (SR) of the 4 studied filters, as compared with the response
of the numerical derivative. The characterizing parameter of each filter was chosen so that they
will have a scale factor (RMS of the SR) of about 5 to make a comparison more meaningful.

Filter efficiency: The filter efficiency, in the case of a rising edge, is defined as the probability that
the local maximum of the filter’s response closest to the true edge position of the input function is the
global maximum. In case of a falling edge it is sufficient to replace minimum with maximum in the
previous definition. This probability can be calculated by processing the input function with different
random noise samples an arbitrary number of times. This benchmark quantity was evaluated for the four
studied filters and, for comparison, for the simple numerical derivative as a function of the SNR of the
input distribution. As shown in fig. 4, the efficiency of all filters increases with the SNR and increases
monotonically with the filter scale factor at all SNR. At low SNR in particular, all studied filters perform
significantly better than the simple derivative, which is more sensitive to noise than any of the filters.

Localization power: The second parameter, the localization power, is particularly important for this
work as it defines the systematic and statistical uncertainty that can be associated to the results we obtain.
It comprises the localization bias and the localization error, which are defined as the mean L̂LL and standard
deviation σσσLLL, respectively, of the detected edge positions obtained when applying the algorithm to many
random variations of the same underlying function. In general, the localization is defined in unit of the
grid granularity, e.g. the width of an histogram bin. The difference between L̂ and the true edge position
defines the systematic uncertainty of the filter output, while σL corresponds to the statistical uncertainty,
whose evaluation does not require any prior definition of a true edge position.

In our test cases, where the edge is defined on top of a constant baseline and the additive noise is uni-
form and doesn’t cause an asymmetric distortion of the edge, the localization bias L̂ is always compatible
with zero in all conditions. This will change in the physics examples discussed in Sec. 4 and 5, which
include non-flat backgrounds and non-uniform bin errors. The localization error σL, on the other hand,
has important variations depending on the SNR, on the edge width W and the scale factor of the filter,
which are illustrated in fig. 5 and 6, respectively.

In relation to the noise level we observe that, at large enough SNR, all filters of similar scale factor are
roughly equivalent, with a localization error decreasing asymptotically towards a value of about 30% of
the grid granularity. Moreover we can note that all are notably superior to a simple numerical derivative.
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Figure 4: On the left, the plot shows the efficiency of four different filters, compared to that of the simple
derivative, as function of the Signal-to-Noise-Ratio (SNR) of a noisy, smooth step function
with a width W = 1. Each point is obtained using 10000 samples of the same function with
random white noise. The characterizing parameter of each filter was chosen so that they have a
scale factor of about 3. On the right, a similar plot shows the efficiency of the same filter with
changing scale factor.

We also note, looking at the right panel of fig. 5, that there is an optimal filter configuration that provides
the best localization and that this configuration can be chosen unambiguously using our optimization
technique.

To transition to the discussion of the case studies, in which the function to analyse is obtained from
a histogram with user-defined binning, the plots in fig. 6 show the ratio between the localization error
and the step width, which we will call normalized localization, rather than the simple localization error.
Moreover the SNR overlaid on the function is proportional to 1/

√
W , starting from an SNR of 3 for

W = 2. In this way we can emulate the case of an histogram where changing the bin width leads to a
correlated change of the signal and background entries and thus the SNR. Here we notice again that all
filters show a similar behaviour: the normalized localization improves rapidly with the increasing step
width for small values of that quantity and tends asymptotically to a value that depends on the choice of
the filter and on its scale factor.

2.3 Filter choice and optimization

With the results shown in the previous sections we can define a procedure to perform an accurate and
optimal measurement of the position of edge-like features in discrete one-dimensional distributions like
those obtained in particle physics experiments and a robust way to evaluate the statistical and systematic
error to associate to such measurements.

Previously we have shown that the efficiency and localization power of all filters drop significantly
when the SNR is reduced below a threshold that depends on the filter scale factor and type. Above that
threshold larger filters tend to perform better but improvements quickly become negligible.

As we have shown in the previous section, the algorithm parameters can be optimized through a
Monte-Carlo technique, by considering the input distribution a template from which an arbitrary number
of samples can ge generated. It is important to note that this whole optimization can be performed without
any knowledge of the specific shape of the feature to detect or of its theoretical position, if that could
be calculated at all. In fact, this optimization does not require any prior knowledge of the underlying
distribution.
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Figure 5: On the left, the plot shows the localization error of the four different filters, compared to that of
the simple derivative, as function of the Signal-to-Noise-Ratio (SNR) of a noisy, smooth step
function with a width W = 1. Each point is obtained using 10000 samples of the same function
with random white noise. The characterizing parameter of each filter was chosen so that they
have a scale factor of about 3. Note that this scale factor was chosen for ease of comparison
between all plots rather than to select the best possible filter parametrization. On the right, a
similar plot shows the localization error of the same filter type when changing the scale factor.
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Figure 6: On the left, the plot shows the normalized localization error of the four different filters, as a
function of the width of a smooth step of varying width and Signal-to-Noise-Ratio (SNR), as
described in the text. Each point is obtained using 10000 samples of the same function with
random white noise. The characterizing parameter of each filter was chosen so that they have a
scale factor of about 3. On the right the same is shown for a set of FDOG filters with different
scale factors. The derivative is not shown in those plots as its localization is so poor to be out
of scale.
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3 Study Cases

When the grid resolution can be customized by the user, like in the case of an histogram generated from
a large dataset, the first step is thus to optimize that resolution, e.g. the bin width of the input histogram,
such that the average difference between the value at neighbouring positions in the step region is in the
order of 25 entries, corresponding to a SNR of about 5, to be able to use the largest possible filter while
keeping an optimal efficiency.

With the grid resolution fixed it is then possible to fine tune the algorithm and determine the localiza-
tion errors for different filters of different scale factors, to find the combination which gives the smallest
localization error. Unless the step to be localized is very narrow even after the adjustment of the grid
resolution, the filter of choice is typically the FDOG, where the filter scale factor corresponds to the
parameter σ .

2.4 Calibration procedures for the detected edges

To define the systematic accuracy of the edge position measurement we need to introduce some theor-
etical model of the underlying distribution that would define the true edge position. By using such a
model it is possible to use a toy Monte-Carlo procedure to calibrate the edge position measurement and
to define its systematic accuracy. In general, this can be done by calculating the localization bias of
the edge position measurement for each element in a set of model parameters influencing the true edge
position so that a correlation between them can be derived. This correlation is model dependent and can
be studied in each specific case to estimate the systematic error induced to the measurement for each set
of model parameters. In the rest of this article, two physics benchmarks with very different challenges
and different types of systematic uncertainties are studied, with the goal to validate the proposed method
in actual physics analyses.

3 Study Cases

Many models of new physics predict additional particles which promptly decay into more stable particles,
of which some can be seen in the detector, while others may interact too weakly to leave any trace in
the detector. If all decay products can be detected, the mass of the new particle can simply be calculated
as the invariant mass of all decay products. If there are, however, also “invisible” particles among the
decay products, the detection of kinematic edges in the energy (momentum) or invariant mass spectra of
the visible decay products is a well established technique to determine the mass of the mother particle.
This technique was widely used, for example, by the LEP experiments when performing supersymmetry
searches [8–11]. Similar techniques are used in supersymmetry searches at LHC [12–17]. Beyond
supersymmetry, partially invisible decays are expected e.g. in most extensions of the Standard Model of
particle physics which contain dark matter candidate particles.

In order to test and evaluate the performance of our proposed edge localisation method, we consider
two different supersymmetry scenarios. Since at lepton colliders the well-known momenta of the collid-
ing elementary particles allows a more complete reconstruction of the event kinematics, we especially
study the production of supersymmetric particles at a future e+e− collider. In both scenarios, the analysed
reactions are of the generic type e+e− → Ỹ ¯̃Y → χ̃

0
1Y χ̃

0
1Ȳ , where the χ̃

0
1 is the lightest SUSY particle,

assumed to be stable and not detectable, Ỹ is a generic SUSY particle, and Y its SM partner.
The kinematic edges comes about as follows: in the rest-frame of a system with mass M0 decaying to

two particles with masses M1 and M2, one has

9



3 Study Cases

E1,(2) =
M2

o +M2
1,(2)−M2

2,(1)

2M0

p1 = p2 = p =

√
λ

(
M2

0 ,M
2
1 ,M

2
2

)
2M0

=

√
λ0,1,2

2M0
(7)

where the Källén function λ is defined by λ (a,b,c) = a2 +b2 + c2−2ab−2ac−2bc.
At production, M0 = Ecms, and in the case of production of a particle-antiparticle pair Ỹ ¯̃Y one has

M1 = M2 = MỸ , so that E1 = E2 = EỸ = Ecms/2 and p = (Ecms/2)
√

1−
(
MỸ/(Ecms/2)

)2
. In the rest-

frame of the decaying particle, one would identify M0,M1 and M2 in eq. 7 with MỸ , M
χ̃

0
1

and MY ,
respectively. The energy of Y in the laboratory frame, EY lab, is then given by

EY lab =γEY + γβ cosθ pY (8)

where γ and γβ are the parameters of the Lorentz-transformation between the laboratory frame and the
rest frame of Ỹ . The highest and lowest possible energies are obtained for θ = 0 and θ = π , respectively.
Therefore, the kinematic edges are

EY labmax
(min)

=γEY
+
(−)γβ pY (9)

and are independent of the distribution of cosθ .
The relation between the position of the edges and the masses MỸ and M

χ̃
0
1
, can be found by noting

that the Lorentz factors of the transformation from the laboratory frame to the rest-frame of the produced

particle are γ = E/M = ECMS/(2MỸ ) and γβ = p/M =Ecms/(2MỸ )

√
1−
(
MỸ/(ECMS/2)

)2
, so that the

edges of the EY lab spectrum are given by

EY labmax
(min)

=
ECMS

4

M2
Ỹ +M2

Y −M2
χ̃

0
1

M2
Ỹ

+
(−)

√
1−
(

MỸ
ECMS/2

)2
√

λỸ ,Y,χ̃0
1

M2
Ỹ

 (10)

In the study-case discussed in Sec. 4, one might set MY = 0 , in which case EY = pY = (M2
Ỹ −

M2
χ̃

0
1
)/(2MỸ ), so that eq. 10 simplifies to

EY labmax
(min)

=
ECMS

4

1−
M2

χ̃
0
1

M2
Ỹ

1 +
(−)

√
1−
(

MỸ
ECMS/2

)2
 (11)

In eq. 11, it is easy to see that by calculating the sum of the upper and lower edge of the spectrum (Σ),
M2

χ̃
0
1

can be expressed in M2
Ỹ , which can then be used to eliminate the former in the expression for the

difference between the edges (∆). From the obtained expression, M2
Ỹ is obtained, and by back-substitution

also M2
χ̃

0
1

is obtained.

MỸ =
ECMS

2

√
Σ

2−∆
2

Σ

M
χ̃

0
1
=

ECMS

2

√
ECMS−2Σ

ECMS

√
Σ

2−∆
2

Σ
(12)
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3 Study Cases

Similar, albeit more complicated, expressions can also be derived from eq. 10.
The two example scenarios, which will be introduced in more detail in the following subsections,

were studied in the context of the International Linear Collider (ILC) [18–21] and the International
Large Detector (ILD) [22, 23].

The ILC is a planned electron-positron linear collider. The construction of its first stage with√
s =250 GeV is under political consideration in Japan. In this article we consider an ILC centre-of-mass

energy of
√

s =500 GeV, an integrated luminosity of
∫

L dt = 500 fb−1 and a beam polarisation configur-
ation of 80% right-polarised electrons and 30% left-polarised positrons, i.e., P(e−, e+) = (+80%, -30%).
This corresponds to only small fraction of the total data expected from the full run plan of the ILC [24,
25]. All Monte-Carlo events used in the two case studies have been generated with Whizard 1.95 [26],
with PYTHIA 6.4 [27] used for fragmentation and hadronization, and taking into account the beam
energy spectrum, initial and final state radiation, and the effects of beamsstrahlung.

ILD is one of the two detector concepts proposed for the ILC, which were specifically designed ac-
cording to the Particle Flow principles. ILD will be equipped with a time projection chamber acting
as its main tracker and a very granular calorimetric system, with a fine longitudinal and transverse seg-
mentation, optimized for particle flow reconstruction. The ILD design is implemented in a detailed
Geant4-based simulation [28, 29], and the simulated detector response is reconstructed by the al-
gorithms implemented in the Marlin framework [30], including tracking as well as the particle flow
algorithm PandoraPFA [31–33].

3.1 The STC4 Scenario

The τ̃-coannihilation scenario (STC) has been defined and motivated in [34] in the theoretical framework
of the phenomenological minimal supersymmetric Standard Model (pMSSM) [35, 36]. It is characterised
by a light slepton sector and heavy squarks that may have escaped detection at the LHC. The τ̃ is the
next-to-lightest supersymmetric particle with a mass approximately 10 GeV larger than that of the χ̃

0
1 ,

i.e., the stable LSP (M
χ̃

0
1

= 95.6 GeV).
Several different STC model points have been defined [37], which differ mainly in the value assumed

for the right-handed third generation squark mass parameter at 1 TeV. In case of the STC4 point, con-
sidered in our evaluation, the value of this parameter is assumed to be 400 GeV. The part of the spectrum
relevant to an e+e− collider with

√
s =500 GeV depends only weakly on this parameter and is for all

practical purposes the same for all model points of the STC series.
Our study concentrates on selectron pair production at the ILC and their subsequent, almost exclusive

decay: e+e−→ ẽẽ→ e±χ̃
0
1 e∓χ̃

0
1 . This takes advantage of the relatively large cross-section that charac-

terises selectron pair production in the STC4 scenario, due to the t-channel neutralino exchange: O(102

fb) for the ẽRẽR case and O(10 fb) for the ẽLẽL case. Furthermore, the event selection also benefits from
the higher efficiency to identify electrons in contrast to τ decays. Lastly, if M

χ̃
0
1

is extracted from the
selectron momentum spectrum the τ̃ mass can also be determined, using the same data set, from the
endpoint of the spectrum of the τ decay products.

Based on the assumed STC4 parameter values, the mass spectrum calculator SPheno [38, 39] predicts
a value of MẽL

= 213.1 GeV for the left-handed selectron mass and MẽR
= 126.2 GeV for its right-handed

counterpart. The CMS experiment [40, 41] has already excluded left-handed selectrons in the mass range
assumed by the STC4 model. However, their right-handed partners have not yet been excluded. They
are only ∼30 GeV heavier than the LSP and, due to this small mass difference, the amount of missing
energy in the LHC events would not be sufficient to allow a clear separation from the Standard Model
background.

While theoretically the isotropic decay of a scalar particle in its rest frame is expected to lead to a pure
box-like distribution of the lepton momentum in the lab frame, the initial state radiation and the inter-
actions of the final-state electrons in the detector distort the shape of the decay product momentum dis-
tribution so that it cannot be reasonably described by any specific analytic function calculated from first
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3 Study Cases

principles. Therefore this scenario is an excellent benchmark for our edge detection algorithm. Moreover,
the same simulated data was used to estimate the same quantity using a different technique [37], which
can serve as a direct reference to estimate the performance of our method. In that publication, the method
relied on the fact that, for an undistorted rectangular distribution without background, estimators surpass-
ing the CRB (the Cramér-Rao Bound) for the minimal variance exist for the high and low edges*. They
are simply the smallest and largest observations in the sample, respectively. These statistics are only
asymptotically unbiased, but the finite sample-size bias is analytically known. The variance of the es-
timators decreases as the reciprocal of the square of the sample size. To mitigate the distortions and the
presence of background, the approach was to divide the sample in sub-samples, and estimate the edges,
not by the highest and lowest observations, but to first exclude a fraction of the extreme values. The edge
estimates were then taken as the average of the truncated sub-sample extremes. The two parameters -
sub-sample size and truncation factor - were optimised to give the smallest variance using a toy Monte-
Carlo procedure. The toy MC was also used to calibrate the estimators in order to remove the bias†.
It was found that MẽR

could be determined to 210 MeV and M
χ̃

0
1

to 160 MeV based on an integrated

luminosity of 500 fb−1 with P(e−, e+) = (+80%, -30%) at a center-of-mass energy of 500 GeV.

3.2 The Point 5 Scenario

The supersymmetry scenario denoted as "Point 5" was first defined [42] in the context of the minimal
Supergravity model [43, 44], mSUGRA. It was originally considered for benchmarking the Particle Flow
performance of the ILD detector concept.

In the Point 5 model, the first chargino (χ̃±1 ) and the second neutralino (χ̃0
2 ) are almost mass degenerate:

M
χ̃
±
1

= 216.5 GeV and M
χ̃

0
2

= 216.7 GeV. They could be produced in pairs at the ILC with an operating

centre-of-mass energy of
√

s = 500 GeV. The production cross-section is of the order of 102 fb in the
chargino case and of the order of 10 fb in the neutralino case.

Both gauginos decay with branching ratios larger than 96% to the corresponding gauge boson and the
first neutralino which is the stable LSP:

e+e− → χ̃
+
1 χ̃
−
1 →W+

χ̃
0
1W−χ̃

0
1

e+e− → χ̃
0
2 χ̃

0
2 → Z0

χ̃
0
1 Z0

χ̃
0
1 (13)

Their mass difference with respect to the LSP mass (M
χ̃

0
1

= 115.7 GeV) is approximately 100 GeV, i.e.
large enough that the W and Z bosons can be produced on-shell.

Our study aims to reconstruct and determine the masses of all three gauginos: χ̃
±
1 , χ̃

0
2 and χ̃

0
1 . Con-

sequently, each one of the two reactions presented above acts as background for the other. The separa-
tion of the chargino and neutralino candidate events essentially relies on identifying and distinguishing
W+W− and ZZ decays. Only the hadronic decays of the gauge bosons are here considered as signals.
This was a deliberate choice, posing a significant challenge both for the Particle Flow reconstruction
and for the proposed edge detection method. In practice, the (semi-)leptonic modes would of course be
included, although their contribution is statistically limited.

The relevant observables for determining the gaugino masses are the di-jet energy spectra, where each
di-jet corresponds to a gauge boson. Our proposed edge localisation method must handle the smearing
effects on the edges of the di-jet energy distributions produced by the beam energy spectrum. In addition,
it must also deal with the contributions coming from the intrinsic gauge bosons’ widths: ΓW ' 2.1 GeV

*The reason that the CRB can be surpassed in the case of the rectangular distribution is that this distribution does not fulfil
one of the conditions of applicability of the Cramér-Rao bound, namely that the support of the density does not depend on the
fitted parameter

†The bias due to a truncation of a pure rectangular distribution is analytically calculable, but not the effects of background
and distortions.
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3 Study Cases

and ΓZ '= 2.5GeV [45]. The additional smearing effect due to the finite jet energy resolution is rather
small compared to these two.

In the original Point 5 study [46], the positions of the edges were determined by fitting the di-jet
energy with a function in which the edge positions were free parameters. In order to model the signal,
a second order polynomial, describing the part of the spectra between the edges, was used. This was
convoluted with a Voigt function in order to model both the effect of the width of the gauge bosons
and of the uncertainties related to the measurement of jet energies. The Standard Model background
contributions were assumed to be well understood by the time of ILC operation, and thus they were
described independently by another heuristic function fSM which was fixed in the edge position fit:

ftotal = fSM +
∫ t1

t0
(asig · t

2 +bsig · t + csig)Voigt(t− x,σ ,Γ)dt (14)

The convolution limits (t0 and t1) represent the edge positions and they are free parameters of the function,
together with asig, bsig, csig, σ , and Γ.

In order to evaluate the robustness of the fitting method, a toy Monte Carlo study was performed.
For this purpose, 104 di-jet energy distributions (for each of the two gaugino candidates’ samples) were
produced as random variations of the histograms obtained in the full detector simulation-based analysis.
The fitting function given by Eq. 14 was applied for each one of the newly generated distributions. From
104 performed fits, 8808 converged for the chargino case and 8282 for the neutralino case.

higher edge [GeV]2

0χ∼
100 120 140 160 180

/n
df

2 χ
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100

Figure 7: Results of the toy Monte Carlo study performed to evaluate the consistency of the fitting method
for kinematic edge extraction. The number of converged fits is illustrated by the colour code.
The black, dashed vertical line shows the location of the model calculated edge.

In Fig. 7, the χ
2/ndf ratio, as a measure of the fit performance, is plotted with respect to the determined

edge position for the neutralino upper edge as an example. The information concerning the number of
fits associated with a specific χ

2/ndf - edge position configuration can be read from the colour code.
The instability of the fitting method is indicated by the wide range of obtained edge values. It can be

seen from Fig. 7 that the obtained edge values vary over a range of approximately 40 GeV despite the
apparently good quality of the fit (χ2/ndf < 1.5). This effect is significantly larger than any expected
shift in the edge position that could occur from the random generation of the distribution. Furthermore,
the majority of fits falsely determined that the higher edge positions coincide with the histrograms’ end
points at 170 GeV.
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Figure 8: Momentum distribution of the higher-momentum electron after application of the high-
momentum edge selection. This distribution is used as a template to calculate the position
of the high-momentum edge and its uncertainty.

Thus, as a result of the toy Monte Carlo study it could be assessed that the fitting method is highly
sensitive to small fluctuations in the di-jet energy spectra. This strongly illustrates the need to develop a
more robust edge detection method. We will show in the following sections that the FIR filter approach
is significantly more stable and accurate in measuring the edge positions.

4 Measurement of the ẽ and χ̃
0
1 masses at the ILC

The first study case is the measurement of the masses of the ẽR and the χ̃
0
1 , respectively MẽR

, M
χ̃

0
1
, from

the position of the kinematic end-points of the momentum distribution of the lepton produced in the final
state. For this analysis, the signal and the full SM background were processed by the fast simulation
program SGV [47] which models the response of the tracking system of the ILD detector from first
principles, complemented by a parametrised response of the particle-flow calorimeters. Those data are
finally processed by an electron identification algorithm, described in [7]. This tool was made specifically
to operate on the SGV output to identify isolated electrons and the photons they may have radiated before
entering the calorimeters.

In the process we are analysing, the mass of the two visible leptons in the final state is negligible
compared to the masses of the other particles involved. Therefore we can use eq. 11 to estimate the
energy distribution of those electrons, which would ideally be uniform between two sharp, rectangular
edges whose positions we can calculate using eq. 12. In the STC4 scenario, with M

χ̃
0
1

= 95.6 GeV and
MẽR

= 126.2 GeV and a centre-of-mass energy of 500 GeV, the ideal position of the kinematics edges of
the e+e−→ ¯̃eRẽR→ e+e−+2χ̃

0
1 are Emax

e = 99.362 GeV and Emin
e = 7.298 GeV.

Compared to these ideal values, when considering the realistic distribution of the centre-of-mass en-
ergies, initial-state radiation and detector uncertainties, we expect the actual positions of the kinematic
end-points to be shifted in a way that cannot be predicted analytically, therefore making this case an ideal
test to measure the performances of our method.

Because the magnitude and sources of the distortions can depend on the energy of the final-state
particle and because the backgrounds are significantly different at the location of the two end-points, we

14



4 Measurement of the ẽ and χ̃
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Figure 9: Momentum distribution of the lower-momentum electron after application of the low-
momentum edge selection described in the text. This distribution is used as a template to
calculate the position of the low-momentum edge and its uncertainty.

analyse them separately. In both cases the selection is based on cuts which identify events with negligible
hadronic activity, large amounts of missing energy and exactly two isolated electrons of opposite charge.
To reduce the γγ background, which dominates at low electron momenta, a cut on the acolinearity and
acoplanarity of the two identified electrons with the higher momentum is applied. The momentum distri-
bution of those two electrons is finally used to identify the high- and low-momentum end-points. Those
distributions, after the event selection, are shown in Figs. 8 and 9. Taking the whole data set into account,
for the high-momentum selection we achieved a signal purity of 56.5% with an efficiency of 82% while
for the low-momentum selection we achieved a signal purity of 87.6% with an efficiency of 30%. Full
details of the selection can be found in [7].

4.1 Edge position measurement and calibration

To optimize the parameters of the edge detection algorithm we performed the procedure described in
Sec. 2.3. The distributions shown in Figs. 8 and 9 are used as a template for a toy Monte Carlo with
which we optimized the binning of the distribution and minimized the filter localization error σσσLLL. As
can be seen from Figs. 8 and 9, bin widths of 50 MeV and 250 MeV for the high-momemtum and the
low-momentum edges, respectively, correspond to an average bin-by-bin difference of 25 entries in the
edge region, i.e. to SNR = 5. The plots in Fig. 10 show the localization error of the algorithm as a
function of the filter size for this binning. In case of the high-momentum edge, Fig. 10(a), the FDOG
filter performs best, and for the final result we use it with a scale factor of 1.2 GeV. Larger scale factors
could have improved the statistical uncertainty a little further, but, as we will see in the following, the
systematic uncertainty on the localisation bias is of a similar size, and thus we to not push the statistical
precision to the absolute minimum. Due to its steepness, the low-momentum edge shows a significantly
less stable situation in Fig. 10(b). The best performance is reached with the Shen filter, which is not
surprising since it has been designed specifically for the case of very narrow edges. However, the FDOG
performs worse only by about 10%, relatively, and shows a more stable behaviour. Therefore and in view
of the above mentioned localisation bias uncertainty, we chose to use the same filter for all cases and thus
employ the FDOG with a scale factor of 0.25 GeV for the low-momentum edge final results. Using these
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Figure 10: The plots show the filter optimization graphs for the FDOG, Deriche and Shen filters, applied
to the histograms shown in fig. 8 and fig. 10(b), on the left and on the right respectively.

parameters, we measure the high-momentum edge position to be Emax = 98.748± 0.043GeV and the
low-momentum edge position Emin = 7.409±0.012GeV.

The second step is the calibration of the edge position measurements, in other words the determination
of the localisation bias and its uncertainty. This was done by separating the signal data set from the
backgrounds and, while keeping the latter constant, we applied a random offset to the former generating
a new template distribution that we used to recalculate the edge position. This procedure is repeated
many times for different offsets to obtain the distribution of the localization bias as a function of the
applied offset. The results of the calibration procedure are shown in Fig. 11 where the measured bias is
displayed as a function of the offset chosen for each measurement.

A striking feature observed in both plots is a modulation with a constant periodicity. This is caused
by the residual effect of the underlying background and is connected with another feature which, albeit
not used for the optimization procedure, we defined and characterized in [7]. That feature was already
described in [3], namely the multiple response sensitivity or, otherwise said, the minimum distance of
two edges which could be discriminated. In the case of the FDOG filter this distance is roughly equal to
4 times the scale factor of the filter, which is consistent with the periodicity observed in the calibration
plots.

Since in an actual measurement one would not know where the true edge position sits within a period,
the localisation bias should not be determined directly from the value obtained at an offset of 0, but from
the value a linear function fitted to the whole distribution attains at 0 offset. By comparing this value to
the ideal edge positions calculated from the generator masses of the supersymmetric particles, the average
localization bias is L̂LL -0.601 GeV and 0.109 GeV for the two edges respectively. The amplitude of the
periodic structure adds a systematic uncertainty to the localisation procedure, which we defined as the
standard deviation of all bias values from the calibration procedure, which yields 42 MeV for the high-
momentum edge and 8 MeV for the low-momentum edge. Thus, the systematic uncertainty of the filter
method is of the same order or even smaller than the statistical uncertainty on the edge position. Since
the periodic structure originates from statistical features in the background, the systematic uncertainty is
expected to shrink at a similar rate as the statistical one when considering larger data sets.
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Figure 11: Calibration graphs of the high-and low-momentum edge measurements. Each data point cor-
responds to a measurement of the localization parameters on a different template distribution
obtained by applying an offset to the signal sample. Superimposed to the measurement set we
displayed a first degree polynomial fit to the data showing a long range independence of the
bias from the offset.

4.2 Edge positions and mass measurements

Summarizing the results of the edge analysis, we can write our final edge measurements results based on
500fb−1 of data with +80% electron polarization and −30% positron polarization as:

EEEmax = 99.349±0.043(stat)⊕0.042(bias)GeV EEEmax
true = 99.362GeV (15)

EEEmin = 7.300±0.012(stat)⊕0.008(bias)GeV EEEmin
true = 7.298GeV (16)

with the true positions calculated assuming a nominal centre-of-mass energy of 500 GeV as well as
MẽR

= 126.235GeV and M
χ̃

0
1
= 95.586GeV as the true masses of the supersymmetric particles.

Finally, we calculate the masses of the selectron and of the neutralino from the measured edge po-
sitions, in order to compare them to the results of other studies. As both masses depend on the lower
and upper edge, see eqn. 12, their calculated values will be correlated. Using a Monte Carlo procedure
described in [7], we can extract the masses of the ẽR and of the χ̃

0
1 with accuracies of:

MMMẽR
= 126.20±0.11GeV MMMtrue

ẽR
= 126.235GeV (17)

MMM
χ̃

0
1
= 95.56±0.09GeV MMMtrue

χ̃
0
1

= 95.586GeV (18)

cov(MẽR
,M

χ̃
0
1
) = 0.0099GeV2

ρ = 0.97 (19)

Here, the given uncertainties comprise both the statistical uncertainty on the edge position as well as
the uncertainty from the bias correction. They are about a factor of 2 more precise than the best previous
results based on the same data set, but obtained using a different method for locating the edge positions
as explained in Sec. 3.1. The fact that the initial generator values for the two sparticle masses fall within
the error range of the measurements is a good indication of the reliability of the measurement algorithm
and of the procedure we used to estimate the measurement errors.
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5 Edge Measurements with FIR Filters in the Point 5 Study Case

The second study case, introduced in Sec. 3.2, aims to measure the masses of the three lightest gauginos
from the kinematic endpoints in χ̃

±
1 and χ̃

0
2 pair production and was carried out with the full ILD sim-

ulation [28, 29] and reconstruction [31–33] chain. In particular, the challenging but frequent hadronic
decay modes were considered, which necessitates the full state-of-the-art modelling of the detector as
well as full particle flow reconstruction, as argued in Sec. 3.

Considering the two signal reactions presented in equation 13, the event selection searches for topolo-
gies characterised by: (i) four hadronic jets in the final state, all localised in the main ILD calorimeters,
(ii) little leptonic activity, and (iii) a large amount of missing energy. For both the chargino and the
neutralino samples, the selection efficiency is approximately 91%, however the purity is very low at this
stage [48]. This is not only due to the SM background contributions, but also the fact that each signal
channel acts as background for the other. To mitigate this, a χ

2 test is carried out, comparing the recon-
structed di-jet invariant masses to both the W and the Z boson masses. Based on the obtained χ

2 values,
χ̃
±
1 and χ̃

0
2 candidates are selected from the events passing the rest of the selection. This enables a final

sample purity of 63% for the charginos and 39% for the neutralino case at efficiencies of 53% and 30%,
respectively.

The jet pairing is based on the output of a kinematic fit applied with an equal mass constraint, i.e.,
the fit does not enforce a specific mass value for the di-jet pairs, but requires that they have equal
masses to reflect the expected presence of the gauge boson pair in the final state. For this purpose, the
MarlinKinFit [49] package was used. The di-jet configuration providing the largest fit probability
was chosen and used further in the analysis.

The relevant observable for determining the gaugino masses is the di-jet energy. The two distributions
of this observable, obtained from the sets of χ̃

±
1 and the χ̃

0
2 candidate events, after applying the kinematic

fit, are shown in Fig. 12. Based on the masses (M
χ̃
±
1

, M
χ̃

0
2

and M
χ̃

0
1
) assumed in the Point 5 model, the
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Figure 12: The di-jet energy spectra from (a) the chargino and (b) the neutralino candidate events used
in the kinematic edge extraction. Distributions based on events simulated with a detailed
description of the ILD detector concept. The black vertical lines indicate the positions of the
analytically computed kinematic edges.
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Figure 13: Filter responses obtained when varying the Gaussian σ parameter (left) and the input data
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0
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the case of the χ̃
±
1 candidates.

ideal positions of the kinematic edges can be calculated analytically. They are indicated by the vertical
lines in Fig. 12. This calculation however does not take into account important aspects like e.g. the natural
width of the decaying gauge bosons, the shape of the beam energy spectrum or the finite resolution of the
detector and the reconstruction algorithms, which lead to a much more complicated shape of the realistic
spectra, and can even shift the edge positions. All these effects are taken into account in our simulation
and are present in the distributions in Fig. 12. Therefore, we expect that a calibration procedure will be
necessary in order to retrieve the dependency of the edge positions on the particle masses.

As in the STC4 analysis, an FIR filter with the first derivative of a Gaussian (FDOG) kernel was
applied to measure the edge positions in the energy spectra shown in Fig. 12. Before performing the edge
measurement, the parameter values of the FIR filter were optimised following the receipe introduced in
Sec. 2.3.

5.1 Filter Parameters Optimisation

For the optimisation, 104 variations of the di-jet energy spectra of the χ̃
±
1 and the χ̃

0
2 candidates were

randomly generated from the original ones (Fig. 12) using a toy Monte Carlo approach.
The first step was to choose an appropriate binning of the input data. The di-jet energy spectra upper

edges are the noisiest ones not only due to beam energy spectrum effects, but also because the Standard
Model background contributions become predominant in that region. Particularly in case of the χ̃

0
2

spectrum, shown in Fig. 12(b), a SNR > 5 cannot be reached unless the whole upper egde is collapsed
into 2-3 bins. With a binning of 1 GeV per bin, the average count difference between neighbouring bins
in the upper edge region is 7.5, corresponding to an SNR ≈ 2.7, for which only a small penalty in terms
of the localization error is expected, c.f. Fig. 5. Both parameters, the scale factor of the filter and the
binning of the input distribution were varied to verify that the performance expectations from Sec. 2 also
hold in the realistic physics example.

Optimisation of the filter scale factor (Gaussian σ ):
To determine the optimal value of σ , the binning of the input distributions were made with 100 bins of
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width 1 GeV. The σ value was varied within a range of σ ∈ {1 . . .10}, in steps of one. The FDOG filter
was then applied with each σ value on the toy Monte Carlo produced χ̃

±
1 and χ̃

0
2 di-jet energy spectra.

The obtained filter responses are shown in Fig. 13.
The very low σ values could be immediately excluded since the corresponding FIR filter response was

too noisy for a meaningful edge extraction. In contrast, all values above 4 provide almost identical filter
responses. Consequently, a value of σ = 4 bins (shown in green) was chosen as most appropriate for the
analysis.

Optimisation of the bin size:
To find the optimal bin size for the input di-jet energy spectra, the σ parameter was fixed to its previously
determined optimal value: σ = 4 . A total of four different bin sizes were considered and the filter
responses obtained for each of them can be seen in Fig. 13.

It was determined that, with a binning of 0.5 GeV/bin, the filter response could not provide clearly
distinguishable and relevant maxima due to too much noise. For bin sizes larger than 1 GeV/bin, corres-
ponding to smaller step widths, the peaks marking the edge positions became wider, corresponding to
larger localization errors, in accordance with the expectation from Fig. 6. Thus, a bin size of 1 GeV/bin
was chosen for the final analysis.

5.2 Measured Edge Values

Following the optimisation process, the filter σ parameter was fixed to its determined optimal value, σ

= 4 , and the input data was set to a bin size of 1 GeV/bin. The FDOG filter was then applied on the
di-jet energy spectra obtained from the χ̃

±
1 and χ̃

0
2 candidate events (Fig. 12) and the filter responses

are presented in Fig. 14. The upper panels of the figure show the original di-jet energy spectra, i.e. the
same distributions from Fig. 12; the lower panels present the computed filter response, i.e. the result of
applying the filter on the di-jet energy distributions shown above. The measured edge positions and the
corresponding analytically calculated values are indicated by the vertical lines.

The statistical uncertainty was evaluated from 104 toy Monte Carlo experiments based on the di-jet
energy spectra for each of the χ̃

±
1 and the χ̃

0
2 candidate samples. The FDOG filter was applied on these

spectra and both the low and the high edge positions were determined by performing a Gaussian fit to
the maxima present in the filter response. Consequently, four distributions of measured edge values were
obtained, one for each of the four edges. The widths (RMS) of these distributions represent the statistical
uncertainties. The central values and uncertainties obtained for 500fb−1 at

√
s=500 GeV with P(e−, e+)

= (+80%,−30%) are shown in Table 1, along with the calculated edge positions. There is a bias of up to
2 GeV in the determination of edge positions, due to the inevitable effects from beam energy spectrum
and gauge boson width introduced above, which demonstrates the need for a calibration procedure.

Edge χ̃
±
1 low χ̃

±
1 high χ̃

0
2 low χ̃

0
2 high

Model calculated 80.17 131.53 93.24 129.06
FDOG filter 79.49 ± 0.15 129.53 ± 0.74 92.11 ± 0.31 128.38 ± 0.75

Table 1: Kinematic edge positions measured with the FIR filter method, using the first derivative of a
Gaussian as the filter kernel. The analytically computed edges are also provided - they represent
only an estimation of the real edge positions, as the calculation does not include beam spectrum
and gauge boson widths effects.

5.3 Edge Calibration

The mass calculation presented in Sec. 3 entails some approximations. Firstly, the effects of the beam
energy spectrum on the edge localisation are not taken into account. In addition, in the Point 5 scenario,
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Figure 14: Results of applying the FIR filter method for extracting the kinematic edge position in the
"Point 5" scenario. The model calculated values are also shown for comparison.
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the gauge bosons’ natural widths also impact the edge positions. This effect is also not considered in the
calculation. In order to account for these approximations and also for the reconstruction effects, a mass
calibration procedure was performed. However, in this study, the observables determined directly from
the data are the edge positions and not the masses, hence, it is the former that must be calibrated. Five
new data samples were simulated and reconstructed for this purpose with the ILD full simulation.

In producing the new data samples, the mass of the LSP, χ̃
0
1 , was left unchanged and set to the model

value of M
χ̃

0
1

= 115.7 GeV. The masses of the two gauginos, χ̃
±
1 and χ̃

0
2 , which are almost identical in

the Point 5 scenario, were then varied simultaneously from 210 GeV to 225 GeV in steps of 3 GeV. The
Standard Model background events produced with the ILD detector full simulation were left unchanged.

Since the LSP mass is not known a priori, a further calibration procedure should involve fixing the two
χ̃
±
1 and χ̃

0
2 masses to their Point 5 model values while the χ̃

0
1 mass is varied instead. However, this was

not performed in the present analysis and remains the subject of future studies.
After producing the five new Monte Carlo data samples, the corresponding measured edge positions

were obtained by applying the FIR filter method separately. A calibration function was then obtained for
each edge, by plotting the corresponding measured values with respect to expected edge values calculated
from the input masses. The results are presented in Fig. 15. Since the χ̃

±
1 low edge overlaps with the

mass of the W boson, it is not useful in the mass calculation and was therefore neglected in the calibration
procedure.

The ideal slope of the calibration linear fit has a value equal to one. This would indicate that the effects
considered in the calibration would have a small impact on the edge positions. While the neutralino upper
edge is close to this value, Fig. 15 shows a deterioration that can be observed especially in the case of the
neutralino lower edge. This is not entirely unexpected since, for the lowest χ̃

0
2 mass, M

χ̃
0
2
=210.7 GeV,

the phase space volume for the reaction χ̃
0
2 → Zχ̃

0
1 tends to zero (M

χ̃
0
2
−M

χ̃
0
1
≈ 95 GeV). Furthermore,

since the phase space is small, the influence of the beam energy spectrum and of the gauge boson width
is much larger.

To determine each calibrated edge position, the corresponding measured value, presented in section
5.2, was projected onto the linear fit (red continuous line in Fig. 15). The intersection point with the
calibration line was then further projected onto the x-axis. This final projection gives the calibrated value
which can be read directly off the horizontal axis. The uncertainty on the measured values was also taken
into account in the procedure.

χ̃
±
1 (high)
(GeV)

χ̃
0
2 (low)
(GeV)

χ̃
0
2 (high)
(GeV)

Reconstructed 129.53±0.74 92.11±0.31 128.38±0.75
Calculated 132.77 93.09 129.92
Calibrated 132.46±0.44 92.52±1.23 130.04±0.77

Table 2: Results of the edge calibration comparing reconstruction level edge values to the calculated
values.

Table 2 presents the edge calibration results and the comparison between the reconstructed and the
calculated edge positions. The cumulative impact of the natural boson width plus the beam and recon-
struction effects can be evaluated by comparing the “Reconstructed” and the “Calculated” columns. It
can be seen that, after the calibration, the chargino upper edge decreased by 2%. In the neutralino case,
this effect is of the order of 1% for the lower edge while the upper edge decreases by 0.7%.

Lastly, Table 3 shows the outcome of the calibration procedure when calculating the gaugino masses.
While the mean χ̃

±
1 is shifted lower by 1.2%, the final measured mass is well compatible with the original

model values. The neutralino mass was corrected by 1.6% while the LSP mass was improved by 2%.
This is, however, achieved at the cost of an increase of the uncertainty. But most importantly, the main
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Figure 15: The edge position on reconstruction level versus the model-based calculated values. The red
continuous line represents the obtained calibration line. The error projection is also shown
(black dashed lines).

goal of establishing a stable and robust method for the edge localization, which was not available before,
has clearly been reached.

Gaugino
Mass [GeV]

(before calib.)
Mass [GeV]
(after calib.)

Model mass [GeV]

χ̃
±
1 216.7±3.1 214.1±4.8 216.5

χ̃
0
2 220.4±1.3 216.9±3.4 216.7

χ̃
0
1 118.1±0.9 115.5±1.8 115.7

Table 3: Comparison of mass values for the three gaugino masses relevant in the Point 5 scenario before
and after the calibration. The model masses are also given for reference.
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6 Conclusions

In this paper we investigated the application of finite impulse response filters to a typical pattern recogni-
tion problem in particle physics, namely the localisation of edges in kinematic distributions. We showed
how to choose an appropriate filter kernel and its parameters in presence of statistical fluctuations and
irreducible backgrounds in order to optimise the response in terms of efficiency and localisation power.

Two examples which are highly complementary in signal-to-noise ratio as well as in steepness of the
edge have been studied: pair production of selectrons, and the production of charginos and neutralinos,
decaying to W and Z bosons, respectively. In case of the selectrons, there is an easy-to-find, very steep
edge over a tiny background. The same benchmark has been studied before with various other techniques
to extract the selectron and LSP masses. We showed that with the FIR method, the edge positions can
be extracted with a twice better precision than with any other method so far investigated. In case of
the charginos and neutralinos, the situation is a priori much more diffcult due to a much worse signal-
to-noise ratio and an edge which is smeared out by the detector resolution for hadronic jets – and by
the finite natural width of the intermediate gauge boson. Here, other methods, in particular the fit of an
analytic function to the shape of the signal and background parts of the distribution, fail to give reliable
results at all. With the FIR filter method, the positions of all four edges could be determined reliably to
better than 1% precision. In both cases, the method was calibrated by varying the input particle masses.
After the edge calibration procedure the reconstructed particle masses agree well with their input values.
In case of the selectron example, precisions of 110 MeV and 90 MeV are obtained on the selectron and
LSP masses, respectively, assuming a data set of 500fb−1 of e+e− collisions at a centre-of-mass energy
of
√

s=500 GeV and with beam polarisations of P(e−, e+) = (+80%, -30%). In case of the gaugino
example, the mass of the χ̃

±
1 was determined with a precision of 2.2%, while for the two neutralinos

precisions of 1.6% were obtained under the same conditions. In summary, we showed that the FIR filter
technique can be applied very successfully to a variety of typical particle physics distributions. Other
physics analysis could benefit from applying this edge detection method.
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