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Abstract

Events with a (2+1) jet topology in deep—inelastic scattgiat HERA are studied in the
kinematic range00 < Q? < 10000 GeV. The rate of (2+1) jet events has been deter-
mined with the modified JADE jet algorithm as a function of faeresolution parameter
and is compared with the predictions of Monte Carlo modesddition, the event rate is
corrected for both hadronization and detector effects aedmpared with next—to—leading
order QCD calculations. A value of the strong coupling cansof o, (M2)=0.118 +
0.002 (stat.) T0-90% (syst.) T0-00% (theory) is extracted. The systematic error includes un-
certainties in the calorimeter energy calibration, in tlesatiption of the data by current
Monte Carlo models, and in the knowledge of the parton diessiThe theoretical error is
dominated by the renormalization scale ambiguity.

Submitted to The European Physical Journal



C. Adloff**, M. Andersori?, V. AndreeV®, B. Andrielt®, V. Arkadov?, |. Ayyaz*?, A. Babae¥?*,

J. Bah#®, J. Bad?, P. Barano¥’, E. Barrelet’, R. Barschk&, W. Bartel!, U. Basslet’,

P. Baté?, M. Beck'?, A. Beglarian!*°, O. Behnké! H.-J. Behren#, C. Beiet®, A. BelousoV?,
Ch. Berget, G. Bernardi®, G. Bertrand-CoremansP. Biddulph?, J.C. Bizot’, K. Borras,

V. Boudry*®, A. Braemet!, W. Braunschweity V. Brissort’, D.P. Browri?, W. Briicknet?,

P. Bruef®, D. Brunckd’, J. Burget!, F.W. Blisse¥, A. Buniatiar?, S. Burké®, G. Buschhortf,
D. Calvet?®, A.J. Campbell', T. Carli?é, E. Chaberf, M. Charlet, D. Clarke, B. Clerbaux,

S. Cock$’, J.G. Contrerds C. Cormack?, J.A. Coughlah, M.-C. Cousino&’, B.E. Cox?,
G. Cozzikd, J. CvacK’, J.B. Daintor?, W.D. Dau®, K. Daun?, M. David®, A. De Roeck!,
E.A. De Wolf!, B. Delcourt?, C. Diacond?, M. Dirkmanr¥, P. Dixort®, W. DlugosZ, K.T. Donovari®,
J.D. Dowelf, A. Droutskot*, J. Ebert!, G. Eckerlirt!, D. Eckstei®, V. Efremenké?, S. Egli’’,

R. Eichler®, F. Eiselé*, E. Eisenhandlé?, E. Elsen!, M. Enzenbergéf, M. Erdmann*+-/,
A.B. Faht?, L. Favart, A. Fedotov?, R. Felst!, J. Feltessk J. Ferencéi, F. Ferrarotté?,

K. Flamm'!, M. Fleischet, G. Fliggé, A. Fomenkd®, J. Formanek, J.M. Fostet?, G. Franké!,
E. Gabathuléf, K. Gabathule®’, F. Gaed&, J. Garvey, J. Gaylet!, M. Gebauet, R. Gerhards,
S. Ghazaryah*®, A. Glazov®, L. Goerlictf, N. Gogitidzé®, M. Goldberg®, |. Gorelov*,
C. Grab®, H. Grasslet, T. Greenshav, R.K. Griffiths’®, G. Grindhammeéf, C. Grubet?®,

T. Hadig, D. Haidt'!, L. Hajduk, T. Haller>, M. Hampetl, V. Hausteiri*, W.J. Haynes

B. Heinemanh', G. Heinzelmani, R.C.W. Hendersofi, S. Hengstmanti, H. HenscheP,

R. Heremans I. Herynek?®, K. Hewitt’, K.H. Hiller*, C.D. Hiltor??, J. Hladky°, D. Hoffmanri",
T. Holtom'?, R. Horisberge?, V.L. Hudgson, S. Hurling!, M. Ibbotsori?, C.Issevet, H. ItterbecK,
M. Jacque¥’, M. Jaffre”, D.M. Jansel, L. Jonssoft, D.P. Johnsoh H. Jung!, M. Kandet!,

D. Kant®, U. Kathagé®, J. Katzy!, H.H. Kaufmani®, O. Kaufmant?, M. Kausch?, I.R. Kenyort,
S. Kermiché®, C. Keuket, C. Kiesling®, M. Klein*®, C. Kleinwort'!, G. Knies!, J.H. Khné®,

H. Kolanoski®, S.D. Koly&?, V. Korbel'!, P. Kostka®, S.K. Kotelnikov?, T. Kramerkampes;
M.W. Krasny?, H. Krehbiel!, D. Kriicker®, A. Kiipper?, H. Kustef!, M. Kuhler?®, T. Kuréa’®,
B. Laforg€, R. Lahmanf, M.P.J. Landoff, W. Lang€®, U. Langeneggéf, A. Lebedev®,
M. Lehmann®, F. Lehnet?, V. Lemaitré!, S. Levoniaf', M. Lindstroend!, B. List'!, G. Lobd”,
V. Lubimov?*, D. Lukée*!!, L. Lytkin'®, N. Magnussett, H. Mahlke-Kriiget!, E. Malinovsk#®,

R. Maracek’, P. Maragé, J. Marks?, R. Marshal?, G. Martin'?, R. Martin'®, H.-U. Martyn',

J. MartyniaK, S.J. Maxfield’, S.J. McMahot’, T.R. McMahon, A. Meht&, K. Meier'?,

P. Merkel!, F. Metlicd?®, A. Meyer?, A. Meyer'!, H. Meyer?, J. Meyet!, P.-O. Meyet,
A. Migliori 28, S. Mikock#®, D. Milstead?, J. MoecK®, R. Mohr®, S. Mohrdieck?, F. Moread®,
J.V. Morris’, E. Mroczkd, D. Muller*”, K. Muller't, P. Murint”, V. Nagovizirtt, B. Naroska?,
Th. Naumanft?, I. Négr#?, P.R. Newmanh D. Newtort®, H.K. Nguyert®, T.C. Nicholls!,

F. Niebergal?, C. Niebuht!, Ch. Niedzballa, H. Niggli*®, O. Nix'*, G. NowakK, T. Nunnemant?,
H. Oberlack®, J.E. Olssoft, D. Ozerov?, P. Palmeh E. Panard, A. PanitcH, C. Pascald,

S. Passaggib, G.D. Patel’, H. Pawletta, E. Peppef, E. PereZ, J.P. Phillip$®, A. Pieuchot!,

D. PitzP%, R. PoscHl, G. Popé, B. PovH?, K. Rabbertz, P. Reimei’, B. Reisert’, H. Rick!!,

S. Ries¥, E. Rizvil!, P. RobmaniT, R. Rooset, K. Rosenbauér A. Rostovtse¥!'!, F. Rousé,
C. Royoni, S. Rusako¥, K. Rybicki®, D.P.C. Sankey P. Schacht, J. Schein S. Schiek!,

S. Schleif’, P. Schlepét, D. Schmidt*, G. Schmidt!, L. Schoeffel, V. Schrodet!, H.-
C. Schultz-CouloH, B. Schwab*, F. Sefkow”, A. Semeno¥, V. Shekelyaff, I. Sheviakov®,
L.N. Shtarkov®, G. Siegmoff, U. Siewert®, Y. Sirois?®, 1.0. Skillicorn'®, T. Sloan®, P. Smirnov®,
M. Smith?, V. Solochenkd', Y. Soloviev®, A. Speck&, J. SpiekermarinH. Spitzet?, F. Squinabdf,
P. Steffei!, R. Steinberg J. Steinhart, B. Stella@?, A. Stellbergel®, J. Stiewé®, U. Straumantt,
W. Struczinski, J.P. Suttofy M. Swart®, S. Tapprogg€, M. TaSevsky!, V. Tchernyshov*,

S. Tchetchelnitski, J. Theisseh G. Thompso#?, P.D. Thompsoh N. Tobiert!, R. Todenhagen,
P. Truof?, G. Tsipolitis®, J. Turnaf, E. Tzamariudaki, S. Udluft®, A. Usik?®, S. Valkar!,

1



A. Valkarova!, C. Vallee?, P. Van Esch, P. Van Mecheleh Y. Vazdik®®, G. Villet?, K. Wackef,
R. Wallny**, T. Walterf”, B. Waugh?, G. Webet?, M. Webet®, D. Wegenet, A. Wegnet®,
T. Wenglet*, M. Wernet?, L.R. West, S. Wiesand, T. Wilksert!, S. Willard’, M. Winde**,
G.-G. Wintet!, C. Wittek'2, E. Wittmann?, M. Wobisch, H. WollatZ'!, E. Wiinsch!, J.Zagek!,
J. Zalesak, Z. Zhang", A. Zhokin?*, P. Zini?°, F. Zomet’, J. Zsemberyand M. zurNeddeti

L1, Physikalisches Institut der RWTH, Aachen, Gernfany

2 1ll. Physikalisches Institut der RWTH, Aachen, Germany

3 School of Physics and Space Research, University of Birmingham, Birmingham, UK
4 Inter-University Institute for High Energies ULB-VUB, Brussels; Uaisitaire Instelling
Antwerpen, Wilrijk; Belgiuni

> Rutherford Appleton Laboratory, Chilton, Didcot, UK

% Institute for Nuclear Physics, Cracow, Poland

" Physics Department and IIRPA, University of California, Davis, Catifay USA

% Institut fur Physik, Universitat Dortmund, Dortmund, Germany

9 DSM/DAPNIA, CEA/Saclay, Gif-sur-Yvette, France

10 Department of Physics and Astronomy, University of Glasgow, Glasgow, UK

I DESY, Hamburg, Germany

1211, Institut fir Experimentalphysik, Universitat Hamburg, Hamburg, Gamgf

13 Max-Planck-Institut fir Kernphysik, Heidelberg, Germany

14 physikalisches Institut, Universitat Heidelberg, Heidelberg, Gerfmany

15 Institut fur Hochenergiephysik, Universitat Heidelberg, Heidelberg, Geyfna

16 Institut fur experimentelle und angewandte Physik, Universitat Kiel,, Kdermany

17 Institute of Experimental Physics, Slovak Academy of Sciences, KoSlogak Republié’
18 School of Physics and Chemistry, University of Lancaster, Lancastér, UK

19 Department of Physics, University of Liverpool, Liverpool, UK

20 Queen Mary and Westfield College, London, UK

21 Physics Department, University of Lund, Lund, Sweden

22 Department of Physics and Astronomy, University of Manchester, Manchiester,

23 CPPM, Universitée d’Aix-Marseille 11, IN2P3-CNRS, Marseillerdhce

24 |nstitute for Theoretical and Experimental Physics, Moscow, Russia

%5 Lebedev Physical Institute, Moscow, Rugddia

26 Max-Planck-Institut fir Physik, Miinchen, Germany

2T LAL, Université de Paris-Sud, IN2P3-CNRS, Orsay, France

28 | PNHE, Ecole Polytechnique, IN2P3-CNRS, Palaiseau, France

29 LPNHE, Universités Paris VI and VII, IN2P3-CNRS, Paris, France

30 Institute of Physics, Academy of Sciences of the Czech Republic, Prahd) Reeablid-”
31 Nuclear Center, Charles University, Praha, Czech Reptiblic

%2 INFN Roma 1 and Dipartimento di Fisica, Universita Roma 3, Roma, ltaly

33 Paul Scherrer Institut, Villigen, Switzerland

% Fachbereich Physik, Bergische Universitat Gesamthochschule Wuppertal, Méligpermany
% DESY, Institut fur Hochenergiephysik, Zeuthen, Gernfany

36 Institut fur Teilchenphysik, ETH, Zirich, Switzerland

37 Physik-Institut der Universitat Zirich, Zirich, Switzerland

 Institut fur Physik, Humboldt-Universitat, Berlin, Germany

¥ Rechenzentrum, Bergische Universitat Gesamthochschule Wuppertal, Wigperaany
40 Vistor from Yerevan Physics Institute, Armenia
41 Institut fur Experimentelle Kernphysik, Universitat Karlsruhe, Karte, Germany

2



“ Supported by the Bundesministerium fur Bildung, Wissenschaft, Forschung und Technolo-
gie, FRG, under contract numbers 7AC17P, 7AC47P, 7DO55P, 7HH171, 7THH27P, 7THD17P,
7HD27P, 7KI171, 6MP171 and 7WT87P

> Supported by the UK Particle Physics and Astronomy Research Council, and fiohyéne

UK Science and Engineering Research Council

¢ Supported by FNRS-NFWO, [ISN-IIKW

4 Partially supported by the Polish State Committee for Scientific Relsegrant no. 115/E-
343/SPUB/P03/002/97 and grant no. 2P03B 055 13

¢ Supported in part by US DOE grant DE F603 91ER40674

/ Supported by the Deutsche Forschungsgemeinschaft

¢ Supported by the Swedish Natural Science Research Council

" Supported by GACR grant no. 202/96/0214, GA AZR grant no. A1010619 and GA UK
grantno. 177

 Supported by the Swiss National Science Foundation

7 Supported by VEGA SR grant no. 2/1325/96

¥ Supported by Russian Foundation for Basic Researches grant no. 96-02-00019



1 Introduction

We present a study of events with a (2+1) jet topology and determine the strong cowgiing c
stant, s, using neutral current deep—inelastic scattering (DIS) events recordiedhei H1
detector at thep collider HERA in 1994 and 1995. In this period HERA was operated with
positron and proton beams of 27.5 and 820 GeV energy, respectively, correspondiegti@a c
of—-mass energy of/s = 300 GeV.

In the Quark—Parton—Model, neutral current DIS corresponds to the interaction adal vir
photon or 2 boson with a quark in the proton. The interaction can be characterized by the
two independent variableg? and = where? is the absolute value of the virtual boson 4—
momentum squared andis related to the fraction of the proton momentum carried by the
struck quark. Experimentally, events with a (1+1) jet topology are observed. Tagomgt1’
refers to the proton remnant jet. QCD correction8ify, ), namely QCD-Compton scattering
(v¢ — qg) and Boson—-Gluon-Fusiond — ¢q), lead to (2+1) parton final states. Due to the
high centre—of—-mass energy at HERA, multi—jet structures have been obskrary [d], and
guantitative tests of QCD and the determination of the strong coupling constamé made
possible.

Previous jet analyses and determinations ot HERA were based on the measyrement of
R211(Q?), the (2+1) jet event rate as a function@ft [2]. The jets were found by applying the
modified JADE jet algorithm [3] in the laboratory frame for a fixed value of gte¢solution
parameter. In particular, the measurementzef,(Q*) allows the dependence af, on the
scale? to be studied in a single experiment. In this analysis a complementary appsoach i
adopted. We take events in-the ram§® < @* < 10000 GeV* and then cluster measured
calorimeter energy depositichs with the modified JADE jet algorithm until (2etE) femain.

The minimum mass squared of any pair of the (2+1) jet four—vectors, scaled bydtenita
energy squaretd’?, is the variabley,, which we study. For a clear (1+1) jet event a small value
of y, is expected whereas any event with a larger jet multiplicity musttresallarge value.

This is the first measurement of differential jet event rates at HERATHhe presence of
a strongly interacting particle in the initial state gives rise to comalgle differences from the
situation ine* e~ annihilation, where differential jet event rates have been studied in mtaih de
[5]. The proton remnant, the initial state QCD radiation, the large momenta pfdlieiced jets
in the direction of the incoming proton, and finally the uncertainties-in the knowledtfeeof
parton content of the proton complicate the measurement. The study of the sameldbserva
processes as different aSe~ annihilation and:p scattering, however, may lead to improved
understanding of systematic uncertainties in the determinatian fsfbm hadronic final states
and provides an important test of QCD.

The analysis consists of the following steps. After the data selection, theamy with
which the data are described by the colour dipole Monte Carlo model ARIADNE [6trend
leading—logarithm parton shower model LEPTO [7] is studied. The rate of (2+1) gtV
is corrected for detector acceptance, resolution and inefficienciesllbasaer hadronization
effects. A sophisticated correction procedure is used that takes migedftemts intp account.
Next, the parton jet distributions of these models are compared qualitatinttynext—to—
leading order (NLO) calculations available in the form of the programs MERSEand DIS-
ENT [9], in order to verify that a jet phase space region has been selectdudch the NLO
calculations can be expected to be a good approximation to the data. Finally, ©headlitu-
lations are fitted to the corrected data as a functioa,ofand the systematic uncgertainties are
evaluated. -



2 The H1 detector

A detailed description of the H1 detector can be found in [10]. The components mosinel
for this analysis are the central tracking system, the liquid argon calaintee backward
electromagnetic calorimeter, and the instrumented iron return yoke.

The central tracking system consists of several inneriand outer drift and posadtham-
bers. Itis used in this analysis to determine ¢hecollision point and to aid the identification
of the scattered positron. The tracking system is surrounded by a large liquid argphing
calorimeter covering a polar angle range 46 < 154°. The polar anglé is measured with
respect to the incoming proton beam which is defined to point i-thdirection. The electro-
magnetic and hadronic sections of the liquid argon calorimeter correspond irotatdepth of
4.5 to 8 interaction lengths. The energy resolution of the liquid argon calonifogtelectrons
and hadronic showers is/ ¥ = 12%/+/FE(GeV) & 1% ando/FE = 50%/+/E(GeV) & 2%,
respectively [11]. The absolute energy scale for hadronic energy depositions is tabetter
than 4%, and that for electromagnetic energy depositions to better than 3%.

Since 1995 the backward region of the H1 detector has been equipped with a drift cham-
ber and a lead/scintillating—fibre calorimeter. Its main purpose is thetietexf electrons at
small scattering angles. In addition, the timing information it provideswall efficient dis-
crimination against out—of—time proton beam related background events at egyér tevels.
Before 1995 the backward region was instrumented with a multi—-wire proportionalbsraa
lead/scintillator electromagnetic calorimeter, and a scintillat@yafor timing measurements.

Outside the calorimeters a large superconducting solenoid provides a magndtiof fiel
1.15 Tesla. The instrumented iron return yoke identifies energetic muons and diedkege of
hadronic showers.

3 Event and cluster selection

Neutral current DIS events are selected using the following critéNa. require a scattered
positron candidate to be detected witldin< 150° so that it is well contained within the ac-
ceptance of the liquid argon calorimeter. A cluster of contiguous energy depositidheg in
calorimeter is identified as a positron candidate if its energy depositidreielectromagnetic
calorimeter section exceeds 80% of the cluster energy and if its later&gitldinal profiles
are compatible with those of an electromagnetic shower [12]. In addition, ilsgosiust be
matched to a reconstructed track to better thaf ih polar angle and to better than B az-
imuthal angle. Th&)? range is restricted t200 < Q* < 10000 GeV where(? is determined
from the scattered positron energy and polar angle.- The)éut- 200 GeV* offers several
advantages: hadronic final state particles are better-contained in theodstace they must
balance the transverse momentum of the scattered positron, which is deteittediquid ar-
gon calorimeter at larg@?; the range of: is implicitly restricted to larger values of where
the parton density of the proton is better known and where initial-state QCDioadeeyond
NLO is suppressed.

The measured coordinate of the primary event vertex is required to be within a distance
of 30 cm from the nominadp collision point. The time—offlight information of the backward
scintillator array is required not to be inconsistent with impact times dighas originating
from theep collision point. Both cuts strongly reduce proton beam—related background events.
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The inelasticityy = */sx, calculated from the scattered positron energy and polar angle,
Is required to be smaller than 0.7. This cut corresponds to a polar angle dependeniminim
positron energy requirement to suppress background from misidentified photoproductien event
and to reduce the influence of QED radiation. The remaining effects of initiafiaadstate
QED radiation were studied with DJANGO [13]. They were found to be smalleaie neglected
in the following. Photoproduction and beam-related background events are further sagdpres
by requiring 30< E—P, < 70 GeV whereF and P, are the summed energy and longitudinal
momentum components of all reconstructed clusters, each assumed to besn&ssl&lC DIS
eventst)—P, is ideally expected to be 55 GeV, corresponding to twice the positron beam energy.
The invariant mass squared of the hadronic final stétg, as calculated using the double angle
method [14] is required to exceed 5000 Ge&¥ ensure a substantial hadronic activity for jet
production. In addition, we reject events where cosmic muons or beam halo muons ctiessing
detector are identified [15].

The events recorded were triggered by the electron trigger of the liquid artmimuster.
The above cuts imply that the energy of the scattered positron always exceeds/1UHe
average trigger efficienty for the selected data sample was found to betlaged9% and is
independent of the hadronic final state.

With these cuts we obtain a sample of 11 192 deep—inelastic scattering evastpond-
ing to an integrated luminosity of 7 pb. The remaining background from beam—gas collision,
photoproduction, cosmic muon or halo muon events in this sample is negligible. In particul
the fraction of photoproduction events is estimated to be less than 0.5%. Therfi@aiffrac-
tive events [16], defined as events with a calorimeter energy depositiestian 0.5 GeV in
a cone ofl5° around the beam direction, is of the order of 1%. After the application of the jet
algorithm, further cuts are applied to select a subsample enriched withj&-elents.

In this analysis, hadronic jets are reconstructed from the energy depositidmes liquid
argon calorimeter and the instrumented iron. Clusters that are not weluredasr that are
not related to the hadronic final state are rejected by the following quality ¢he polar an-
gle, ..., of a cluster is required to satisfy;,, > 7° to select clusters that are well within the
geometrical acceptance of the liquid argon calorimeter, and energy deposittbediackward
electromagnetic calorimeter are discarded since this has limitedicomat for hadrons. Fur-
ther requirements of less importance are: the energy fraction leaking intesthemented iron
Is required to not exceed 40%; hadronic clusters must be separated from the przsitiatate
by an angle greater than %QOclusters with an angle of larger than°5@ith respect to their
closest neighbouring cluster are rejected. This latter cut is imposed teadecthe sensitivity
to isolated noise contributions or to photons radiated from the scattered poghitenthese
selections the average number of accepted clusters per event is 37.8.

4 Jet algorithms and jet event rate definition

The jets in a given event are found using the JADE jet algorithm [3]. The jetiiigois applied

in the laboratory frame to the clusters of the liquid argon calorimeter andstreamented iron
satisfying the cuts given in section 3. The algorithm is modified compared teetiseon used

in e*e~—annihilation in two respects: (a) the cluster that is atfributed todhtesed positron is
removed; (b) a massless four—vector is determined and is treated dditorel cluster by the

jet algorithm to account for the longitudinal component of the momentum carried by the proton
remnant particles escaping through the beam pipe.
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The jet algorithm calculates the scaled quantity /17> of pairs of clusters or ‘proto’ jets
i, 7, wherel¥? is the total invariant mass squared of all clusters entering the jet tidgorirhe
definition of m}; is taken to beF; IZ; (1 — cos0;;). Here E; and I5; are the energies of the
clusters: andy, andd;; is the angle between them.

In its conventional form, the jet algorithm combines the pair of clustefswith the min-
imum m?; /IW? to be a ‘proto’ jet by adding the four-momentaandp;. This prescription is
repeated iteratively for the remaining clusters and ‘proto’ jets untpassible combinations
7, 7 lead tOm?j J/W? > y.., the jet resolution parameter. In the present analysis, however, we
use the jet algorithm to recombine the accepted clusters iteratively i tpoint where ex-
actly (2+1) jets remain. The smallest scaled jet mass given by anpination of the (2+1)
jets is defined to be the observable Theys, distribution,1 /Np;s dn/dy., whereNp;s is the
number of deep—inelastic scattering events passing the selection of seciore3ponds to the

differential (2+1) jet event rate.

The same definition of the (2+1) jets and of the variaplis used for the analysis of the data
and of the Monte Carlo events after detector simulation. In events sirdwdathe hadron or
parton level and in the NLO calculations, the jet algorithm is applied to haarparton four—
momenta, respectively. The polar angle cutdiwhich is applied for clusters is also applied
for hadronsg;.,, and partons},,.. We take all components of the ‘missing momentum’ due to
this cut into account and do not neglect the mass.

With these definitions we observe that the smallest masf all possible combinations
1,7 of the (2+1) jets is most likely to be obtained by the combination of the two non-remnant
jets. The fraction of events in which the minimum mass is formed by inclusidine remnant
jet is of the order of 15% for both data and NLO calculations.

In addition to the definition given above, we also measure the differe@idl) (et rate and
determinex, using theF, F, and P variants of the JADE algorithm [17] without performing a
full analysis of systematic errors. For these three algorithif)ss defined agp; + p;)*. For
the £ algorithm, the combined four-momentum is simply the sum of the four-momenta .
For the £, algorithm, the combined energy is definedfas+ £; and the combined momentum
is = (% + ;). For theP algorithm, the combined momentumyis’- j; and the combined
energy is|p; + p;|. The definition of the recombination scheme for the latter two algorithms
implies that the reconstructed jets are massless. This is not the céise 3&DE algorithm and
its £ variant which conserve energy and momentum exactly in the recombination pracedure

5 Description of the data by QCD models

Before correcting the (2+1) jet event rate for detector and hadronizatioctsfles described

in the next section, we study the description of the data by the QCD models LEPT@ddb.5 a
ARIADNE 4.08. LEPTO is based on the exact first order matrix elementsieticby higher
order radiation approximated by leading logarithm parton showers. In contrRsDNE
models the QCD cascade by emitting gluons from a chain of radiating colour dipol@€Dn
Compton events the dipole is formed between the struck quark and the proton renmdant, a
the first gluon emission reproduces the first order matrix elements. In boson—gluon—fusi
events, the quark and the antiquark are generated according to the first ordereteatents.

Two dipoles are formed between each quark and the proton remnant and continuat® radi
independently. Both LEPTO and ARIADNE use the Lund string hadronization model [18].
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We used the parameters of LEPTO and ARIADNE tuned to reproduce published HERA da
[19], in combination with the parton density functions of MRSH [20]. The generatedte
were passed through a full simulation of the H1 detector. For each model arsavepie was
generated that was 6 times larger than that of the experimental data. The same event and
Gluster cuts are applied to the simulated events as to the data.- -,

“In Figure 1 we show the distributions of four representati\fe"jet variablesdifferential
(2+1) jet event ratg, the variables,, andz,, and the polar angle of the most forward jet. The
variabley, was defined above. The definitionsgfandz, are

- 2
i : %Ez(l_cosez)/z Ei(l—COSGi) and l’pEC?zfi?n%z,

i=1,2
where F; andf; are the energies and polar angles of the two non—remnant jets remaining af-
ter the clustering of the jet algorithm, amg,, is the corresponding invariant jet mass calcu-
lated without neglecting the jets’ masses. The variableand >, measure the approach to
the (2+1)— (1+1) singularities corresponding to the two non—-remnant jets becoming one jet
(z, — 1) or as one jet is absorbed into the remnantjgt{ 0).

In order to increase the fraction of events with a clear (2+1) jet strectiius enhancing the
sensitivity toa,, we define a subsample of events with> 0.01. To decrease the sensitivity
to the modeling of initial-state multi—parton emissions and to avoid forvesdyhich are too
close to the proton remnant, we require that the non—remnant jets sdltisty 6,., < 145°.
The requiremend;.; > 10° is found, in particular, to improve the description of the data by
LEPTO. After these cuts, the (2+1) jet event sample consists of 2 235 events.

In Figure 1(a) the uncorrectegh data distribution is compared with the predictions of
LEPTO and ARIADNE. The distribution is normalized to the total number of &l&ntsN ;¢
selected in section 3. Both models give an acceptable description of theAddsmge values
of y,, the distfibution from ARIADNE tends to be above that of the data while LEPST€Y/$-
tematically low. In Figure 1(b) and (c) the andz,, distribution are shown for uncorrected data
and the models mentioned above. ARIADNE roughly describes the measudestribution
with the exception of the first bin, while LEPTO and data disagree in partiquldre lowest
two z, bins. The poorest-gdescription of the data is observed for fltistribution. ARIADNE
approximately reproducgs the data in the central part of the distribution. ksiireates and
underestimates the data in the very low and very higtegion, respectively. LEPTO shows the
opposite trend. Note that the drop of thedistribution at the lowest, bin and the decrease of
the z, distribution at large values af, are consequences of the gut> 0.01. The distribution
of the polar angle of the most forward non—remnant jet is shown in Figure 1(d). It iglghar
peaked at small angles and is well described by both models.

We have studied the accuracy with which the data is described by ARIADNERBRATO
for a wide range of selection criteria in addition to those discussed abmesalDARIADNE
gives the better description of the data. We conclude that the qualitativeptiscof the data
Is acceptable and that a one—dimensional correction oftlugstribution is possible although
an improved model description of the data is clearly desirable. In thenfmitpanalysis, we
correct the measureg distribution with ARIADNE and use LEPTO as a consistency check.

6 Correction of the data
We correct the measured distribution by the method of regularized unfolding described in
[21]. First, we unfold they, distribution for detector effects only, in order to make direct

8

-



comparisons with QCD model predictions possible. For each simulated ARIA®MAL, the
value ofy, is determined by clustering hadrons and simulated calorimeter clugispgatively.
Then, they, distribution calculated from hadrons is reweighted such thathaistribution
from simulated clusters best fits the data. The weights are found by means ofikdbigedd
method where strongly oscillating solutions are suppressed. As result, we fahtabins of a
reweightedy, distribution — corresponding to unfolded data. The unfolded distribution is given
in Table 1. The quoted systematic error consists of two contributions added in tywadthe
influence of the uncertainty of the absolute hadronic energy scale of the liquid argamealor
ter, and the full difference to the, distribution unfolded with LEPTO instead of ARIADNE.
The unfoldedy, distribution is shown in Figure 2 together with the predictions of LEPTO and
ARIADNE. The statistical error is of the order of 5% but the systematiorercan be larger.
Both models roughly reproduce the data. The prediction of ARIADNE is high at large
while LEPTO falls too low. These observations are consistent with our caaokifrom the
comparison of the uncorrected data and the predictions of LEPTO and ARIADNIgume-L.

Next, we unfold both detector and hadronization effects in a one—step procedureritoorde
compare the data to NLO predictions. The unfolded distribution is also listédble 1 and is
discussed in the next section. The size of the combined hadronization and detgctdiomiis
illustrated in Figure 3 where the reconstructgtt after hadronization and detector simulation
is compared with thg;*” found by clustering the partons before hadronization. The bins shown
correspond to those selected for the determination,ofFor both LEPTO and ARIADNE a
significant correlation is observed betwegft andy,"". They, distribution is systematically
shifted to smalleyfvalues after hadronization and detector simulation, and the migrations are
sizable. This is why a full unfolding procedure is used as opposed to a bin—by—bin correction
factor method. We study the systematic uncertainty of the migrations in detektion 8 by
using alternative QCD models for the correction of the data and by varying modehpters.

We also compared distributions of other jet variables likez, and jet polar angles for partons
and for reconstructed clusters after hadronization and detector simulatidhe fet variables
show clear correlations between the different levels.

7 NLO predictions and determination of o,

7.1 NLO QCD programs

The NLO predictions are calculated with MEPJET, version 1.4 [8]. MHEPAllows arbitrary

jet definitions and the application of cuts in terms of parton four—-momenta. Otherapnegr
[22] were limited to a specific jet algorithm and made approximations in regigpisase space
relevant for previousy, analyses [2] that turned out to be imprecise [23]. MEPJET uses a
‘phase space slicing’ method [24] to deal with final-state irifrared andhealtidivergences
associated with real emissions of partons. If the invariant mass squafadair of partonsin a
multi—-parton state is smaller than a technical parameter, soft and collinear approximations
are applied to perform the phase space integrations analytically.- The th&acecollinear
divergences thus extracted caricel against those from the virtual correcfierexceeds,,.;,,

the integrations are done numerically without using explicit approximations.

We run MEPJET withs,,;, set to the recommended value of 0.1 GeVlhe statistical
precision of the predicteg, distribution is~ 1%. As a cross check, we changeg;,, from 0.1
to 0.05 and 0.01 Ge\Min MEPJET and observed no significant changes inythdistributions.
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Note that our statistical precisionat;, = 0.01 GeV is then reduced te- 2% due to the larger
fraction of (3+1) parton states treated numerically.

More recently the program DISENT [9] became available which uses a diffexehnique
to treat divergences based on a ‘subtraction’ method [25] in combination vaitthediactoriza-
tion theorems [26]. While we use MEPJET for this analysis, we have comgdazquedictions
of MEPJET and DISENT version 0.1, which were run with the same valué%f%fand the same
parton densities, for all crucial distributions of this-analysis and find geagralement at the
level of a few percent. Looking to the distributioris'in detail, however, we see a significant
discrepancy which is of little relevance for this analysis and is traglaito an error inv, in
section 8. To leading order we find the predictions of MEPJET and DISENT to bestemtsi
within a fraction of a percent.

7.2 Comparison of QCD model and NLO predictions

Before extracting a value af, from a comparison of corrected data and NLO calculations, a
region of jet phase space must be identified in which NLO predictions can provale et
scription of jet related observables. We verify the extent to which #hise case for the above
selections by comparing NLO jet distributions with the parton jet distradmstiof ARIADNE

and LEPTO. The use of QCD model predictions rather than corrected datawdistrggives
reduced statistical error. In addition, the comparison of ARIADNE and L&piovides inter-
esting information on possible ambiguities in the definition of the parton lewehtoh the data
are corrected.

In Figure 4(a) they, distributions for ARIADNE and LEPTO are shown together with NLO
calculations for different values df%. In order to avoid a dependence of the following study

on the value ofo, we chose the extreme valuesxb% = 100 MeV and 600 MeV corre-

sponding tats(M2) = 0.097 and).132, respectively. (Note thaﬁ% serves only as a technical
steering parameter for MEPJET.) The number of flavours used in the cadcuiaset at five.
As with ARIADNE and LEPTO, the MRSH parton density functions are used ifPMET. The
same cuts on the hadronic final staje,> 0.01 and10° < 6., < 145°, that were applied for
Figure 1 are used here. Note that the mean number of partons per evefif with 7° is 9.7
for ARIADNE and 10.7 for LEPTO, whereas in MEPJET at most three partonshengrbton
remnant are produced.

We find that the distributions derived from ARIADNE and LEPTO are in quia¢sagree-
ment, and that their shapes are similar to those of the NLO distributionsevén\wat larger val-
ues ofy., ARIADNE approaches the MEPJET prediction fof. = 600 MeV, while LEPTO

comes closer to thﬂ% = 100 MeV. This trend corresponds to that observed from the com-
parison of data and ARIADNE and LEPTO after detector simulation as showigure 1(a).

The predictions of MEPJET and the distribution from ARIADNE for thevariable, shown
in Figure 4(b), are also in fair agreement. LEPTO falls below ARIAD&ESmallz, which
is also seen in Figure 1(b). A pronounced difference between ARIADNE and NIs8en in
the =, distributions shown in 4(c). This effect is not sensitive to changes of the [spase
selection griteria and is further discussed in section 8. The corresponeidigoon of LEPTO
agrees well with that-pf the NLO calculations. The distributions of the fot\etfs polar angle
from ARIADNE and"l'_EPTQ.,which are shown in Figure 4(d) are well descrilmeshiape by
QCD in NLO. -
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We conclude from this comparison that within the phase space region selecteddwysthe
listed above, NLO calculations are expected to provide an adequate descoipfet produc-
tion in the data. This statement remains qualitative at this stage siac®wot yet make an
assumption on the value of to be used in the NLO calculations and since we observe system-
atic differences between ARIADNE and LEPTO.

7.3 Fitof o,

They, data distribution corrected for detector and hadronization effects is cechpaih MEP-
JET in Figure 5. For the first and last bin in particular the systematic ésear section 8) is
large compared with the statistical error and is dominated by the model dependé&ecNLO
predictions of MEPJET for different values mf% are also shown.

In NLO thé:differential jet rate is given by the expansiofrp s doayr/dys = A(ys) as +
B(yz) 2. From they, distributions in NLO, obtained by running MEPJET mj% = 100 and
600 MeV, we obtain the coefficients and B for the four bins iny, evaluatinge, at the scale
p? = < Q?* >, where< Q? >~ 620 GeV is the mean)? of our (2+1) jet event sample. The
mean()? of the entire selected DIS event sample is 545 &eV

In order to reIateA - to A - and thus too, at a given scale?, we use the following
formulae [27, 28]

9 7—963/13225

e A= A (A ) [n(m /A ,

(o -

with m;, the mass of the bottom quark, set to 5 GeV, and the two—loop expansion

as(p?) = ir | In In{y:* /AMS )
Go (/A% | B n(uz/al0?)

with 3, = 11 — % nyandf, =51 — % ny, andn; the number of quarks of mass less than
namelyn; =5 in our case The same formulae are used in the MEPJET program. Gaed

B and the relation 01\ - to a;, the NLOy, distribution can conveniently be calculated for any
value ofA_

We perform a minimum? fit (x*/d.o.f. = 6.9/3) of A taklng into account the statis-
tical correlations between the bins of the unfolded data dlstrlbutlon As the meswdbtain
A% = 320 + 33 MeV corresponding tev,(M7) = 0.118 4 0.002 (stat.). Note that the
choice ofu? = < Q% > for the calculation of the coefficientd and B is to some extent

arbitrary. It influences the value of and B but not the value of the fltted . The NLO

prediction corresponding to the fitted value/‘d]\f;_s is shown as the full line in Flgure 5,and a
good description of the data is observed.
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8 Determination of systematic errors

We study various effects that might influence the result by varying the hadronic escaigy
of the liquid argon calorimeter, changing the experimental cuts, and by usingedifféilonte
Carlo models for the data correction. We also use alternative parton demsitions, measure
jet rates with different variants of the modified JADE jet algorithm, aimolose different renor-
malization and factorization scales. The various fitted values, @orresponding to different
classes of uncertainties are shown in Figure 6. All values,dfiven in the following refer to
a, at the scale” = M3.

Energy calibration L
The hadronic energy scale of the liquid argon calorimeter is varie@t4® which leads to a
systematic shift inj,. Note that there is no fully compensating effect in the ratie= m;, /1W?

due to the definition o/ which includes the ‘missing momentum’ vector. The resulting un-
certainty ina, is £0.003.

The variation of the electromagnetic energy scale 8% leads to a negligible changedn.

Polar angle cuts 6., /0,.,

We vary the minimum value of the cluster acceptanceégutand in parallel the corresponding
cut for partond,,,,. within a range ofs° — 15°. The variation of thé,,,/0,,. cut checks the
quality of the detector simulation mostly but also the description of the datiaeirfiorward
detector region where the models are less well tested. It also showsithléysof the proton
remnant separation by the jet algorithm.

The additionaly, values fitted in this range of cluster cuts are slightly lower than the main
value, the smallest one differing by0.002. We see no indication for a systematic trendiras
a function of the cut value. Without any cluster or parton cut the qualitative agnetebetween
NLO and ARIADNE/LEPTO parton distributions deteriorates and strighe&rse space cuts are
needed. As an example we omit the cluster or parton cuts as well as the foetggpdlar angle
cut of 10° but apply the additional event cuf > 0.15. This reduces our (2+1) jet event sample
by roughly a factor of 2. We obtain am, value of0.119 + 0.003 (stat.) which is consistent
with our main result.

Event selection cuts

In addition to thel.;,../0,,,, cut variation, we study the variation or introduction of various event
cuts. As before, all cuts are applied in parallel to quantities calaifaden measured clusters,
from simulated clusters and partons, and from the partons of the NLO program. glecre
y2 > 0.02 instead ofy, > 0.01. We change the polar angle jet acceptance cdtto> 8°,

12° or 14°. We requirez, to be larger than 0.05, 0.1 or 0.15. We unfold the differential jet rate
for different? ranges and vary the minimu? cut fromQ? = 200 GeV? to )? = 100 and
250 GeV*. Most of these variations correspond to significant changes in the number of events
considered. However we find a variation @f of +0.002 and —0.003 at most. The largest
change of-0.003 is found for the cut, > 0.02. Note that the sizes of the observed changes in
«, are close to those of our statistical error, and that no indication of anynsgStetrend as a
function of a cut variation is visible. Thus we regard the analysis as statiia&gpect to the
phase space selection.
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Model dependence

We test the model dependence of the result by repeating the analysis using LEPT®@ for t
correction of the data. When using cuts identical to those given before, a value=dd.116

is obtained. This result is reasonably stable with respect to the var@tion,, 0;.:, z, andy;

cuts, although the observed changes of the determingdlues are larger than for the analysis
based on ARIADNE.

Motivated by both the poor agreement of the shape ofithdistributions between ARI-
ADNE and NLO in Figure 4(c) and the relatively large differences betwken, distribution
of data and ARIADNE in Figure 1(c), we reweighted ARIADNE events suchttiameasured
x,, distribution is reproduced. Effectively, this can be seen as a corrdottbe parton evolution
mechanism of ARIADNE:, This procedure leads to negligible change in the corrgctiata
distribution but we find better agreement between ARIADNE and NLO in FiguReweight-
ing ARIADNE in z, also gives &'good description of the dependence of the rate of (2+1) jet
events,Ry41(Q?) = Naoy1(Q?)/Nprs(Q?), where ARIADNE (unweighted) was shown to be
inferior to LEPTO [29]. -

Possibly large hadronization corrections could fake the radiation of hard partamgdeds
by perturbative QCD, and could cause systematic biases in the correctiom adta. The un-
certainty of the hadtonization corrections is not directly tested by the cosgpaof LEPTO
and ARIADNE since both models use the Lund string hadronization. We thus vary the-para
etersa andb of the Lund fragmentation function [18] and the parametgmwhich determines
the mearp, of a produced hadron, from their default values: 0.3, b = 0.58 GeV~* ando,
=0.36 GeV, toz = 0.1 and 1.0,p = 0.44 and 0.70 GeV* and tos, = 0.25 and 0.45 GeV. We
derive hadronization correction factors for thedistributions obtained from the events simu-
lated with these sets of parameters. The differénces between tettuatarection factors do
not exceed a few percent, and the corresponding variations which we find are at most
+0.002 and—0.002. In the same manner we vary the paramélgiof LEPTO which cuts off
the evolution of the final state parton shower. Settingto 4 instead of 1 GeV we observe a
change of-0.004 in «,. Setting the corresponding parameter for the initial state parton shower
from 1.5 to 4 GeV, we observe a change of otl§01 in «.

We repeat the analysis with the QCD model HERWIG, version 5.8 [30]. HERW@&Im-
bines a model for coherent parton shower radiation and an additional first ordec ehatnent
correction. Hadronization follows the cluster fragmentation model [31]. Tkergeion of the
data with HERWIG is satisfactory for our purpose although HERWIG does not deskebe
distribution at very small;, and predicts the fraction of (2+1) jet events to-bel0% lower
than that of the data. Unfolding the data with HERWIG leads te-a change in thiedittealue
of —0.006. As result of the described variation of the models and of the model parameters w
assess the total model dependence of our measuremento.tiel and —0.006. The model
dependence represents the main source of experimental uncertainty.

Parton density functions

The fit to the experimentaj, distribution is repeated for several choices of parton density func-
tions [32] in MEPJET including GRV HO (92), CTEQ2pM and CTEQ4M. We find a maximum
variation of+0.005 and of—0.001. This dependence is mostly due to the uncertainties in the
gluon density function. Gluon—initiated processes account-f66% of the (2+1) jet events in
our sample.

Since we run MEPJET for values m% different from those assumed during the global
fits to deep—inelastic scattering data in which the parton density functiamesdegermined, we
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study the effect of this inconsistency. This is done using the MRSA, MRSR and@AE
series of parton density functions which each combine parton density functionshohetéon
the basis of the same experimental data and the same fit procedure bm%iﬂet to different
values. From the observed change in the fitted value @fe estimate the effects of this incon-
sistency to be smaller thah0.002. In total, we assign an uncertainty ¢f.005 and —0.002
due to the knowledge of the parton density functions.

Different jet algorithms

In addition to the JADE algorithm, we determine with three related cluster algorithms,
namely theF, F, and theP algorithms. The unfolded differential jet rate distributions are
given in Table 2.

Comparing the measured distributions for the JADEJ and P algorithms, we observe
small but statistically significant differences. Similar differea@re observed for the corre-
sponding NL®; predictions, which are given in Table 3, such that the fitted valuesduf not
differ much. We obtainv, (M%) = 0.119 £ 0.002 anda, (M%) = 0.117 £ 0.002 for the £
and P algorithms, respectively.

The measureg, distributions for theF, algorithm is closest to that for the JADE algo-
rithm. To next—to—leading order these algorithms are identical. This is a conseqofetine
jet finders’ definitions and of the fact that in this analysis no cuts on the jetssverse (or
longitudinal) momenta are made. The (small) difference in the meagumidtributions from
these two algorithms may be interpreted as an expression of higher order recoont@ffects
which cannot be accounted for i»?) calculations. The value af, determined with the-,
algorithm isa (M%) = 0.120 £ 0.002. The observed differences between the results of the
different algorithms are small and are not treated as an additional error.

Renormalization and factorization scale

In NLO theys, distribution depends on the choice of the renormalization and factorizati@sscal

(2 andp;. We estimate the renormalization scale dependence by varyifigm Q* to 1/4 *

and4 ? in MEPJET and by repeating the fit. The corresponding uncertaintydn is +0.007

and —0.005. In addition, we use the scalar sum of the transverse momenta of the jets in the
hadronic centre—of—-mass frame as a renormalization scale. This correspancsiderable
difference in the magnitude of the renormalization scale givenha typically about a factor

of 20 larger than the square of a jet's transverse momentum in the hadronic centnassf
frame. The corresponding change is close to that observed for /4 Q2.

In deep—inelastic scattering, collinear initial-state divergenceshas@lzed into redefined
parton densities introducing the dependence on a factorization scale. Weteshiengactoriza-
tion scale dependence by varying from Q* to 1/4 Q* and4 Q* as we do for:?, and we find
the factorization scale dependencexgfto be+0.001.

DISENT NLO predictions
As an alternative to the determination ®f based on MEPJET calculations we use DISENT
predictions for the fit. The resulting changecinis —0.003.

Discussion of higher order effects
This and similar analyses eff ¢~ annihilation data rely on the assumption that the distri-
butions of observables obtained from NLO calculations and from the partons in tlos part
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shower/colour—dipole models are comparable. There are, however, ambiguitieslefinition

of the parton level of the QCD models used to correct the data which can leadtéotain-

ties in the determined value af,. One may argue that the data should not be corrected to the
level of the jets reconstructed from the final partons before hadronization thattoftthe jets
reconstructed from the partons at an earlier stage of the parton shower [33].

We study the dependence on the correction levels in two different ways. Wwesin-
vestigate systematic changes@fdue to subsequent recombinations of partons during the
dipole/parton shower radiation. We ‘pre’cluster the final partons of ARIADNEERTO using
m; = 2min (L7, E?) (1 — cos ;) as used in the Durham jet algorithm [17] and then continue
clustering using the JADE definition. The ‘pre’clustering is stopped when tHedsoaariant
masses of all pairs of parton jets satisfy, /17> > 0.00005, wherem;; is calculated accord-
ing to the JADE definition. This corresponds to the point where on-average (4+1) pagon je
remain. We apply the JADE algorithm to these parton jets, continuetlusteritoy(@pl) jets
and calculatey,. Comparing the result using this procedure with ghelistribution obtained
using the JADE algorithm throughout, we see differences of a few percent for eRHADNE
or LEPTO. This translates into a similar difference of a few percertterrésult fora,. Larger
differences are observed, however, when we extend the ‘pre’clusterihgfurt

In the same spirit, we also change the value of the pararggtef LEPTO, which cuts off
the final-state parton shower, as a means of looking at an early stage of theghantgar by
forcing a change in the average number of partons produced. In contrast to the abatenvari
of ¢)y in the context of the model dependence, here we are interested 4n fpectrum of a
(variable) parton level keeping the hadron level fixed. We compare the diffiesan they,
distributions obtained. Again changes of a few percent are observed fot)g.g= 3 GeV
instead of), = 1 GeV, but differences increase with larger valueg)gf

Note that the differences in the aforementioned definitions of the parton leygbanaally
be due to unknown higher order corrections missing in NLO. The interpretation ofshese
les becomes difficult and we have not included such estimates in our combined Suahr
effects might, in principle, be detected by comparing the shape of the distrisiftiomm NLO
calculations and from parton shower/colour—dipole models of Figure 4. From another view-
point differences in the measured values using different jet recombination procedures, or a
large dependence on the renormalization scale could be symptoms of the sameydifficelt
dependence on the renormalization scale is the dominant uncertainty which is thriute
systematic error. This situation with higher order effects and/or-the ampigtithe parton
level is similar to that inete~ annihilation [5] where such uncertainties turned out to be an
important limitation.

Combined systematic error L
We define the combined systematic error in the following way: assuming thes efdhe
different classes to be largely independent of each other, the positive andreeyatematic
errors of the first 5 classes are each added in quadrature. Thus we detdrengystematic
error of this analysis to be0.007 and—0.008. An additional theoretical error 6£0.007 and
—0.006 is obtained correspondingly, considering the measured difference between tke JAD
and 5, algorithm, the renormalization scale uncertainty and the uncertainty due tovethse
difference of MEPJET and DISENT.
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9 Summary

We have presented a measurement of jet related distributions in deeptigrstattering pro-
cesses at HERA in the kinematic rangf® < Q? < 10000 GeV. The jets are found with the
modified JADE jet algorithm. The measured jet distributions are compar&dQC€D model
expectations and for most distributions we find acceptable agreement betwekatclamd the
models ARIADNE 4.08 and LEPTO 6.5. Acceptable agreement is also observita fiffer-
ential (2+1) jet event rate after correcting for detector effects.

The differential jet rate, corrected for both detector and hadronizatiectsffis compared
with NLO QCD calculations in a region of jet phase space where the effecgbehtorder
parton emissions not considered in NLO is estimated to be small. A fit of ltii pdedictions
as a function of the strong coupling constantis performed which results in

a,(M32) = 0.118 & 0.002 (stat.) T5007 (syst.) T9007 (theory).

A good description of the corrected differential jet rate by the next—to—leading prde
diction is observed for the fitted value of. The resultingy, is compatible with previous;,
determinations based on the same observabigdn annihilation [5] and with the world aver-
age value ofv, [28] which provides a direct consistency check of perturbative QCD. The same
conclusions are reached considering the results obtained with,tlhg and P variants of the
modified JADE algorithm. -,

The most impértant uncertainties of thevalue determined are caused by the as yet limited
precision of the data description by current QCD Monte Carlo models, by ambginttee
definition of the parton level to which the data are corrected, and by the largemalization
scale dependence.
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s 1/Nprs dn/dy%*® | 1/Nprs dn/dy5"" | 1/oprs doayi/dys
0.010-0.020| 13.43 £ 0.49 1545 | 15.06 & 0.87 923 13.70 £ 0.15
0.020-0.035| 4.67 £0.20 1527 | 5.14 +£0.32 752} 5.01 + 0.06
0.035-0.055| 1.51 4+ 0.08%%2% | 1.71 +£0.12%%1° 1.79 £ 0.03
0.055-0.100| 0.39 £0.02%53! | 0.47 £+ 0.03 759 0.53 + 0.01

Table 1: y, distribution determined with the JADE algorithm corrected for detectfecef
(1/Nprs dn/dyj*?), corrected for both detector and hadronization effectd/;s dn/dy5*"),
and the NLO prediction obtained from MEPJET fey( M7 ) = 0.118 in combination with the
parton density functions MRSH (op;s dost1/dys). All distributions are determined in the
kinematic region defined in section 3 and the tot < 6;., < 145° is applied for hadron
and parton jets, respectively. The first error is statistical, thersk systematic. For the NLO
calculation only the statistical error is given.

Yoo E E, P
0.010 — 0.020| 14.97 £ 0.79 | 15.14 4 0.84 | 13.00 £ 0.76
0.020 - 0.035 6.59£0.31 | 5.54 4032 | 4.66£0.27
0.035-0.055 2.16 £0.13 | 1.76£0.12 | 1.51 £0.10
0.055—0.100| 0.63£0.05 | 0.4940.03 | 0.42 4 0.03

Table 2:y, distribution corrected for both hadronization and detector effects fof'thié, and
P algorithms. The error is statistical only.

yNLO E Eo P
0.010 —0.020| 15.59 & 0.15 | 14.27 £+ 0.16 | 12.39 4 0.15
0.020 —0.035| 5.67 £ 0.06 | 5.13 +0.06 | 4.42 4 0.06
0.035—0.055| 2.10+£0.03 | 1.85+0.03 | 1.53 4 0.03
0.055—0.100| 0.66+0.01 | 0.53 +0.01 | 0.46 4 0.01

Table 3: NLOy, distribution obtained from MEPJET for th&, £, and P algorithms for the
fitted values ofv, (M%) = 0.119, 0.120 and0.117, respectively, in combination with the parton
density functions MRSH.
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Figure 1: Distributions of (ay., (b) z,, (c) z, and (d) the forward jet’s polar angtg.,, ;.; for
uncorrected data compared with the prediction of ARIADNE 4.08 and LEPTO 6l&ding
full detector simulation. For all distributions the (2+1) jet event ayts> 0.01 and10° <
0;.: < 145° are applied with the exception of (a) where the gut> 0.01 is omitted. The
distributions are normalized to the number of deep—inelastic evénts passing the kinematic
cuts. The errors are statistical only.
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Figure 2: Distribution of the observablg corrected for detector effects compared with the
prediction of the models ARIADNE 4.08 and LEPTO 6.5. As in Figure 1, thelott< 4,.,

< 145° is applied. The error bars correspond to the statistical and systematis added in
quadrature. The inner error bars give the statistical error only.
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Figure 3: (a) The distribution of;* as reconstructed from the calorimeter clusters after
hadronization and detector simulation from the events with < y,*" < 0.02 as predicted by
ARIADNE 4.08 (white circles) and LEPTO 6.5 (full circles). The dibtriion is normalized to
the number of events witl,"” in the range.01 < y5*" < 0.02. Figures (b), (c) and (d) show

the same for different ranges @f*" indicated by the legend and by the dashed vertical lines.
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Figure 4: NLO predictions based on MEPJET for the distribution of{a{b) z,, (c) =, and of
(d) 84,4 ;.. compared with parton jet distributions of ARIADNE 4.08 and LEPTO 6.5, respec-

tively. The full line corresponds to MEPJET for the extreme valuﬁ% = 600 MeV and the

dashed line td\% = 100 MeV. The cutsy; > 0.01 and10° < 8;.;, < 145° were applied for
MEPJET, ARIADNE 4.08 and LEPTO 6.5 each.
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Figure 5: Distribution of the differential jet ratg corrected for detector and hadronization
effects compared with the NLO prediction of MEPJET m% = 600 MeV (dotted line) and

A% = 100 MeV (dashed line). The full line shows the NLO prediction for the fitted value

of a, which corresponds tﬁ% = 320 MeV. The error bars on the corrected data distribution
correspond to the statistical and systematic errors added in quadratuian@&herror bars give
the statistical error only.
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Figure 6: List of systematic uncertainties on the fitted value,ofThe horizontal lines separate
different classes of uncertainties. The vertical line indicates thealesmtiue ofa, (M ) result-
ing from the fit. The black points give the valuesafthat are obtained when each source of
sytematic error is varied as described in the text. The uncertaintié® d¢htee classes below
the dashed horizontal line are combined to give the theoretical error.
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