arXiv:hep-ex/0507081 v1 18 Jul 2005

DESY 05-110

DESY 05-110 ISSN 0418-9833
July 2005

Measurement of F¢ and F2bl_’ at Low Q2 and x
using the H1 Vertex Detector at HERA

H1 Collaboration

Abstract

Measurements are presented of inclusive charm and beasty sections int p collisions

at HERA for values of photon virtuality2 < Q% < 60 GeV? and of the Bjorken scaling
variable0.0002 < x < 0.005. The fractions of events containing charm and beauty quarks
are determined using a method based on the impact parannettee, transverse plane, of
tracks to the primary vertex, as measured by the H1 vertectiet Values for the structure
functionsF5° and F}* are obtained. This is the first measurement§f in this kinematic
range. The results are found to be compatible with the ptiedis of perturbative quantum
chromodynamics and with previous measurements;éf
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1 Introduction

Measurements of the charm) @nd beauty ) contributions to the inclusive proton structure
function F;, have been made recently in Deep Inelastic Scattering (RIBE®A, using infor-
mation from the H1 vertex detector, for values of the negasgyuare of the four momentum of
the exchanged bosap?® > 150 GeV? [1]. In this high@? region a fraction of~ 18% (~ 3%)

of DIS events contain (b) quarks. It was found that perturbative QCD (pQCD) calcates at
next-to-leading order (NLO) gave a good description of thedIn this paper a similar method
is employed, using data from the same running period, toediee measurements to the range
of lower Q?, 12 < Q? < 60 GeV?, and of Bjorkenz, 0.000197 < 2 < 0.005.

Events containing heavy quarks are distinguished frometloositaining only light quarks
by reconstructing the displacement of tracks from the prymeertex, using precise spatial
information from the H1 vertex detector. The long lifetineds: andb flavoured hadrons lead
to larger displacements than for light quark events. Thertsiructure functionf;* and the
beauty structure functioh?” are obtained from the measuredndb cross sections after small
corrections for the longitudinal structure functioh® and /. The measurements at low
(*? benefit from increased statistics when compared to thoseght(¥. However, the low
Q? region is experimentally more challenging because the fitedé does not have as large a
transverse boost in the laboratory frame. The separatitweleeb andc events is also difficult
since, although the fraction is expected to be similar as at high, theb fraction is expected
to be much smaller< 0.6% atQ? = 12 GeV? [2,3]).

Previous measurements of the open charm cross section iattHERA have mainly been
of exclusiveD or D* meson production [4—6]. From the* measurements the contribution of
charm to the proton structure function has been derived becting for the fragmentation frac-
tion f(¢c — D*) and the unmeasured phase space (mainly at low values oféraesnomentum
of the meson). The results are found to be in good agreemémtp@CD predictions. Thé
cross section in DIS, in a similar kinematic region to thespré analysis, has been measured
for events containing a muon and an associated jet in the Basne in the final state [7, 8].
The measured cross sections are found to be somewhat higimepérturbative calculations at
NLO.

2 Theoretical Description of Heavy Flavour Production in
Deep Inelastic Scattering

2.1 NLO QCD Calculations

In the framework of NLO QCD analyses of global inclusive aetlgross section measure-
ments, the production of heavy flavours is described usiag#hiable flavour number scheme
(VENS) which aims to provide reliable pQCD predictions otlee whole kinematic range in
Q*. At values ofQ? ~ m? the effects of the quark mass must be taken into account and the
heavy flavour partons are treated as massive quarks. ThandotiO process in this region is
photon gluon fusion (PGF) and the NLO diagrams are of otddB]. As Q? increases, in the
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regionQ? > m?, the heavy quark may be treated as a massless parton in tha p&Béveral
approaches [10-12] have been developed which deal withrdhsition from the heavy quark
mass effects at low)? to the asymptotic massless parton behaviour at highRecently, pre-
dictions for inclusive heavy flavour production within a VBENpproach have been calculated
at next-to-next-to-leading order (NNLO) [13].

Predictions for the charm and beauty cross sections maybalsdtained from fits [14] to
the HERA inclusivel’, data based on CCFM evolution [15]. The heavy quarks are jgextlu
in the fixed flavour number scheme (FFNS) according to the L® Bisshell matrix elements
(with m. = 1.5 GeV andm,;, = 4.75 GeV) convoluted with the CCFM:z-unintegrated gluon
density of the proton (J2003 set 1 [14]). The predictionscateulated using the Monte Carlo
program CASCADE [16].

2.2 Monte Carlo Simulation

Monte Carlo simulations are used to correct for the effe€tdhe finite detector resolution,
acceptance and efficiency. The Monte Carlo program RAPGAPiflused to generate low
()? DIS events for the processep — e¢bbX andep — eceX. The Monte Carlo program
DJANGO [18] is used to generate light quatki§) events. Both programs combid&«,) ma-
trix elements with higher order QCD effects modelled by thession of parton showers. The
heavy flavour event samples are generated according to tbeived@GF matrix element with
the mass of the andb quarks set ton. = 1.5 GeV andm;, = 4.75 GeV, respectively. In the
heavy flavour event generation, the DIS cross section isikzdd using the parton distribution
functions (PDFs) from [19]. The light flavour event samples generated with the LO PDFs
from [20]. The partonic system for all generated eventsagrimented according to the LUND
string model implemented within the JETSET program [21]e HERACLES program [22]
calculates single photon radiative emissions off the lefitee, virtual and electroweak correc-
tions. The Monte Carlo program PHOJET [23] is used to sineula¢ background contribution
from photoproduction{p — X).

The samples of events generated forihe, ¢, andb processes are passed through a detailed
simulation of the detector response based on the GEANT3amo{P4], and through the same
reconstruction software as is used for the data. A total0omillion uds events,9 million ¢
events and million b events were simulated to evaluate the cross sections,spomding to
luminosities 0f90 pb~!, 160 pb~" and980 pb~*, respectively.

3 HI1 Detector

The analysis is based on a l@y¢ sample of*p neutral current scattering events corresponding
to an integrated luminosity 6f7.4 pb~!, taken in the years 1999-2000, at@ncentre of mass
energyy/s = 319 GeV, with a proton beam energy 620 GeV.

Only a short description of the H1 detector is given here;lladscription may be found
in [25]. A right handed coordinate system is employed at Hit Has its:-axis pointing in the
proton beam, or forward, direction andy) pointing in the horizontal (vertical) direction.
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Charged particles are measured in the central trackingtet@TD). This device consists
of two cylindrical drift chambers interspersed withchambers to improve the-coordinate
reconstruction and multi-wire proportional chambers riyaused for triggering. The CTD
is situated in a uniform.15 T magnetic field, enabling momentum measurement of charged
particles over the polar angular rarg@e° < 6 < 160°.

The CTD tracks are linked to hits in the vertex detector (@rdilicon tracker CST) [26]
to provide precise spatial track reconstruction. The CSsists of two layers of double-sided
silicon strip detectors surrounding the beam pipe, cogatmangular range 6b° < 6 < 150°
for tracks passing through both layers. The informationt@:tcoordinate of the CST tracks
is not used in the analysis presented in this paper. For CaEksrwith CST hits in both
layers the transverse distance of closest approach (DC#etaominal vertex in—y can be
measured with a resolution 88 xm @ 90 um/pr[GeV|, where the first term represents the
intrinsic resolution (including alignment uncertaintyjcathe second term is the contribution
from multiple scattering in the beam pipe and the CTjs the transverse momentum of the
track.

The track detectors are surrounded in the forward and defiteations (I° < § < 155°) by
afine grained liquid argon calorimeter (LAr) and in the baaksiregion (53° < 6 < 178°) by a
lead—scintillating fibre calorimeter (SPACAL) [27] withesltromagnetic and hadronic sections.
These calorimeters provide energy and angular recongtnuictr final state particles from the
hadronic system. The SPACAL is used in this analysis to nreaand identify the scattered
positron. A planar drift chamber (BDC [28]), positioned noffit of the SPACAL (51° < 0 <
178°), measures the angle of the scattered positron and allgegpsession of photoproduction
background, where particles from the hadronic final state &positron signal.

Electromagnetic calorimeters situated downstream in tis&non beam direction allow de-
tection of photons and electrons scattered at very(dwThe luminosity is measured from the
rate of photons produced in the Bethe-Heitler proegss> ¢py.

4 Experimental Method

4.1 Event and Track Selection

The events are selected by requiring a compact electrortiaghester in the SPACAL associ-
ated with a track segment in the BDC to define the scatteratrposandidate. The position

of the interaction vertex, reconstructed by one or moreggwtracks in the tracking detectors,
must be within£20 cm of the centre of the detector to match the acceptance of tie R&-
toproduction events are suppressed by requibingr; — p.;) > 35 GeV. Here, I; andp. ;
denote the energy and longitudinal momentum componentpaftecle and the sum is over all
final state particles including the scattered positron aeddronic final state (HFS). The HFS
particles are reconstructed using a combination of trankscalorimeter deposits in an energy
flow algorithm that avoids double counting. The event kingosa@)? and the inelasticity vari-
abley, are reconstructed with theX’ method [29], which uses the scattered positron and the

1 The angular coverage of each detector component is givehddnteraction vertex in its nominal position.
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HFS. The Bjorken scaling variableis obtained fromx = Q?/sy. In order to have good accep-
tance in the SPACAL and to ensure that the HFS has a signitiGargverse momentum, events
are selected in the range3 < Q? < 120 GeVZ. The analysis is restricted 07 < y < 0.7

to ensure that the direction of the quark which is struck & ghoton is mostly in the CST
angular range. A further cut of < 0.63 is imposed for events with)? < 18 GeV* to reduce
photoproduction background.

The triggers used in the analysis require a SPACAL energpsiem association with a
loose track requirement. Although these triggers are alirtss efficient, not all events could
be recorded, due to the large rate for I@W events. A fraction of events is rejected at the first
trigger level (L1) and final trigger level (L4). The Monte @aevents are assigned weights to
account for the events rejected at L1 while the data evertassigned weights to account for
the events rejected at L4. The weights are largest for thasgtgwith an electron at low radius
and low energy. The overall effect of the trigger is a reductf the effective luminosity by a
factor of about 0 for the lowest)? bin and .4 for the highest. After applying the event weights
and the inclusive selection detailed above, the total nurabevents is about.5 million. The
background from photoproduction events is estimated fleerRHOJET Monte Carlo simula-
tion. In most of they range this background is negligible and does not exééeth any z-Q*
bin used in this analysis.

The primary event vertex in—¢ is reconstructed from all tracks (with or without CST hits)
and the position and spread of the beam interaction regioff fie impact parameter of a track,
which is the transverse distance of closest approach (DE&)eotrack to the primary vertex
point, is only determined for those tracks which are meabur¢he CTD and have at least two
CST hits linked (referred to as CST tracks). Only CST trackb & transverse momentum
0.5 GeV are included in the DCA and related distributions that aezlue separate the different
quark flavours. In the kinematic range of this measuremaéet fitaction ofc (b) events that
have at least one charged track within the angular rangeed 81, with transverse momentum
> 0.5 GeV and originating from the decay of a heavy flavoured hadroexpected to b&2%
(96%), as determined from the Monte Carlo simulation. The efficyeto obtain a CST track
from a CTD track is76%), within the angular range of the CST.

In order to determine a signed impact parameterf¢r a track, the azimuthal angle of
the struck quarky,...x must be determined for each event. To do this, jets with amum
pr of 2.5 GeV, in the angular rangé5° < 6 < 155°, are reconstructed using the invariant
kr algorithm [30] in the laboratory frame using all reconsteat HFS particles. The angle
Pquark 1S defined as the of the jet with the highest transverse momentum or, if thenea jet
reconstructed in the event, 880° — ¢.je., Whereg... is the azimuthal angle of the electron in
degrees. The direction defined in the transverse plang.y. and the primary vertex is called
the quark axis. Approximatelyl % (95%) of ¢ (b) events have ...k reconstructed from a jet,
as determined from the Monte Carlo simulation.

The difference between the reconstructed to the ¢gxgi (defined as the azimuthal angle
of the quark with highest transverse momentum) is estimiated the Monte Carlo simulation
to have a resolution of abobit for events with a reconstructed jet aditt for the rest. The reso-
lution of ¢quark IS checked with events containing a reconstruddéedaneson. Figurlll shows the
difference between the reconstructetazimuthal angle and,....i. for events with and without
a reconstructed jet. Both distributions are well descritnethe Monte Carlo simulation.
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If the angle between the quark axis and the line joining thegry vertex to the point of
DCA is less tha®0°, ¢ is defined as positive, and is defined as negative otherwiaek3 with
azimuthal angle outsid&90° of ¢ ... are rejected. Thé distribution, shown in figurll2, is
seen to be asymmetric with positive values in excess of ivegedlues indicating the presence
of long lived particles. It is found to be well described by thlonte Carlo simulation. Tracks
with |§] > 0.1 cm are rejected from the analysis to suppress light quark s\anttaining long
lived strange particles.

4.2 Quark Flavour Separation

The method used in [1] to distinguish betweendheand light quark flavours has been modified
in the present analysis because here the fractidnqofarks is smaller. The quantities, S,
andS; are defined as the significaneg ¢(4)) of the track with the highest, second highest and
third highest absolute significance, respectively, whei® is the error ony. Distributions of
each of these quantities are made. The events contribatig ', distribution also contribute
to theS; distribution. Similarly, those contributing to th& distribution also contribute to the
S, and S, distributions. Events in whicly; and.S; have opposite signs are excluded from the
Sy distribution. Events in whictyy, S; andS; do not all have the same sign are excluded from
the S5 distribution.

FigurelB shows the three significance distributions. Thauktion gives a reasonable de-
scription of the data. In order to substantially reduce theeutainty due to the resolution of
4 and the light quark normalisation, the contents of the negditins in the significance dis-
tributions are subtracted from the contents of the cormeding positive bins. The subtracted
distributions are shown in figullk 4. It can be seen that thatieg distributions are dominated
by ¢ quark events, with & fraction increasing with significance. The light quarkstrinute a
small fraction for all values of significance.

The fractions of;, b and light quarks of the data are extracted in eaef)? interval using a
least squares simultaneous fit to the subtradted, and.S; distributions (as in figurll4) and
the total number of inclusive events before any CST trackcsiein. Thec, b anduds Monte
Carlo simulation samples are used as templates. The Momte && anduds contributions
in eachz—(Q? interval are scaled by factoi#d, P, and P, respectively, to give the best fit to
the observed subtractet, S,, S3 and total distributions. Only the statistical errors of tia¢a
and Monte Carlo simulation are considered in the fit. The fith® subtracted significance
distributions mainly constrains. and P,, whereas the overall normalisation constrafis

The results of the fit to the complete data sample are showmyimefl. The fit gives a
good description of all the significance distributions,hnét y?/n.d. f of 18.0/25. Values of
P.=1.2840.04, P, = 1.55+0.16 and P, = 0.9540.01 are obtained. Theandb scale factors
are found to be anti-correlated with an overall correlatogfficient of -0.70. Acceptablg?
values are also found for the fits to the samples in the separél? intervals. Since the same
event may enter the,, S, and.S; distributions, it was checked using a high statistics Monte
Carlo simulation that this has negligible effect on the ssof the fits with the present data
statistics.



The results of the fit in each—(Q? interval are converted to a measurement of the ‘reduced
¢ cross section’ defined from the differential cross sect®n a
dZO.CE xQ4

7, @) = do dQ?2ma?(1 + (1 — y)?)’ (1)

using:
PCNi\/[Cgen

PCNi\/[Cgen + PbNé\/[Cgen + PINZI\/[Cgen

where&(z, Q%) is the measured inclusive reduced cross section from H14a8]VMcen,
N} and V5" are the number of, b and light quark events generated from the Monte
Carlo in each bin. A bin centre correctiépcc is applied using a NLO QCD expectation for
7°° to convert the bin averaged measurement into a measuremaifiveen>—Q?* point. The
NLO QCD expectation is calculated from the results of a fitikino that performed in [31] but
using the FFNS scheme to generate heavy flavours. A smalatmm £ 2.6%) for the beam
energy difference is applied, using the NLO QCD expectatiothe measurement éfx, )?)
which was performed at a lower centre of mass energ9 bfzeV than the data presented here.
The cross section is defined so as to include a correctioruier QED radiative effects. Events
that contain: hadrons via the decay 6thadrons are not included in the definition of theross
section. The differentidl cross section is evaluated in the same manner.

5z, Q%) = &(x, Q%) dBac, (2)

4.3 Systematic Errors

The systematic uncertainties on the measured cross seetierestimated by applying the fol-
lowing variations to the Monte Carlo simulation:

e An uncertainty in the) resolution of the tracks is estimated by varying the resmfuby
an amount that encompasses the differences between thardhsamulation (figurelll 2,
l). This was achieved by applying an additional Gaussiarasmgin the Monte Carlo
of 200 um to 5% of randomly selected tracks afd xm to the rest.

¢ A track efficiency uncertainty af% due to the CTD and of% due to the CST.

e The uncertainties on the variodsand B meson lifetimes, decay branching fractions and
mean charge multiplicities are estimated by varying theliivalues of the Monte Carlo
simulation by the errors on the world average measuremeatghe branching fractions
of b quarks to hadrons and the lifetimes of theand B mesons the central values and
errors on the world averages are taken from [32]. For thediiag fractions of: quarks
to hadrons the values and uncertainties are taken from y@83Eh are consistent with
measurements made in DIS at HERA [34]. For the mean chargek tnultiplicities the
values and uncertainties feandb quarks are taken from Marklll [35] and LEP/SLD [36]
measurements, respectively.

¢ An uncertainty on the fragmentation function of the heavgrjs is estimated using the
Peterson fragmentation function [37] with parameters- 0.058 and¢, = 0.0069, in-
stead of the LUND fragmentation model.
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e An uncertainty on the QCD model of heavy quark productiorsitneated by using the
CASCADE Monte Carlo instead of the RAPGAP Monte Carlo.

e The uncertainty on the asymmetry of the light quarkstribution is estimated by repeat-
ing the fits with the subtracted light quark significanceritisitions (figurdi}) changed by
+50%. The light quark asymmetry was checked to be within this tiaggty by compar-
ing the asymmetry of Monte Carlo events to that of the datéhénregion).1 < |4] <
0.5 cm, where the light quark asymmetry is enhanced.

e An error on the quark axis is estimated by shifting the quaik by 2°(5°) for events with
(without) a reconstructed jet. These shifts were estimbtedomparing the difference
betweenp,,...x and the track azimuthal angle in data and Monte Carlo.

e A 4% uncertainty on the hadronic energy scale.

¢ Uncertainties on the acceptance and bin centre correctienaithe input structure func-
tions used are estimated by reweighting the inptit distribution by 2%°! and 1 +
0.21n[Q?%/(10 GeV?)] and&* by z*°3 and1 % 0.41n[Q?/(10 GeV?)]. The range of
variation of the input structure functions was estimateccbsnparing to the measured
values obtained in this analysis.

e An uncertainty on the photoproduction background is edehdy assigning=100% of
the expected number of events from the PHOJET simulatianetii@r the significance
distributions.

Other sources of systematic error pertaining to the NC setewere also considered [28]: a
1.5% uncertainty on the luminosity measurement; an uncertaintye scattered positron polar
angle of0.3 mrad and energy 06.3—1.0% depending on the energy0&% uncertainty on the
scattered positron identification efficiency) &—2% uncertainty on the positron track-cluster
link efficiency; a< 1% uncertainty on the trigger efficiency and @ uncertainty on the cross
section evaluation due to QED radiative corrections.

A detailed list of the systematic effect on each cross sectieasurement is given in talliie 1.
The systematic error is larger for theneasurement than it is for thebecause thé fraction
is much smaller than thefraction. The errors which contribute most to the uncoteslasys-
tematic error in tabl@1 are, at lo@* and highy, the uncertainty on the photoproduction
background and, elsewhere, the uncertainty on the acasptard bin centre correction due to
the input structure function.

5 Results

The measurements 6f° are listed in tabl@1 and shown in figllle 5 as a function @dr fixed
values of(?. The H1 data for are compared with the results extracted frérh meson
measurements by H1 [5] and ZEUS [6] obtained using a NLO @anodB8] based on DGLAP
evolution to extrapolate the measurements outside thiel@isi* range. The measurements for
&< from the present analysis and the extraction methods are in good agreement.
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The &°° data are compared with two VFNS predictions from NLO QCD (seetioniilll)
from MRST [2] and CTEQ [3], and with predictions based on CCHM¥] parton evolution.
The predictions provide a reasonable description of thegmtedata.

The measurements 6f’ are also listed in tabll 1 and are shown in fidlire 6 as a funofion
x for fixed values of?. This is the first measurement &f in this kinematic range. Th&"
data are also compared with the two VFNS NLO QCD predictiontstae CCFM prediction.
The difference between the two VFNS NLO QCD calculationsicwineaches a factarat the
lowestQ? andz, arises from the different treatments of threshold effbgtMRST and CTEQ.
Within the current experimental errors these differen@esiot be resolved.

The structure functiort’y° is evaluated from the reduced cross section

2
~ ot . Yy .
O_CC — FCC _ FTCC7 3
where the longitudinal structure functidfi® is estimated from the same NLO QCD expectation
as used for the bin centre correction. The structure fundtj6 is evaluated in the same manner.

The measurements;® and /., are shown as a function ¢f? in figurel and figurll8. The
measurements dfs® and I2* show positive scaling violations which increase with dasieg
x. The data are compared with the VFNS QCD predictions from WMilR6d CTEQ at NLO
and a recent calculation at NNLO [13]. The charm data are mogeise than the spread in
predictions of the QCD calculations.

The measurements are also presented in flble 2 and lgurén® form of the fractional
contribution to the totatp cross section
. d?oc® d?o

/ T Az dQ?’ dz dQ?

(4)

Theb fraction f** is defined in the same manner. In the present kinematic réuegeatue off«

is around24% on average and increases slightly with increagiignd decreasing. The value
of f* increases rapidly witk))? from 0.4% at Q* = 12 GeV?t0 1.5% atQ? = 60 GeVZ2. The
NLO QCD predictions of MRST shown in figulk 9 are found to démxthe data reasonably
well.

6 Conclusion

The differential charm and beauty cross sections in Deejadtie Scattering are measured at
low @* and Bjorkenz using the impact parameters of tracks from decays of loreglivand

b hadrons as reconstructed from the vertex detector. Thiseiditst measurement df.’ in

the low Q? kinematic region. In this kinematic range the charm crossige contributes on
average24% of the inclusiveep cross section, and the beauty fraction increases fradff at

Q? = 12 GeV?to 1.5% at Q* = 60 GeV?2. The cross sections and derived structure functions
F5* and F?* are found to be well described by predictions of perturlea@CD.
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GT

Q2 £z Y o ch 5stat 5sys 5tot 5unc 5res 5eff 5Dmul 5Bmul 5frag 5m0del 5uds 5(;5 quq
(GeV?) | (1077 (%) | (%) | (%) | (%) | () | (%) | (%) | (%) | (%) | (%) | (%) | (%)
12 0.197 | 0.600| 0.412 | -062| 12 | 13 | 18 | 11 | +3.2|-14| -31 | -03 | -0.7| -19 | -5.0| +2.0| 0.435
12 0.800 | 0.148| 0.185 | -068| 88 | 94| 13 | 56 | +25|-1.7| -3.2 | -02 | -04 | -22 | -5.2| +2.0| 0.186
25 0.500 | 0.492| 0.318 | -066| 87 | 10 | 13 | 68 | +3.1|-14| -31 | -03 | -0.7| -19 | -5.0| +2.0| 0.331
25 2.000 | 0.123| 0.212 | -0.72| 5.2 | 86| 10 | 41 | +26|-16| -31 | -02 | -05| -2.1 | -5.2| +2.0| 0.212
60 2.000 | 0.295| 0.364 | -0.74| 6.2 | 83| 10 | 35| +3.2|-14| 31 | -03 | -0.7| -19 | -5.0| +2.0| 0.369
60 5.000 | 0.118| 0.200 | -0.76| 7.8 | 85| 12 | 3.8 | +2.7|-16| -31 | -02 | -05| -21 | -5.1 | +2.0| 0.201
12 0.197 | 0.600| 0.0045| -0.62| 55 | 22 | 60 | 12 | -13 | -75| -29 | +3.0 | +46| +8.9 | -4.8 | +1.3| 0.0045
12 0.800 | 0.148| 0.0048| -068| 30 | 33 | 45| 13 | -21 | -10 | -54 | +3.1 | +6.9| +15 | -7.7 | +1.7| 0.0048
25 0.500 | 0.492]| 0.0122| -066| 22 | 21 | 31 | 9.1 | -13 |-76| -3.0 | +3.0 | +4.7| +9.1 | -4.8 | +1.3| 0.0123
25 2.000 | 0.123| 0.0061| -0.72| 26 | 28 | 39 | 98 | -18 | -94| -47 | +3.1 | +6.3| +13 | -6.8 | +1.6| 0.0061
60 2.000 | 0.295| 0.0189| -0.74| 21 | 20 | 29 | 6.2 | -13 | -7.5| -29 | +3.0 | +46| +8.8 | -4.7 | +1.3| 0.0190
60 5.000 | 0.118]| 0.0130| -0.76| 26 | 25 | 36 | 7.4 | -16 | -88| -41 | +3.0 | +5.8| +12 | -6.1 | +1.5| 0.0130

R N = =l o B o T e T e o

Table 1: The measured reduced NC cross sectidf) for charm ¢) and beauty §) quarks, shown with the correlation coefficients
(C), the statistical errord(..), the systematic erroby.), the total error &) and the uncorrelated systematic err@y,{). The nexts
columns represent &1o shift for the correlated systematic error contributiorafr track impact parameter resolution, track efficiency,
D multiplicity, B multiplicity, fragmentation, QCD model, light quark coitntion and quark axi®q...x. The —1o errors are taken as
the negative of the upward errors. The errors are correlagtdeen charm and beauty but uncorrelated to inclusive datat from a
normalisation uncertainty df.5% which is100% correlated. The table also shows the valuesHgrand F;;* obtained from the measured
cross sections using the NLO QCD fit to correct for the contidns from £/;° and F}*. The quoted relative errors apply alsofg’ and
P



€ Y Q2 Jez 5sctaat 5SC§S 5tc§t Jop 525& 52; 55&
(Gev?) (%) | (%) | (%) (%) | (%) | (%)

0.000197| 0.600 12 0.316| 12 12 | 17 || 0.0034| 55 22 | 60
0.000800j 0.148 12 0.188| 86 | 9.1 | 12 | 0.0049| 30 | 33 | 45
0.000500] 0.492 25 0.232| 8.7 | 9.8 | 13 || 0.0089| 22 21 | 30
0.002000j 0.123 25 0.215| 5.1 | 8.0 | 10 || 0.0062| 26 28 | 38
0.002000j 0.295 60 0.291| 6.1 | 80| 10 || 0.0151| 21 20 | 29
0.005000j 0.118 60 0.223| 7.7 | 7.8 | 11 || 0.0144| 26 25 | 36

Table 2: The measured chariff{) and beauty () fractional contributions to the totap cross

section, shown with statisticad{,,, 5%.,), systematic{:

ys?
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Figure 1. The azimuthal difference between fheand the quark axis for those events where
the quark axis is defined (a) by a jet and (b) I8)° — ¢e.. Included in the figure is the
expectation from the Monte Carlo simulation normalized#® number of data events.
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Figure 2: The distribution of the signed impact paramétara track to the primary vertex in the
r—y plane. Included in the figure is the expectation from the DGA&ANMonte Carlo simulation
for light quarks and that from the RAPGAP Monte Carlo simiglatfor ¢ andb quarks. The
contributions from the various quark flavours are showrr aip@lying the scale factors obtained
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from the fit to the subtracted significance distributionshef tlata (see secti@ilili}.2).
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Figure 3: The significancé/o(4) distribution (a) of the highest absolute significance track
(51), (b) of the track with the second highest absolute sigmfteg5,) and (c) of the track with
the third highest absolute significancg). Included in the figure is the expectation from the
DJANGO Monte Carlo simulation for light quarks and that fréime RAPGAP Monte Carlo
simulation forc andb quarks. The contributions from the various quark flavoues sirown
after applying the scale factors obtained from the fit to th®macted significance distributions
of the data.
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Figure 5: The measured reduced cross sectiorshown as a function of for 5 differentQ?
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and systematic errors added in quadrature. The measureoférit from H1 at high values of
Q? [1], the measurements obtained frdm mesons from H1 and ZEUS [5, 6] and predictions
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Figure 6: The measured reduced cross secttdrshown as a function of for 5 different()?
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(Q? [1] and predictions of QCD are also shown.
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