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Dear colleagues, authors and readers, 

the 27th EPNC at the Helmut Schmidt University / University of the Federal Armed Forces in Hamburg 
is over and we look back on a conference with exciting contributions and discussions.

The conference was divided into 4 thematic blocks: electrical machines, applications, calculations 
and measurements as well as simulations and modeling.

The contributions presented can be found in this anthology. The main focus of the publications were 
topics on electrical machines, magnetic materials and the corresponding calculation and analysis 
methods. It turns out that the method of differential evolution is becoming more and more popular for 
optimization issues.

I hope you enjoy studying the articles and I would be happy if this results in new research ideas and a 
further scientific exchange.

Best regards
Christian Kreischer

P.S.: The following photo gives you an impression about the conference

Conference participants

PREFACE
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 Abstract – A modified structure of the stator core will be used in a 

PM BLDC prototype machines to compare their properties for 

different magnetic materials. It enables application of 

concentrated stator windings. The analysis is focused on 

comparison between core losses in machine with classical stator 

core made of Fe-Si and a new one made of modern METGLAS 

material. Both analytical and numerical (FEM) methods will be 

used to verify the design performance. Results will be verified 

experimentally in the final paper.  

 

I. INTRODUCTION 

 

In the last two decades applications of amorphous soft 

magnetic materials (ASMMs) have been very popular in 

power electronics, particularly in various transducers, sensors 

etc. mainly because of energy savings. Its application in 

distribution transformers, leading to the replacement of the 

conventional cores made of the Si steel with the amorphous 

cores, resulted in the reduction of no-load losses by more than 

a half [1][2]. Increasing requirements on efficiency in electric 

motors led to their application also in this area, despite very 

difficult machining, confirming the benefits from using these 

novel materials also in the stators and rotors of the electric 

machines, both induction and PMBLDC [3][4][10][12]. 

 

II. STATOR STRUCTURE 

 

A promising area of the application of the ASMMs are the 

permanent magnet brushless direct current (PMBLDC) 

motors, which are characterized by relatively simple 

construction, high power density, low moment of inertia, and 

good dynamic properties. They have smaller dimensions and 

simpler control systems than the induction motors and are 

very reliable. Because of these advantages, the PMBLDC 

motors are particularly suitable for application in high-speed 

drives [10][12] . 

In the previous papers a half-open slots were used in the 

design of the stator core [4]. A very high rotational speed (up 

to 60000 rpm) of the rotor made it difficult to separate losses 

in the core from the overall losses. Therefore, a new design of 

the motor was proposed, very much different from typical 

designs of high speed motor [8]. The design is similar to 

spindle motors used in HDD [6][7]. Due to decreased 

mechanical speed (up to 8000 rpm) the mechanical losses are 

much lower and it should be easier to perform the comparison 

between the iron losses in the standard core made of Fe-Si 

steel sheets and the new one made of ASMMs as they have 

the same stator design (Fig.1).  

 
 

 

Fig.1. PMBLDC stator and rotor prototype design 

 

The frequency of the magnetic field in the machine core is 

high due to six pole pairs of the rotor. In theory the losses in 

ASMM cores are even 10 times smaller than in Fe-Si steel 

cores, but due to complicated heat and mechanical treatment 

this ratio decreases [9]. The main aim of the paper is to verify 

this for the proposed prototype machine. 

 

III. PROTOTYPE NUMERICAL TESTS 

 

The two prototype machines have been designed. Main 

data are shown in Table I. The only difference between the 

two prototypes is the material of the stator core, ASMM or 

Fe-Si.  
TABLE I 

MACHINE DATA 

DIMENSIONS 

Axial length 80 mm 

Air gap length (with sleeve) 2,2 mm 

 

STATOR 

Number of slots 9 

Outer diameter 104 mm 

Inner diameter 50,4 mm 

Angle of the pole (αnb) 30° 

Stator core ASMM (Metglas) or Fe-Si 

Phase resistance 13,8 [mΩ] 

Turns per phase 15 

Wire diameter (Cu) 3,5 [mm] 

 

ROTOR 

Number of poles 12 

Permanent magnet Bonded NdFeB 

 (Br=1,244 [T], Hc=-947 [kA/m]) 

Outer diameter (without magnets) 40 mm 

Magnet height (hm) 3 mm 

Magnet angle (αm) 25° 

Rotor yoke Steel 45 

 

ANALYSIS OF LOSSES IN THE HIGH‐SPEED PMBLDC MOTOR 
WITH OPEN SLOT STATOR CORE MADE OF AMORPHOUS SOFT 

MAGNETIC MATERIAL
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Fig.2. Simulation models in ANSYS Electronics Desktop environment  

(RMxpert - left, 2D FEM) 

 

 

 
Fig.3. Results of simulation: efficiency vs. rotational speed 

and core losses for n=6525 [rpm] 

 

  
 

Fig.4. Materials parameters used in simulation: Metglas and Fe-Si 

 

Initial tests have been performed using analytical 

(RMxpert) and 2D FEM (Maxwell) models in ANSYS 

Electronics Desktop shown in (Fig.2) [11]. 3D FEM 

(Maxwell) model has been created but due to very long 

computation time it has not been simulated. Both FEM 

models cover 1/3 of the cross section of the machine. Control 

algorithm of the supply is based on classical 120 degree  

(2/3π rad) conduction mode with idealised lossless converter 

for 50 [V] DC bus voltage [5]. Results of numerical tests are 

shown in (Fig.3). It clearly shows the better performance of 

the ASMM machine compared to Fe-Si one, which was 

expected.  

 

IV. CONCLUSIONS 

 
Results obtained using analytical and FEM models prove 

the advantage of the stator made of METGLAS over the 

classical one made of Fe-Si steel sheets. It must be underlined 

that the models use idealised material parameters from 

Maxwell material library (Fig.4) [12]. 

In the final paper the experimental verification of the 

simulation results will be provided. The procedure similar to 

the one described in [4] will be used. Modified parameters of 

the magnetic materials after heat and mechanical processing 

will be used in simulation to verify their actual values. 
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Determination of the Limits of Different Quasistatic
Models Based on Multi-Domains Application

Houssein Taha1, Yvonnick Le Menach1, Thomas Henneron1, Zuqi Tang1, Jean-Pierre Ducreux2
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Abstract—The electro-quasistatic (EQS) model is widely used to
study the coupled resistive-capacitive effects while the magneto-
quasistatic (MQS) model is used to describe the coupled resistive-
inductive effects at low frequencies. However, in the intermediate
frequency range, the Darwin model is preferred. In this work, we
are interested in specifying the limits of these models by considering
an academic example.

Index Terms—Capacitive-inductive-resistive effects, electromag-
netic fields, quasistatic models.

I. INTRODUCTION

A magnetic field computation starts with an a priori choice of
simplifying assumptions in order to use suitable formulations.
The choice of low and high frequencies is quite simple, but
it is not obvious when the increase in frequencies generates
coupled phenomena (RL, RC or RLC), the skin effect, and wave
propagation. Under these conditions, it is necessary to establish
a classification of the different quasi-static models based mainly
on theoretical considerations [1]. From the size of the domain
and the conductors, and according to the frequency, it is possible
to define criteria [2] which will guide the user in choosing the
appropriate formulation to model the problem. The motivation
of our work is to investigate the limits of the different quasistatic
models by considering a simple academic example.

II. QUASISTATIC MODELS

In the following, the different quasistatic models, namely,
EQS, MQS, and Darwin models are briefly presented.

A. Electro-quasistatic model

For an EQS problem, the induced current density represented
by the term jωB is neglected. Then, the electric field E is a
curl-free field. Consequently, an electric scalar potential (ESP)
φ such E = −grad φ is introduced. In the frequency domain,
the potential formulation to be solved for the EQS reads

div (σgrad φ+ jωεgrad φ) = 0 (1)

where σ is the electric conductivity, and ε is the electric
permittivity.

B. Magneto-quasistatic model
For a MQS problem, the displacement current represented by

the term jωD is neglected. Then, the A/φ potential formulation
of MQS model without entering the gauge conditions reads

curl (νcurlA) + σ(jωA+ gradφ) = 0, (2)
div (σ(jωA+ gradφ)) = 0 (3)

where A is the magnetic vector potenial (MVP) and ν is the
magnetic reluctivity.

C. Darwin model
For the Darwin model, the assumption of a quasistatic elec-

tromagnetic field model enables the elimination of the rotational
parts of the displacement currents, ω2εA, in Ampère’s law. In
particular, this term is responsible for the radiation effects. Then,
the classical A/φ potential formulation for the Darwin model [3]
reads

curl (νcurlA) + σ(jωA+ gradφ) + jωεgradφ = 0, (4)
div (σ(jωA+ gradφ) + jωεgradφ) = 0. (5)

It should be mentioned here that the ESP φ is defined in
the whole domain. Applying the FE method, the MVP A is
discretized with the edge elements and the ESP φ with the nodal
elements which introduce an asymmetric matrix. In addition, the
resultant matrix is not gauged. The uniqueness of A can be
ensured by adding the Coulomb gauge or the tree gauge.

III. DEFINITION OF CRITERIA FOR CHOICE MODEL

The physical phenomena presented in an electromagnetic
system are of three types: resistive, inductive, and capacitive.
Also, the choice is dictated by the presence or not as well as the
preponderance over others of these phenomena in the device
considered. As reported in [2], it is possible to define three
parameters and choose our model according to them:

k1 =

(
λ

L

)2

, k2 =

(
δ

L

)2

and k3 =

(
λ

δ

)2

(6)

with δ the skin thickness, L the domain size, and λ the
wavelength. The term k1 allows us to specify if the propagation
effects are dominant or negligible, k2 allows to determine if the
size of the system allows the current to flow with or without
skin effect and k3 allows to know which one of conduction or
displacement currents is negligible, or equivalent, with respect
to each other.

DETERMINATION OF THE LIMITS OF DIFFERENT 
QUASISTATIC MODELS BASED ON MULTI‐DOMAINS 

APPLICATION
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IV. NUMERICAL MODEL AND RESULTS

An application concerning a conductive cylindrical geometric
shape is considered in Fig. 1 which is made of aluminum, having
a section of 3.14 mm2 and a length of 100 mm, and an airbox
encloses the electric cable. To model the capacitive effects in
this application, a ground plane is fixed below the conductor.

Fig. 1: The geometry of the electric cable.
To take into account the skin effects in the conductor for high

frequencies, the geometry is spatially discretized by a tetrahedral
mesh composed of 1 453 084 elements including 246 180 nodes
and 1 700 862 edges. A sinusoidal voltage is applied between the
terminals of the winding marked in red as shown in Fig. 1. The
problem is solved in the frequency domain for 1 Hz - 1 GHz.
For the EQS model, the number of DoFs is 245 330 and the
computational time for one frequency takes about 1.5 minutes for
each frequency, while it takes in MQS model about 20 minutes
for 1 908 095 DoFs. The computational time using Darwin
formulation takes about 30 minutes for 1 941 395 DoFs.

A. Evolution of the impedance vs frequency
The evolution of the impedance as a function of the frequency

is presented in Fig. 2. For all models, Z corresponds to the
DC resistance of the conductor with RDC = 0.32 Ω when the
frequency tends to zero. When the frequency increases, due

Fig. 2: Modulus of impedance vs frequency.

to the skin effect appearing in the conductor, the value of the
resistance of the conductor increases. This effect is not taken
into account with the EQS model. For f < 10 MHz, when
the capacitive effect is negligible, the MQS and Darwin models
give a similar evolution of the impedance. For f > 10 MHz,
the influence of the capacitive effects appears on the evolution
of the impedance for both the EQS and Darwin models.

B. Graphical representation of electromagnetic model validity

Based on the parameters defined in (6) and the results obtained
by the previous application, a diagram specifies the various
electromagnetic domains, namely, static, quasistatic, and Full-
wave as shown in Fig. 3.

Fig. 3: Diagram specifying the different electromagnetic models.

The electric and magnetic fields are decoupled for k1 >> 1.
In this zone, the electrokinetic, electrostatic, and magnetostatic
models can be used to compute the resistance R, capacitance
C, and inductance L, respectively. On the other hand, the k2
and k3 indicators which determine the necessity to use the MQS
and EQS models, show an almost parallel variation, indicating
that when k2 moves away from 1, the MQS model cannot be
adopted, and when k3 approaches to 1, the EQS model can be
adopted. Besides, as seen in Fig. 2, by comparing the impedance
obtained by EQS and Darwin models, the Darwin model should
be applied when k1 ∼ k3. In addition, around 3 GHz, the Darwin
model reaches its limit. In this case, the study of the full Maxwell
model is necessary since the wave propagation should be taken
into account.

V. CONCLUSION

In the intermediate frequency range, in particular, around the
resonant frequency, the Darwin model should be adopted to
handle the coupled capacitive-inductive effects. Furthermore, the
EQS model can be used as an indicator to know when the Darwin
model should be applied since the computational time with EQS
model is much faster than the others. However, the limit of
the Darwin is not trivial to determine in the case of complex
applications.
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Abstract – Small highly saturated IPMSM show a very nonlinear 
behaviour. This kind of machines are mostly controlled with a 
closed loop cascade control, which requires a d-q two-axis dynamic 
model with constant concentrated parameters to calculate the 
control parameters. This paper presents the identification of a 
complete current- and rotor position-dependent d-q dynamic 
model, which is derived by using a FEM simulation. The machine’s 
constant parameters are determined by reduction of the model’s 
complexity step by step, furthermore the effect of different terms is 
presented.  

 

I. INTRODUCTION 
 

Small Interior Permanent Magnet- Synchronous Machines 
(IPMSM) with high power to wight ratios behave very 
nonlinear, due to the slotting effect, permanent magnets, cross 
coupling, cross saturation, and very saturated magnetically 
nonlinear iron core [1]. As this kind of machines are generally 
controlled by using linear closed loop cascade control, which 
is based on the constant concentrated parameter d-q dynamic 
model, such parameters have to be identified [2]. Different 
complexity levels with different dependencies of the d-q 
models were evaluated by [3, 4]. 

The discussed effects can be simulated by using a Finite 
Element Method (FEM) model, which is the basis for 
developing a complete current- and position-dependent 
nonlinear d-q dynamic model. This model is composed of 
various terms and dependencies, which model different 
nonlinear effects. By evaluating each of those effects, we 
analysed which of the terms and dependencies have a 
significant influence on the machine’s behaviour.  

The aim of this paper is a systematic analysis of discussed 
influences through step-by-step reduction of the complexity of 
the dynamic model. This gives a deeper understanding of the 
behaviour of the machine and highlights the effects that are 
important to consider for the given task. The paper gives a 
guide how to determine adequate constant concentrated 
parameters of the d-q dynamic model which are needed for the 
control development.  

 

II. IPMSM D-Q DYNAMIC MODEL 
 

The complete current- and position-dependent d-q dynamic 
model is presented in this section. The motion is described 
by (1): 

 𝐽𝐽𝐽𝐽
d2𝜃𝜃𝜃𝜃m

d𝑡𝑡𝑡𝑡2 = 𝑡𝑡𝑡𝑡e − 𝑡𝑡𝑡𝑡l − 𝑘𝑘𝑘𝑘f
d𝜃𝜃𝜃𝜃m
d𝑡𝑡𝑡𝑡

−𝑘𝑘𝑘𝑘C �
d𝜃𝜃𝜃𝜃m
d𝑡𝑡𝑡𝑡 �

2
, (1) 

 

where J is the moment of inertia, kf is the viscous friction 
coefficient, kC is the ventilation coefficient, te is the 
electromagnetic torque and tl is the load torque. The electrical 
position (angle) is θ = p θm, where p is the number of pole pairs 
and θm is the mechanical rotor position. The voltage-balance 
equation in the d-q reference frame is given by (2): 
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where id, iq and ud, uq are the d-q reference frame voltages and 
currents, R is the resistance and Ψq is the flux linkage in the q-
axis due to the current excitation. The total flux linkage in the 
d-axis is defined as Ψd

* = Ψd + Ψmd, where Ψd is the flux linkage 
in the d-axis due to the current excitation and Ψmd is the flux 
linkage in the d - axis due to the permanent magnet. Ld,i, Ldq,i, 
Lqd,i, Lq,i are the incremental inductances, as denoted by the 
subscript i, where Ld,a, Lq,a are the apparent inductances 
denoted by subscript a.  
 

A. Parameter identification 
 

Three different parameter dependencies were constructed. 
Firstly, the dependencies of Ψd

*, Ψq and te from the position θ 
and the currents id, iq were obtained by using an automated 
process. A MATLAB-script was used to simulate different id 
and iq combinations in a 2D transient FEM model using Ansys 
Maxwell 2D. The torque was defined as te (id, iq, θ) and stored 
in a LookUp Table (LUT). The data was processed, and the 
matrices of incremental inductances Li (id, iq, θ), apparent 
inductances La (id, iq, θ), and position derivatives of the flux 
linkages ∂𝜳𝜳𝜳𝜳

∂𝜃𝜃𝜃𝜃   (id, iq, θ) were calculated. Figure 1 shows 
Ld,i (id, iq, θ), where iq is 1.5 p.u. In the 2nd step the average 
values of Ψd

* and Ψq and te in respect to θ were considered to 
calculate current dependent incremental inductances Li (id, iq), 
and apparent inductances La (id, iq). The torque was defined as 
te (id, iq,). With this data 2D and 3D LUTs were generated. In 
the 3rd approach Li and La were considered current and position 
independent, whereas te was calculated according to (3):  

 

 𝑡𝑡𝑡𝑡e = 3
2

𝑝𝑝𝑝𝑝 �𝛹𝛹𝛹𝛹md𝑖𝑖𝑖𝑖q + 𝑖𝑖𝑖𝑖d𝑖𝑖𝑖𝑖q�𝐿𝐿𝐿𝐿d,i − 𝐿𝐿𝐿𝐿q,i��. (3) 
 

All other input values as R, J, kf, kC , p and Ψmd were assumed 
constant. A time stepping simulation was constructed in 
Simulink, by using (1), (2) (in the 3rd approach (3) was used) 
and LUTs with the inputs ud, uq, tl. The outputs were id, iq, te, θ 
and the phase currents ia, ib, ic.  

PARAMETER IDENTIFICATION OF A NONLINEAR  
D‐Q DYNAMIC MODEL OF A IPMSM BY USING A FEM MODE
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Fig. 1: The incremental inductance Ld,i(id, iq, θ) in dependence from the 

electrical position θ and the d-axis current id, when iq = 1.5 p.u. 

B. Overview of reduced models 
 

Table 1 shows all 5 models that were considered and their 
specific features, terms, and dependencies. 

 

Table 1: Model complexity reduction from model 1 to model 5 

Model Model features 

M1 Defined by (1) and (2), parameters are dependent 
from θ, id and iq. Torque LUT - te (id, iq, θ). 

M2 M1 neglecting cross-coupling terms, i.e. 
Ldq,i (id, iq,   θ). and Lqd,i  (id, iq, θ). 

M3 M2 neglecting term ∂𝜳𝜳𝜳𝜳
∂𝜃𝜃𝜃𝜃  (id, iq, θ). 

M4 M3 neglecting θ dependence. 
Torque LUT - te (id, iq,). 

M5 
M4 with constant parameters (no dependencies 
included) that are operation point specific. Torque 
is defined by (3). 

 

To evaluate the parameters of M5 the motion equation (1) of 
the models was neglected and the electrical speed 𝜔𝜔𝜔𝜔 =  d𝜃𝜃𝜃𝜃

d𝑡𝑡𝑡𝑡  was 
chosen as an input for all 5 models. A representative operation 
point (OP) was defined by ud, uq and ω, referred to as OP1. All 
models were analysed in this OP. The constant parameters for 
M5 were obtained by using the steady-state id and iq of M4.  

 

III. RESULTS 
 

A comparison of the 5 models is presented first. Figure 2 
shows one period of the current in phase a ia, corresponding 
rms and total harmonic distortion (THD) value in steady state, 
compared to the FEM calculated ia. Table 2 shows the relative 
difference of te compared to FEM calculated te for all models. 

 

 
Fig. 2:Phase currents ia, corresponding rms and THD values in steady state 

for all 5 models and the FEM model at a OP1 defined by ud, uq and ω 

Table 2: Relative difference between avg(te) from FEM and avg(te) for all 
models at a OP1 defined by ud, uq and ω 

𝑡𝑡𝑡𝑡𝑒𝑒𝑒𝑒,𝑀𝑀𝑀𝑀 −𝑡𝑡𝑡𝑡𝑒𝑒𝑒𝑒,𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝑀𝑀𝑀𝑀
𝑡𝑡𝑡𝑡𝑒𝑒𝑒𝑒,𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝑀𝑀𝑀𝑀

 [%] FEM M1 M2 M3 M4 M5 
0 .32 .27 .52 .68 4.1 

 

When comparing ia and te of M1 to the FEM simulation, we 
observed a very good agreement. The significant change 
happened when reducing M2 to M3, which is presented in Fig. 
2 c) and d) and in Table 2. The values of rms(ia) and THD(ia) 

in Fig. 2 e) and f) show that M4 and M5 give almost identical 
outputs. The reason is that the steady-state id, iq of M4 is used 
for obtaining the parameters of M5. The te in M4 and M5 
presented in Table 2 were different, as in M4 the 2D LUT is 
used and in M5 equation (3) to calculate the te. 

Further, the dynamic behaviour of the M1 and M5 were 
compared. The OPs were defined by ud, uq, tl and the load 
torque tl, that was changed from 1 p.u. to 1.4 p.u. at time 
0.4 ms. The dynamic behaviour of the id, iq, te and ω were 
analysed, as show in figure 3.  

 

  
Fig. 3: Dynamic behaviour of M1 and M5 shown by change of id, iq, te and ω 

Fig.3 a) shows the 1st steady-state OP, with the values id, iq, te 
and ω of M1 and M5 that settle at comparable values, as the 
first OP was close to OP1. When changing tl the models show 
comparable dynamic behaviour, as presented in Fig.3 b). The 
observed values in the 2nd steady-state OP, shown in Fig.3 c) 
show a bigger deviation between the models. As the operation 
moves away from OP1, the difference gets bigger, as all the 
nonlinear behaviour of M1 cannot be captured by the constant 
parameters of M5. 

 

IV. CONCLUSIONS 
 

It was shown how to construct complete d-q dynamic model of 
the machine, which includes all nonlinear effects. Different 
models with varying complexities were developed, which can 
be used for different types of applications, that require different 
levels of accuracy, for example control strategy testing. M1 
behaved very similar to the FEM simulation. M4 and M5 
showed the biggest deviation from the FEM simulation at OP1. 
When the machine is not operating in OP1 the deviation 
between M1 and M5 is getting bigger, but the overall 
behaviour of M5 resembles the dynamic behaviour of M1. It 
can be concluded that M5 can be used for control development 
when adequate OP is chosen for the identification of model’s 
parameters. In the extended paper the model development will 
be presented in more detail and the results will include a 
detailed comparison between the models. 
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 Abstract - The Intensity of the electric field and the connection 
temperature of two power cables are important parameters that 
affect the performance and reliability of the cable network. Non-
uniform distributions lead to rapid aging of cable accessories. 
In order to accurately detect the local temperature, temperature 
rise of the cable joint and to overcome the shortcomings of 
traditional methods of electric and thermal circuit, HBEM 
(Hybrid Boundary Elements Method) was applied. 
The distribution of electro-thermal fields in power cable joints, 
using HBEM is presented in this paper. Temperature dependent 
insulation is selected. 

 
I. THEORETICAL BACKGROUND 

 
The places where cables are connected are called cable 

joints. The power cable joint is the weakest component and it 
prone to overheating and burning. The joint internal 
temperature is about 90 °C with normal load, while the 
temperature can reach 250 °C if the cable is maximally 
loaded. Increasing the temperature of the cable insulation 
affects the increase of the tangential component of the electric 
field in the so-called "hot spot", which leads to easier 
breakdown of the dielectric. It is necessary to calculate them 
because 78% of breakdowns happen in these places. 

The basic idea of the theory is that an arbitrary shaped 
boundary between two media, having different thermal 
conductivities, can be replaced by finite system of equivalent 
volumetric heat sources (EHS). The EHS are located at the 
boundary between the two areas. It is possible, using 
condition that the heat flux density on boundary is 
continuous, to form a system of linear equations, where heat 
sources on segments are unknown. By solving this system, 
the unknown sources can be determined. 

A similar procedure can be applied to the calculation of the 
electric field [1, 2]. The problem must be solved with coupled 
thermal and electrical equations [3] by using HBEM (Hybrid 
Boundary Elements Method), developed at our department. 

 Coupling relationship and analogies between electro-
magnetic and thermal field can be applied. The steady-state 
heat conduction equations of cable joints can be described as: 

  ,0);)((;0 21 







 I
n
TTThhI

n
TQT afrv (1) 

where n represents the boundary normal vectors,   is the 
thermal conductivity, T  is the temperature, vQ  is the heat 
source per unit volume, h is the coefficient of convective heat 
transfer, rh  is the coefficient of radiation heat transfer. 

 
 

 Fig.1. Axial cross – section of modelled cable joint 
 

Axial cross–section of modelled cable joint is shown in 
Fig. 1. 1T  and 2T  are the inner and the outer conductor 
temperatures. The temperature distribution will be 
symmetrical around the joint centre. The calculations were 
done in 2D axial symmetry mode. 

If it is presumed that such temperature distribution ( T ) is 
also in the surroundings of the cable break (Fig. 1), and: 
 
   22, uuu LCLLCg  ; (2) 

 

 'cos2222  ararA ; 'cos2222  brbrB , (3) 
 
where ,r  and z  are cylindrical coordinates, the 
approximate expression for relative temperature is: 
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If equivalent toroidal heat sources ( nQ ) are included in the 

calculation, the temperature is: 
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,
2 p

dpK  is complete elliptic integral 

of the first kind with modulus p . 
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II. NUMERICAL RESULTS 
 

After theoretical introduction, one example illustrating 
HBEM application is presented. 35 kV cable (XHE 49-A, 

35/20,mm25/1501 2x ) is considered (Fig.1). Radius of 
inner conductor is mm62.7a , outer radius is mm5.17b , 

and MV/m58.40 
a
UE . For applying electrical 

conductivity in the electro-thermal model the known 
exponential equation of electrical conductivity is applied 
(Formula 1 in [3]). 

 

 
 

 Fig.2. Temperature distribution at outer conductor (1), dielectrics boundary 
(2) and deflector (3) 

 

 
 

 Fig.3. Tangential componente of electric field distribution at outer conductor 
(1), dielectrics boundary (2) and deflector (3) 

 

 
 

 Fig.4. Distribution of isotherms for left side of modelled cable joint 

 

  
 

 Fig.5. Equipotential curves for modelled cable joint 
 
Temperature distribution at outer conductor (1), dielectrics 

boundary (2) and deflector (3) is shown in Fig.2. 
Axial component of electric field distribution, zE , in radial 

direction, ar  for 5.0az  (curve 1), 0.2az  (curve 2), 
0.10az  (curve 3), is shown in Fig. 3. 

Axial cross-section of isotherms (Fig.4) and equipotential 
surfaces (Fig.5) for cable joint, where deflector’s cones is 
geometrically modelled, are shown. It is necessary to 
emphasize that during the determination of the temperature 
and electric field, the nonlinear electrical conductivity of the 
cable joint`s insulation was taken into account, which is a 
function of the temperature and strength of the electric field. 

Table I shows the convergence of values for temperature, 
axial and normal components of the electric field with 
increasing number of equivalent heat sources. 1N  is number 

of inner conductor’s segments, 2N  is number of outer 
conductor’s segments. The temperatures and electric field 
calculated by the proposed HBEM method is in a good 
agreement with those obtained by FEM.  

 
TABLE I 

CONVERGENCE OF RESULTS WITH INCREASING NUMBER OF EHS 
 

1N  2N  C]T[0  
0E

E z  
0E

Er  

4 6 75.67834 2.09086753 1.175434 
50 70 77.90091 2.22989081 1.197383 
100 150 78.00237 2.23324591 1.245638 
500 700 78.01983 2.23887870 1.270499 

FEM 78.13982 2.24119879 1.271229 
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 Abstract -  
 The paper presents a possible system proposal for identification 
of the components of equivalent RR2C2 electrical circuit of 
LiFePO4 traction cells required for design of electrical 
simulation models. Description of determination algorithm with 
system arrangement are being presented together with 
description of achieved results, which are based on the 
comparisons between measurements on real components with 
developed simulation models. 

 
I. INTRODUCTION 

 
 The development of new chemicals, the battery 

management system or the maximization of battery safety 
open the wide door for work in this area. The production of 
batteries is experiencing a significant boom. Many 
manufacturers are trying to supply new types of batteries, new 
packaging technologies, or parameter improvements. 
Development of energy storage systems (ESS) on the other 
side requires parameters of the batteries, which are not 
commonly defined or declared by the manufacturers 
themselves. Therefore, for the purposes of design and 
development of ESS a system that can detect these parameters 
is required. In this paper, a concept of the system, which 
enables to identify parameters of electrical equivalent circuit 
of the electro-chemical cells, is presented briefly. Evaluation 
of the accuracy of achieved results are presented as well. 

 
II. EXPERIMENTAL SET-UP 

 
 The main components of the system consist of the laboratory 
programmable load and a programmable power supply. As a 
control system LabView environment is being proposed, 
which consists the setting for defining required charging and 
discharging process and parameters as well (voltage, current, 
power). At the same time, the cell temperature is monitored 
and in case of high temperature it is being disconnected from 
the system. The principle of organization of the experimental 
set-up is shown in Fig. 1.  

Based on the values of measured battery current, the 
algorithm can directly recalculate what amout of the battery 
capacity has been charged / discharged. The system is adapted 
to be able to log measured values during charging, 
discharging but also during idle state of the battery. The 
algorithm defines resting periods during charging / 
discharging process, while these intervals are important for 
determinaton of the values of RR2C2 electrical equivalent 
battery circuit [1]. 

 

 
Fig.1. Principle organization of the laboratory set-up for electro-chemical 

cells identification 
 

III. INDENTIFICATION PROCEDURE 
 
 The measured data consists of 4 variables, which are 

logged every second. The measured variables are the current 
flowing through the cell, the cell voltage and power which is 
calculated based on voltage and current variables. The last 
parameter (battery capacity) is calculated by the algorithm. 
These 4 variables are updated and recorded every second. All 
required parameters for equivalent electrical circuit (Fig. 2) of 
the cell are calculated from mentioned variables, while crucial 
role plays identification of voltage characteristic (Fig. 3), with 
indicated pause intervals. More details related to the 
extraction of the parameter of equivalent schematic are listed 
in [2] – [4]. 

 
 Fig.2. Equivalent electrical circuit of electro-chemical cell 

Fig.3. Voltage characteristic of identified cell for purposes of RR2C2 
components determination 
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Based on the voltage characteristic, which was recorded 
after application of special identification algorithm, the 
dependencies of parameters of RR2C2 of the equivalent 
electrical circuit have been identified in dependency on state 
of the charge (SOC) of identified cell (Fig. 4, Fig. 5). 

 
Fig.4. Waveform of dependency of resistance values on SOC 

 
Fig.5. Waveform of dependency of capacitance values on SOC 

 
IV. SIMULATION MODEL OF BATTERY FOR TIME-

DOMAIN 
 

Based on received measurements, a simulation model of 
identified battery was realized (fig. 6). This simulation model 
is divided into 2 basic parts, the power part (electrical) and 
the computational part. The power part consists of a 
controlled DC power supply, passive elements RS R1 R2 C1 

and C2 and terminals + and -. This part represents the 
electrical parameters of the cell simulation model. The 
calculation part consists of the SOC calculation of the cell 
from the current flowing through the cell. Depending on the 
current SOC value (Fig. 4, Fig. 5), the elements of the 
equivalent replacement scheme are calculated. 

 
Fig.6. Simulation model of battery for time domain simulation experiments 
 

V. COMPARISON OF THE SIMULATION RESULTS 
WITH EXPERIMENTS 

 
In the first case, pulse charging procedure of the identified 

cell is displayed. These waveforms are shown in figure 7. The 
red waveform represents the real measured values, and the 
blue cell represents simulation result. It is clear from the 
figure that identified equivalent electrical circuit for the 

purposes of design of simulation model, represent accurate 
system and can be used for design and development of 
complex energy storage system, where initial simulation 
analyses are required. Within the total charging process, the 
relative error varied from 0% to max. 6%. Mostly average 
error maintains at 1%. Regarding discharging process (Fig. 8) 
the results are the same as for charging. 

 
Fig.7. Comparison of the results from experimental measurement and 

simulation analysis (charging procedure) 

 
Fig.8. Comparison of the results from experimental measurement and 

simulation analysis (discharging procedure) 
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 Abstract – In the paper the modified approach for the Finite 
Element Method has been presented. Using the combined 
method of Fixed-Point Method and Harmonic Balance 
Method the Authors have elaborated the axisymmetric field 
model of electromagnetic converter that enables to analyze 
the distribution of both eddy and displacement currents. The 
converter has been supplied from the voltage source and the 
analysis has been conducted for saturation state of the core. 

 
I. INTRODUCTION 

 
 Studying the trends in modern electrical engineering, the 
growing interest in field analysis software could be observed. 
The field analysis is especially suitable and helpful in the case 
of nonlinear objects. Equations describing these elements are 
often quite complex, and it is necessary to use specialized 
software. The core's nonlinearity level is directly connected 
with the saturation stage and impacts the electromagnetic 
field distribution in the whole analyzed object. Besides the 
saturation effect, in the discussed inductor, some other 
phenomena also occur, i.e., induction of eddy currents and 
dielectric displacement currents. Comparing the eddy current 
effect and displacement current effect, it can be concluded 
that displacement currents reach noticeable values only for 
high frequencies. For this reason, the impact of the 
displacement currents on the distribution of electromagnetic 
fields is very often neglected in the open literature. Moreover, 
in the available commercial software, analyzing this 
phenomenon is also limited.  

The main point of the work is to find and implement new 
and effective numerical methods for field analysis of areas 
with an electromagnetic field. Presented and discussed 
algorithm includes the eddy and displacement current effects 
as well as the saturation of the core in electromagnetic field 
distribution. In the paper, the multistage approach for the 
Finite Element Method combined with the Fixed-Point 
Method and Harmonic Balance Method has been discussed 
[1]–[3]. In order to verify the obtained results, the 
comparative analysis by a chosen commercial software has 
been proceeded. 

 
II. MODIFIED APPROACH 

 
Elaborated numerical algorithm has been developed on the 
basis of multistage approach to the Finite Element Method 
[4]. The analysis has been proceeded on 2D axisymmetric 
inductor model that has been shown in Figure 1. Presented 
magnetic field distribution analysis concerns the core region 
of the converter. Authors have chosen the axisymmetric 
model due to large simplification of calculations and good 
convergence level in relation to full 3D model. 
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Figure 1. The axisymmetric model of the inductor 

 
The fundamental equation system (1) of the numerical 
method has been presented below. 
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where: ω is the electrical pulsation of the fundamental 
harmonic of the supply voltage waveform, m is the order of 
the considered harmonic, k constitutes the actual iteration step 
of the calculation process, oc and T

oc  are appropriate loop 
matrixes,  the Rµo is the loop reluctance matrix [4], N is the 
matrix that transposes the values in loops around edges to the 
values in loops that are ordered to centres of the element 
faces, vector z represent the number of coil turns arrange in 
the edge element space-matrix, G and C constitute the matrix 
of the branch conductances and the matrix of the branch 
capacitances of elaborated network model, uz is the supply 
voltage of the primary winding, Rc is the primary resistance 
values. 

In order to better understand of the Harmonic Balance 
Method, the right side of the equation system (1) has been 
reduced to the S matrix. In (1) the Harmonic Balance Method 
as well as the Fixed-Point Method have been already applied 
[5], [6]. The simplified block diagram illustrating the 
calculations flow has been shown in Figure 2.  

Using the starting values of magnetic permeability ν, fixed-
point parameter νFP and S matrix the magnetic flux matrix 

1k

m
   and current matrix 1k

m,ci  can be calculated. On the basis 
of magnetic induction B for individual elements calculated 
from obtained valued of magnetic fluxes, the new values of 
magnetic permeability ν for elements could be determined 
[4]. After applying these values to the equation (1) the 
calculation of Sk+1(t) should be proceeded and then the Fast 
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Fourier Transform (FFT) should be used in order to transform 
the matrix Sk+1(t) into the complex form S. This procedure 
will be repeated until the Singular Value Decomposition ratio 
(SVD) for input current waveforms ic(t) is lower than the 
assumed one. 

 
Fig. 2 Block diagram of the proposed method. 

 
III. OBTAINED RESULTS 

 
The output of discussed research is the axisymmetric field 
model of the inductor. The converter has been supplied by the 
sinusoidal voltage with 10V of amplitude and 1kHz of 
frequency. In order to verify the results of conducted 
calculation the comparison between elaborated field model 
and one obtained in Comsol Multiphysics has been 
proceeded. In Fig. 3 and Fig. 4 the waveform of input current 
and displacement current distribution have been shown 
respectively.  

 
Figure 3. Inductor current ic waveforms  

 
Figure 4. Distribution of displacement current density in 
ferrite core at time of t = 0.92ms obtained by proposed 

approach 
 

In Figures 3 and 4 the waveforms and distribution are 
convergent. The levels of distortion in relation to Comsol’s 
waveforms has been calculated by means of SVD ratio and is 
equalled to 0.00614. 

 
IV. CONCLUSION 

 
In the work the new and effective method for analysis areas 
with the electromagnetic field and with contribution of 
induced eddy and dielectric displacement currents has been 
presented. The proposed approach has been briefly discussed 
and explained in form of simplified block diagram. Obtained 
results have been verified by means of commercial software 
Comsol Multiphysiscs. 
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 Abstract – In this paper, a new method to operate a rail launcher 
is described. The idea to use multiphase alternating current 
instead of direct current to drive a rail launcher has been brought 
up quite a while ago [1]. An interesting but not obvious feature of 
such an approach is that a constant acceleration force can be 
realized.  
However, in comparison to conventional launchers, the whole 
system has to be re-designed. The setup is more complex as more 
than two rails are required and an appropriate power supply has 
to be developed. 

 
I. GENERAL INFORMATION 

 
Electromagnetic rail launchers are used for the acceleration of 
macroscopic objects to high speeds. To that end, a sliding 
electric contact, named the armature, is placed between two 
conductive rails. If the rails are connected to an electrical 
power source, a current begins to flow from the source to the 
first rail, through the armature to the second rail and back to 
the source. Due to the current flow in the rails, a magnetic field 
builds up behind the armature. The interaction of this field with 
the current passing the armature leads to an accelerating 
Lorentz force. Usually, a payload is placed in front of the 
armature and therefore pushed towards the muzzle. A rail 
launcher for military applications is called railgun and uses 
direct current with amplitudes up to several MA corresponding 
to a GW power range. That allows for reaching output speeds 
of some km/s results for relatively short acceleration lengths. 
Typically, capacitor banks are used as power supplies. 
However, other applications have also been suggested such as 
space launch. In that context, a multiphase alternating current 
setup could be of interest. 

 
II. THEORY 

 
In order to theoretically describe a multiphase rail launcher, it 
is assumed that the driving currents are sinusoidal, have a 
constant effective value and a fixed phase angle to each other. 
In order to describe the system, it is convenient to use the 
complex notation for n phases  
 

ik = î ∗ sin(ω ∗ t + φk) = î ∗ sin (ω ∗ t + k − 1
n ∗ 2π) (1) 

 

 

 
Fig. 1: Schematic single phase diagram (exemplary for L1) of of a three 

phase rail launcher system. 
Fig. 1 shows the equivalent circuit of one phase of a three phase 
multiphase railgun. Using Kirchhoff’s second circuit law, an 
equation for the terminal voltage uk in general results: 
 

uk(t, x) = Rk,0 ik + R′ x ik + ⅆ
ⅆt Lk,0 ik + ⅆ

ⅆt ∑ Mk,l(x) il

n

l=1
 (2) 

 
Here and in Fig. 1, x represents the relative position of the 
armature. Rk,0 and Lk,0 represent the resistance and the 
inductance of the involved static conductors. The non-linearity 
of the system is due to the movement of the armature. The 
corresponding terms contain the resistance gradient of the rails 
R’ (similarly M’) and the sum of the induced voltages. 
Note that since a constant effective value of the currents (eq.1) 
is assumed, the voltage uk has to increase because x is 
monotonously increasing and therefore the same holds for the 
associated impedances. 
 
Although sinusodial alternating current is able to generate a 
~sin2 propulsion force, multiphase current causes a stationary 
force [1]. The following example demonstrates this for a three 
phase setup: 
 

F = ∑ 1
2 (L′ − M′) ik

2[t]
3

k=1

 

= 1
2 (L′ − M′) ∑(î sin[ω t + (k − 1)120°])2

3

k=1
 

(3) 

One can rewrite (3): 

F = 3
2 L′ î2 = 3 F

_
k (4) 
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III. TECHNICAL INFORMATION 
 

In this contribution, the development of a multiphase launcher 
prototype working at low power levels is described. If up-
scaled, a potential application could be the launch of satellites 
because in contrast to military applications, a compact design 
would not be required. On the other hand, the launch of 
satellites may require high initial speeds. Therefore, a modular 
setup allowing for more than one acceleration stage is 
considered. Indeed, the analysis of the electric behavior of a 
multiphase launcher does also lead to the conclusion that a 
modular setup is to be preferred (see terminal voltage eq. 2). 
Unlike in the case of a dc rail launcher (C-shaped), the 
armature of a three phase launcher would be Y-shaped. For 
such a structure, the centre of the driving force rotates on a 
circle [1]. By using extra rails for the returning conductors on 
both sides of one leg of the Y, this problem can be solved. The 
force now acts on the center of the armature. 
With regard to the power supply, it is planned to connect the 
launcher to the public power grid. Originally, the use of a 
converter e.g. a transformer to enable current multiplication 
was considered. The following picture shows a 2-D sectional 
view of of the current density in such a construction, based on 
a FEM-simulation: 

 
Fig. 2: Current density in a launcher with six rectangular rails 

 
The inhomogeneous current density distribution inside the rails 
(see Fig. 2, right side) is a negative aspect of that layout. It is 
caused by the rotary magnetic field due to the phase angles of 
the currents. To get rid of this effect by using other rail 
geometries proved to be difficult. However, it turned out that 
using an „augmented railgun” design can improve the current 
distribution. Note that the use of extra windings in an 
augmented setup helps to reduce the effect of the non-linear 
part of the system, because the overall impedance is less 
sensitive to x (eq. 2). 
The augmented setup design is characterized by using many 
extra windings (20-40) which are connected in series to the 
terminal clamps of the accelerator and are located in parallel to 
the rails in order to increase the magnetic field between them 
[3]. With a suitable dimensioning, it is possible to connect such 
an accelerator directly to the power grid. An additional device 
(e.g. a high-current-transformer) is no longer required. 
Instead of current multiplication the launcher works with force 
multiplication provided by the augmented field [2]. 
To develop a first experimental setup the mechanical forces 
caused by the magnetic field have to be estimated. The law of 
Biot and Savart helps to lay out the components and a CAD-
program is used to simulate the mechanical stresses acting on 
the components. For the optimization of the geometry, the 
method of the variation of the parameters was used. In this way, 

the most optimal structure for a maximum output speed can be 
determined using commonly available materials.  
The first experimental augmented multiphase rail launcher 
called „Trinity 1” is constructed as a module. It is possible to 
connect multiple modules behind each other. The following 
figure shows that first module and its projectile:  
 

 
Fig. 3: Front view of the initial module "Trinity 1" with the flange connection 

(left) and a projectile (right) 
 
That device uses a flange connection to connect more modules. 
Each one has its own arrangement of rails, independent extra 
windings and terminal clamps. The armature itself is the 
payload for a minimum weight of 25 g. It is made out of PLA 
plastics printed with a 3D-printer to save mass. The sliding 
contacts are made out of copper brushes in order to ensure both 
a low friction and a good electrical contact. 
This accelerator is designed for direct operation at the 230 V 
50 Hz power grid and for consuming a maximum power of 
approx 450 kVA. Note that specific care has to be taken to 
protect the public grid against possible experimental failures. 
The first experiments were successful. The shot does not 
damage the armature or the rails and the measurement data are 
within the expected parameters. The speed reached is above 
30 m/s at a 0.5 m long length of the active part of the 
accelerator. 
 

IV. CONCLUSIONS AND OUTLOOK 
 
As theoretical considerations presented here show, it is 
possible to generate a constant acceleration force using 
multiphase alternating current railgun. The use of augmenting 
static field coils allows to connect the launcher directly to the 
power grid. This is because the field augmentation reduces 
non-linear effects and also allows to decrease the amplitude of 
the driving current. After leaving the launcher an arc discharge 
forms behind the armature. A lower current amplitude helps to 
avoid damages. The theoretical models are confirmed by the 
experimental results. The deviations from the expected speed, 
taking friction into account, are less than 5 %.  
Trinity 1 is the first module of a series of three. The goal is to 
explore the system performance of a multi-modular setup. 
Currently, the focus is set on the transfer section between two 
modules. The full paper will contain experimental results 
obtained with one stage and supporting the theoretical 
considerations made above. 
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Abstract – The paper proposes an analytical method for 
determining the nonlinear dependence of the inductance of the 
magnetization circuit of electric machines on the current.  
The method is based on the equations of power balance, which 
makes it possible to more correctly take into account the physical 
phenomena occurring in an electric machine. The accuracy of the 
method proposed in the digest was assessed by the example of 
calculating the inductor magnetization curve. 

 
I. INTRODUCTION 

 
The electric machines (EM) wear and repair result in a 

deterioration in their operation characteristics. The thermal 
state of EM is one of the main factors influencing its 
reliability. It, in turn, is determined by a number of physical 
processes in the magnetic circuit, which causes changes in 
EM parameters.  

Until now, as a rule, the saturation of EM electrical steel 
has been taken into account by indirect methods based on the 
mathematical description of the steel magnetization curve, 
which is normalized by the manufacturer. However, after EM 
repair, the use of this method is incorrect, as during operation 
the properties of electrical steel change. Changing the steel 
magnetization curve and the nonlinearity of the inductive 
resistance of the magnetization circuit because of EM long-
term operation and repair is one of the issues that requires 
additional analysis and mathematical description [1, 2]. 

Therefore, the purpose of the paper consists in the 
development of an analytical method for determining the 
nonlinear dependence of the inductance of the magnetization 
circuit on the current using an energy approach. 

 
II. THEORETICAL PROVISIONS 

 
Consider the following method of refined calculation of 

inductance dependence on current based on the known 
voltage and current signals. 

Let us assume the dependences of voltage ( )u t , current 
( )i t  and power ( )p t   in the following form, respectively: 
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where index 0 means the constant component of the signal, 
index a  – the cosine component, index b  – the sine 
component, indices , ,n m k  – the numbers of the harmonics 
of voltage, current and power, respectively. 

The formula for inductance can be represented as follows: 
 0( ) ( )trL t L L t  ,  (4) 

where 0L  – inductance in the unsaturated state; ( )trL t  – the 
dependence of the inductance variable component on time. 

Since the variable component of the inductance at the 
initial moment of time (t = 0) must be equal to zero, it can be 
represented by a trigonometric polynomial of the following 
type:  

1 1
( ) cos(2 ) sin(2 ) ,tr pa pa pb

p p
L t L L p t L p t

 

 
         (5) 

where p  – inductance harmonic number, paL  and pbL  – 
the amplitude values of inductance for the p-th harmonic of 
the cosine and sine components, respectively. 

When considering processes with nonlinear elements by 
traditional methods, in particular, using Kirchhoff's law, the 
number of unknowns requiring determination exceeds the 
number of possible voltage balance equations [3]. Therefore, 
to determine the required parameters, it is advisable to use the 
equations of power balance. 

For the easiness of reasoning, consider the simplest 
equivalent circuit (Fig. 1), which consists of a voltage source 

( )u t , resistance r , constant 0L  and variable ( )trL t
components of inductance. 
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Fig. 1. Induction coil equivalent circuit 

 
The instantaneous power of the circuit elements equals, 

respectively: 
 voltage source:  
    0( ) ( ) ( ) cos sin ;i i kai kbip t u t i t P P k t P k t      (6) 
 resistance:  
    2

0( ) ( ) cos sin ;r r kar kbrp t i t r P P k t P k t      (7) 
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 the power of the constant component of inductance: 

 
   

   
0( )

cos sin ;

L

kaL kbL

di t
p t L i t

dt
P k t P k t

  

    
 (8) 

 the power of the variable component of inductance: 

 
   

( ) ( )( ) ( ) ( ) ( )

cos sin .

tr
L tr

kaL kbL

dL t di tp t i t i t L t
dt dt

P k t P k t

    
 

  
 (9) 

where 0iP , 0rP , 0LP , 0LP  – the constant components of 
instantaneous power, and ikaP , ikbP , karP , kbrP , kaLP , 

kbLP , kaLP , kbLP  − the cosine and sine amplitude 
components of the k-th harmonic of the power function 
respectively of the source, resistance, constant and variable 
component of the inductance. 

According to [3] the equation of power balance for the 
circuit (Fig. 1) can be presented as follows: 

 ( ) ( ) ( ) ( ).i r L Lp t p t p t p t     (10) 
Taking into account expressions (2), (5), based on 

expression (10) we create a system of equations for finding 
the harmonic components of the variable inductance ( )trL t  
based on the following provisions. The constant component 
of power consists of the terms of expression (10), which have 
no multiplier cos  or sin .  The cosine component consists of 
the terms of expression (10) with factor cos  when the 
frequencies of the right and left are equal: 

2 2 , 2 , 2 .k m p k m k p     The sinusoidal component 
consists of the terms of expression (10) with factor sin  when 
the frequencies of the right and left are equal 

2 2 , 2 , 2 .k m p k m k p     
In general, the system of equations has the form: 
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 (11) 

The solution to this system of equations is the coefficients 
of harmonic components ( )trL t , which makes it possible  
to determine ( )L t  according to (4). 

 
III. MODELING RESULTS AND CALCULATIONS 

 
As an example for a simple electric circuit containing an 

inductor with resistance r = 0.312 Ohm and inductance in the 
unsaturated state L0=0.0874 Gn, we calculate the nonlinear 
characteristic L(t).   The correctness of the method is verified by the 
coincidence of the calculated nonlinear dependence L(t) with 
the given one L´ (t). 

We set an arbitrary nonlinear dependence  L i  by a 
power polynomial of the form: 

  2 4 6 8 10
0 1 2 3 4 5 ,L i a a i a i a i a i a i            (12) 

where 0 5a a  – the approximation coefficients equal to: 

0 0.0874a  ; 4
1 9,5 10a    ; 5

2 1,4 10a   , 7
3 6,6 10a   ; 

9
4 7,1 10a    ; 11

5 2,5 10a   . 
Substituting ( )i t  instead of i in expression (10), we obtain 

time dependence  L t  (Fig. 2, curve 1): 

  2 4 6 8 10
0 1 2 3 4 5( ) ( ) ( ) ( ) ( ).L t a a i t a i t a i t a i t a i t       (13) 

 

( ),  ( ),  L t L t H
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2

 
Fig. 2. Inductance dependence on current: 1 - set arbitrary dependence;  

2 - calculated dependence, as a result of solving the system of equations 
 

Also, for a given voltage value ( ) 2 80cos( )u t t  , we 
calculate the current flowing through the circuit with the coil. 
At the same time there is a distortion of the form of the 
current signal sinusoid. We perform a return operation – 
finding the magnetization inductance dependence  L t  on 
current based on the set dependence of a voltage signal and 
the received current signal. According to (10), we compose a 
system of equations for finding the amplitude values of the 
inductance harmonics of expression (5) taking into account 
the current harmonics of the largest amplitude  
( 1 6.872I  , 3 1.442I  , 5 0.331I  , 7 0.154I  , 9 0.227I  ).  

The assessment of determination coefficient 2R  was used 
to verify the adequacy. For the given inductance dependence 

( )L t  on current 2 96,3 %R   (Fig. 2), which confirms the 
correctness of the offered method for calculating inductance 
dependence on current. 

 
IV. CONCLUSIONS 

 
A method for determining the dependence of the 

inductance of the magnetization circuit on current, based on 
the power balance equation, has been proposed. Its feature 
consists in taking into account the current harmonic 
components that appear in the circuit due to the presence of a 
nonlinear element. The proposed method makes it possible to 
accurately determine the nonlinear dependence of the 
magnetization curve of the magnetic circuit steel through the 
time dependences of the circuit voltage and current and to 
assess the state of the magnetic system of electric machines 
with a long service life. 
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Abstract - This paper presents two low-frequency topo-
logical transformer models of a three-limb 50 kVA trans-
former, manufactured with grain-oriented electrical steel
sheets. One model is based on the inductance-reluctance
analogy and the second models uses the capacitance-
permeance analogy. A special saturation measurement
with AC and DC is used to parameterize the rate-
dependent Jiles-Atherton (JA) hysteresis model, used in the
inductance-reluctance analogy model. The rate-dependent
hysteresis model (ReCap) in the capacitance-permeance
analogy model is implemented by using voltage controlled
voltage and current sources. The hysteresis model parame-
ters are identified by means of an optimization problem for
the special saturation test. The derived models are validated
with the standard no-load test.

I. INTRODUCTION

Electromagnetic power transformer models are used to
study the transformer interaction with the connected grid and
the transformer transient behaviour. However, the technical
challenge of power transformer modelling is the quality and
availability of the transformer data. We present a modelling
approach including the transformer hysteresis, based on a
supplement DC hysteresis measurement. The approach is tested
with two transformer topology models, using the capacitance-
permeance [1], [2] and the inductance-reluctance (principle
of duality) [3] analogy. Both topology models are validated
with standard no-load measurements and a saturation test on
a three-limb 50 kVA power transformer. The data from the
standard transformer factory acceptance test (FAT) are used
to parameterize the topology models. The supplement AC
saturation test [4] is used to validate the transformer model
during saturation.

II. TRANSFORMER EQUIVALENT CIRCUIT MODELS

The representation of electric and magnetic circuits in the
electrical domain, is frequently used to analyze the circuit
in one simulation environment. An equivalent circuit can be
derived by applying the capacitance-permeance analogy (sec-
tion II-A) or the reluctance-inductance analogy (section II-B).

A. Capacitance - Permeance Analogy
In the capacitance-permeance analogy, the electric and mag-

netic domain are linked with a gyrator. This component is
governed by

I1 = GV2 & I2 = GV1, (1)

where G is the reciprocal of the number of turns per winding,
I and V the corresponding currents and voltages. Using the
analogies from Tab. I, an electric equivalent circuit of the
magnetic circuit can be derived and interfaced with the gyrator
[1]. The hysteresis of the core paths is modeled as nonlinear
capacitance with the following relation:

ϕ̇ = P(F)
dF
dt

−→ ϕ = P(F)F , (2)

where ϕ is the magnetic flux, ϕ̇ is the flux rate, F is the mag-
neto motive force (mmf) and P is the permeance. Dissipating
losses are modeled as a resistance according to Eq. 3.

Ploss = ϕ̇2Rm. (3)

TABLE I: Capacitance-permeance analogy between electric
and magnetic circuits

Magnetic Circuit Electric Circuit
mmf F A Voltage v V
Flux rate Φ̇ V Current i A
Permeance P = 1/R H Capacitance C F
Flux Φ =

∫
Φ̇dt Wb Charge q =

∫
idt C

Power P = F Φ̇ W Power P = vi W

B. Inductance - Reluctance Analogy

Magnetic and electric networks are transformed into the
respective other domain using corresponding dualities given
in Tab. II. The transmission ratio of a transformer can be
considered using an ideal transformer with different number
of turns. This analogy can be applied to planar networks. This
holds true if the transformer under investigation has not more
than three windings per limb, if all flux paths are considered
[3].

III. DC HYSTERESIS AND AC SATURATION TEST

The terminals voltage and current response of three-phase
three- and five-limb power transformer differ from single-
phase transformers. The reason is the mutual coupling of the
three phases. The mutual coupling between the phases can be
reduced to a minimum, using the measurement setup depicted
in Fig. 1a. Exciting the transformer via the terminal connections
1U and 1W results in the flux paths indicated in blue and red
in Fig. 1a. The flux in the middle limb vanishes and the mutual
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TABLE II: Inductance - reluctance analogies between electric
and magnetic circuits

Magnetic Circuit Electric Circuit
mmf F A Voltage v V
Flux rate Φ̇ V Current i A
Reluctance R H-1 Inductance L H
Power P = F Φ̇ W Power P = vi W

(a) Schematic of AC saturation
(red box) and DC hysteresis
(green box) test

(b) Current and voltage
waveform during DC hysteresis
test

Fig. 1: Measurement setups and measured waveforms

coupling between the phases is reduced to a minimum. This
setup assumes a homogeneous flux density in the yokes and
limbs, which is an acceptable assumption if the flux density
in the transformer under investigation is below 1.95 T. This
flux density level was evaluated using the validated models
presented in [5].

A. DC Hysteresis Measurement

For the DC hysteresis test, three voltage steps with reversal
polarity are applied to the transformer terminals (Fig. 1b),
whereas the current is limited to a predefined value. The mea-
sured terminal current and voltage waveforms are recalculated
to a Ψ-I characteristic or Φ-I characteristic.

B. AC Saturation Test

For the AC saturation test, the windings on the outer two
limbs of the three-limb transformer are energized with a 50 Hz
sinusoidal voltage. The voltage on terminals 1U and 1W are
180◦ phase-shifted. The voltage amplitude was chosen to be

(a) Φ-I from saturation test (red)
and scaled Φ-I from DC
hysteresis test

(b) Simulated and measured
phase currents from the AC
saturation test [5]

Fig. 2: Hysteresis characteristics and saturation test
waveforms

111 % (415 Vpeak/phase) of the maximum rated phase voltage.
The corresponding measured current waveforms are presented
in Fig. 2b.

IV. MODEL VALIDATION

The measured current waveforms from the AC saturation
were successfully used in [5] for the parameter identification
of two transformer models, including the transformer core
hysteresis. Nevertheless, the AC saturation test can rarely be
conducted on large power transformers. To bridge that gap,
the DC hysteresis is used to measure the transformer core
characteristic for the parameter identification of the transformer
core hysteresis model. Two hysteresis models, the JA and
the ReCap model, are compared using the current waveforms
and the fundamental active and reactive power demand from
laboratory measurements as reference. As depicted in Fig. 2a
(blue characteristic) the measured current of the DC major loop
can be scaled with the rated frequency (50/60 Hz) as scaling
factor to its 50 Hz-equivalent. The existing deviation between
the scaled DC hysteresis and AC hysteresis characteristic could
be caused by the winding capacitance, turning the hysteresis
characteristic counterclockwise. It should be noted that the
eddy current and excess losses can not be captured by the
DC hysteresis test. The losses can be fit to the no-load losses
with two model parameters.

V. CONCLUSION

In conclusion, two topology-corrected electric transformer
models have been parameterized to a 50 kVA three-limb power
transformer with data from the standardized transformer FAT.
To include the hysteresis of the transformer core material, an
AC saturation test was successfully used for the hysteresis
parameter identification. This approach was further developed
using a DC hysteresis test. The DC hysteresis characteristic
can be measured with a portable transformer test device.
This enables utility owners and manufacturers to study the
interaction between the transformer and the surrounding grid,
without the need of complex and time consuming models.
Further research will focus on the application of the modeling
approach in other transformer core types and on the application
range of the derived models.
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Abstract—This paper formulates a continuum model for foil
windings with thin foils and develops analytical solutions therefor.

I. INTRODUCTION

Foil windings are used in inductors [1, 2], magnet systems
and transformers [3, 4] (Fig. 1a). They are preferred over
wire windings or Litz-wire windings because of their better
thermal properties, higher fill factor, lower resistance and
easier construction [5]. Many analytical models have been
developed for foil windings. General approximate formulae
for eddy currents in wire windings apply in certain cases [6].
Mostly, however, specialized analytical models are due [1, 7].

Standard finite-element (FE) simulators can deal with
massive conductors (bars) and filamentary wire windings. A
fully correct FE model for foil windings, however, requires the
individual turns to be treated as bars, which requires them to be
resolved by the FE mesh (Fig. 1b). For models with several
foil windings, each having dozens of turns, this would lead
to unmanageably large FE meshes. In [8], as an alternative,
a continuum model for foil windings with thin foils and an
according FE solver have been proposed. Until now, analytical
solutions for this continuum model do not exist, although
they may be extremely valuable for fast prototyping of foil
windings that exhibit a substantial eddy-current redistribution
in the foil’s plane directions.

II. CONTINUUM MODEL

The continuum model is valid when the foil thickness is
smaller than the skin depth. Consider a cylindrical foil winding
with Nfoil turns, a radial and axial extend (r, z) ∈ [r1, r1 +
a] × [0, b], excited by a current ifoil with angular frequency
ω = 2πf and frequency f . The magnetic field is described
by the magnetic vector potential A⃗ = Aφ(r, z)e⃗φ solved from
the partial differential equation (PDE)

∂

∂r

(
1

r

∂(rAφ)

∂r

)
+

∂2Aφ

∂z2

− ξ2

(
Aφ − 1

b

∫ b

0

Aφ dz

)
= −µNfoil

ab
ifoil , (1)

with µ the constant permeability, σ the constant conductivity
and ξ =

√
ȷωσµ the Helmholtz constant, related to the skin

depth δ =
√

2
ωσµ by ξ = (1 + ȷ) /δ.

(a) (b)

Figure 1: (a) Geometry and (b) FE mesh of a pot transformer
with a wire winding (red, outer coil, high-voltage side) and
foil winding (orange, inner coil, low-voltage side).

III. ANALYTICAL SOLUTION

Here, only the analytical solution for the axisymmetric case
is sketched. The PDE is solved by separation of variables,
giving rise to two families of solutions, being products of
harmonic functions in one and hyperbolic functions in the
other direction. Along r, Bessel functions of first order arise.
Along z, a Fredholm integrodifferential equation of second
kind appears and lead to function sets which are particular for
the foil-winding case. For the example of magnetic and electric
boundary conditions (BCs) at z = 0 and z = b, respectively,
an orthogonal set of harmonic functions of the form

cos (gmz)− cos (gmb)

1− cos (gmb)
(2)

is found. The factors gm are found numerically as solutions
of the transcendental equation

tan (gmb)

gmb
= 1 +

g2m
ξ2

. (3)

The separation constants are k2m = g2m + ξ2. The hyperbolic
solutions of the Fredholm integrodifferential equation with a
magnetic BCs at z = 0 read

cosh (gmz) +
ξ2

k2m

sinh (gmb)

gmb
. (4)

The coefficients of the obtained series are determined by
enforcing the boundary and interface conditions by the
weighted residual method, exploiting the orthogonality of the
constructed function sets.

IV. EXAMPLES AND CONCLUSIONS

The new analytical modelling technique is used to study
three examples. All results have been verified against FE
simulation results exploiting the method presented in [8].
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(a) wire (0◦) (b) wire (30◦) (c) wire (60◦) (d) wire (90◦)

(e) foil (0◦) (f) foil (30◦) (g) foil (60◦) (h) foil (90◦)

(i) bar (0◦) (j) bar (30◦) (k) bar (60◦) (l) bar (90◦)

Figure 2: Magnetic flux lines in the xy-plane of a
wire winding, foil winding (wound in x-direction) and
massive bar submersed in an external magnetic field B⃗ =

Bhom(cosα, sinα, 0), α ∈ {0◦, 30◦, 60◦, 90◦}.

1) The solution for a cartesian foil winding with square cross
section wound in x-direction, submersed in a homogeneous
magnetic field B⃗ = Bhom(cosα, sinα, 0) and without
current (ifoil = 0) is compared to the solutions for a
wire winding and a massive bar in Fig. 2. The magnetic
flux is not affected by the presence of the wire winding.
The massive bar expels the flux in all directions. The
foil winding expels the flux in y-direction and allows
penetration thereof in x-direction.

2) The impedances of four cylindrical winding configurations,
mounted in an infinitely permeable slot, open at z = b, are
compared in Fig. 3. The orientation of the foil (Fig. 4)
causes the tube- or disk-type foil winding to behave as a
massive bar or wire winding, respectively.

3) The magnetic flux lines for cylindrical coils mounted in
a pot inductor with air gap [9] are compared in Fig. 5.
For this model, series expansions are set up for the
air-gap domain and the upper and lower coil domains, and
are coupled by interface conditions. This is particularly
challenging for the tube-type foil winding case, where
currents migrate between the upper and lower domains.

The analytical solution of the continuum model for foil
windings necessitates the construction of specific function sets.
The analytical models allow to study foil windings, e.g., at
elevated frequencies and within particular configurations.
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Figure 5: Magnetic flux lines for four different coils mounted
within a pot inductor with air gap (left domain), coil (right
domain), axis (most left line), highly permeable yoke (top and
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 Abstract – This paper presents a novel approach for considering 
saturation effects within a multiple coupled circuit model for 
induction motors. The nonlinear effects of saturation are integrated 
into the modeling by means of a saturation curve depending on 
individual currents. A method for determining the parameters of 
the saturation curve is presented, which is mainly based on its 
practical suitability for industrial applications. The approach uses 
the differential evolution algorithm in combination with 
measurement data from the start-up process of an induction motor. 

 
I. INTRODUCTION 

 
Monitoring and early diagnosis of faults in electrical drives 

are important tasks in industry to ensure smooth and reliable 
operation of machines. In the context of fault monitoring, the 
modeling of electrical machines in different fault conditions 
plays a major role. Analytical model approaches are usually 
chosen for this purpose, since numerical simulations using the 
finite element method (FEM) justify their high cost only for 
special machines. An analytical approach, on the other hand, is 
both flexible and transferable, making it ideally suited for 
practical applications in industry. However, analytical models 
often fail to consider the effects of magnetic saturation due to 
simplifying assumptions. Yet, consideration of saturation is 
necessary to model fault cases, since fault conditions are 
characterized by nonlinear, dynamic effects. 

 
II. STATE OF THE ART 

 
A classical model approach for the calculation of fault cases 

in induction motors is the multiple coupled circuit model [1]. 
This model is based on electrical as well as magnetic parameters 
and enables the dynamic simulation of electrical machines. The 
calculation of electrical faults in the stator (e.g. winding short 
circuit) and in the rotor (e.g. broken bar) is possible [2]. Thereby, 
using the Winding Function Method (WFM) with knowledge of 
the basic geometry as well as the winding distribution, the self 
and mutual inductances M can be calculated in an analytical 
way [3].  An extension called Modified Winding Function 
Method (MWFM) allows the consideration of a variable air gap 
thickness and thus the calculation of mechanical faults such as 
eccentricities or bearing faults [4]. 

In the classic version of this modeling, saturation is not 
considered, it is a strictly linear model. Different approaches 
exist to include nonlinearity in the multiple coupled circuit 
model. One possibility is to use a constant factor that scales the 
inductances at the current operating point according to the 
saturation [5]. However, this only equals a linearization around 
a certain operating point and does not reproduce nonlinearity. An 

alternative approach is to model the influence of saturation by a 
fictitious increase of the air gap [6-7]. For this purpose, a third 
harmonic component is added to the existing air gap in the 
modeling, which reflects the local distribution of the magnetic 
flux density.  Despite the nonlinear consideration, this approach 
has the disadvantage that the flux distribution only is valid in the 
case of the healthy state and not in fault cases such as short 
circuits. Another approach is to separate the inductances M(φ,i), 
which in reality are current- and angle-dependent, into angle-
dependent inductances M(φ) and current-dependent saturation 
functions μeff(i) [8]. In general, such a saturation function 
describes an effective magnetic permeability as a function of the 
current and is considered as a characteristic curve. 
 

III. GENERAL APPROACH 
 

In our approach, the multiple coupled circuit model serves 
as the basis for the simulation of the induction motors and is 
extended with an adjusted concept of the saturation curve. For 
practical applicability, the method determines the saturation 
curves based on the optimization algorithm differential 
evolution using measurement data from the start-up process 
and the multiple coupled circuit model. The algorithm derives 
and optimizes the parameters of the saturation curves by a large 
number of simulations of the model in an iterative process.  
 
A. Modeling of basic machine   
 

For the description of the electrical behavior of the induction 
motor with the multiple coupled circuit model, the respective 
resistances R, leakage inductances L and self and mutual 
inductances M(φ) of the stator and rotor circuits are significant: 

 
 

(1)  
 
 

 
In this basic model, the assumption is that the self and mutual 
inductances M(φ) depend only on the rotation angle φ. The 
inductances are calculated via the Winding Function Method. 
 
B. Modeling of saturation effects 
 

So far, the modeling does not include the influence of 
nonlinearity. Using the saturation curve, a practicable way is 
provided to implement the nonlinear saturation behavior into 
the modeling. While in [8] the saturation curves are calculated 
by extensive FEM analyses for the individual circuits, in this 
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method a further simplification is introduced. Overall, the 
saturation is represented by only two saturation curves, one for 
the currents in the stator and one for the currents in the rotor. 
Due to the comparable magnetic conditions, the saturation 
behavior is assumed to be approximately identical for all stator 
circuits, as well as for all rotor circuits among each other.  

An analytical description of the saturation curve is essential. 
This is the only way to integrate it into the modeling and to 
determine the associated parameters in the optimization 
process. As can be seen in Fig. 1, the saturation curve is 
assumed equivalent to the behavior of a low-pass filter like 
in [8]. It is described by the following equation, which is valid 
for stator and rotor with the magnetic permeability in the 
unsaturated state μeff,0 and the delay constant κ. In principle, 
this equation is applicable to all types of electrical machines: 

 
  (2) 

 
 

By introducing the current-dependent saturation curve μeff(i), 
the inductance matrix from equation 1 is extended: 

 
   (3)  
 

 
 Fig.1. Possible shape for the effective magnetic permeability from 

measurement (solid) and analytical function (dashed) 
 
C. Parameter identification with differential evolution 
  

The differential evolution algorithm enables the 
identification of the parameters for the saturation curve.  It is a 
metaheuristic with a small number of hyperparameters, which 
makes the algorithm very robust and transferable to many 
applications. Parameter optimization of nonlinear and non-
derivable problems is possible [9]. The quantities to be 
optimized are the magnetic permeability in the unsaturated 
state μeff,0 and the delay constant κ, separately for stator and 
rotor. The mean squared error (MSE) between the measured 
and simulated stator currents serves as fitness function for the 
algorithm. The data is obtained from a measurement of the 
start-up process, which contains the necessary information 
about the nonlinear saturation behavior. The standard 
hyperparameters of the algorithm are the differential weight 
(F = 0.95) as the amount of variation of individuals from the 
population and the crossover probability (CR = 0.7) by which 
individuals are varied or persist. The size of the population is 
25 and the number of iterations is 100. In Fig. 2 the simulated 

courses for the stator currents from the linear modeling and the 
nonlinear, optimized modeling are compared with the 
measurement data. The agreement between the real behavior and 
the optimized model for the startup-current in stator phase A is 
high with a MSE of 4.76, while the linear modeling cannot 
reproduce the nonlinear behavior with a MSE of 5.82. 

 
 Fig.2. Stator current in phase A of the start-up process for measurement 

(blue), optimized model (orange) and linear model (green). 
 

IV. CONCLUSION 
 

By extending the multiple coupled circuit modeling of the 
induction motor with an adjusted concept of the saturation 
curve, the influence of nonlinearity can be reproduced. For the 
parameterization of this characteristic curve, measurement data 
from the start-up of a motor are successfully used in 
combination with the differential evolution algorithm. With 
very low effort, the nonlinear behavior of the machine can be 
modeled very well. This approach is advantageous over FEM 
simulations or additional measurements for parameterization, 
which take up a lot of time and effort. Especially in the context 
of fault monitoring and diagnosis, this approach is well suited 
to take into account nonlinear effects. 
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 Abstract - This paper proposes a novel method using a vibration 
signal to detect demagnetization based on Variational Autoencoder 
(VAE) and Linear Discriminant Analysis (LDA). According to the 
extracted results from the confusion matrix, it is determined that 
this method has a valuable ability to detect demagnetization with 
different severity. Besides, this method, unlike the techniques 
presented in the past, retains its ability to detect at different speeds 
and loads. It has a better training time and classification accuracy 
than machine learning methods, especially in big data. 
 
 

I. INTRODUCTION 
 

 Demagnetization is one of the non-linear defects in 
permanent magnet machines causing the reduction in the 
linkage flux of machines and non-uniform magnetic force. The 
excessive heat of the machine, improper ventilation, and high 
current passing through the windings of the electric machine 
are some of the reasons for demagnetization happening in 
electric machines. Fig.1 shows the B-H curve of a permanent 
magnet. As shown in Fig.1, when the machine's operation point 
(a) changes because of changing machine’s load, it is possible 
that the operation point of the magnet moves below the knee 
point (b), and does not return back. Therefore, irreversible 
demagnetization happens. 

Fig.1. Demagnetization curve by changing the working point of the 
machine 

 
Techniques such as Fast Fourier Transform (FFT), Short-time 
Fourier Transform (STFT), and Wavelet are among the 
processes that each have drawbacks in diagnosis [1]. FFT has 
no outstanding ability in the non-stationary state where the 
variance and mean of data change. STFT has a better 
performance than FFT, but it has some drawbacks, such as 
finding a proper window for different signals in different 
conditions. Wavelet uses translating and scaling functions on 
the mother wavelet to apply real-time signals to extract the 

crucial features. However, this method has various drawbacks, 
such as finding a proper mother wavelet for analysis and 
finding the appropriate decomposition level is hard. 
 Motor Current Signature Analysis (MCSA) is one of the 
essential industrial methods to detect partial demagnetization 
[2]. However, this method is not efficient in detecting uniform 
demagnetization due to the symmetrical feature of this fault. 
Uniform demagnetization is when all the permanent magnets 
of the machine are demagnetized equally. Also, the methods 
based on investigating the distribution of energy in a time-
frequency frame are proposed. A method such as Winger-Ville 
Distribution is a standard method presented in this domain [3]. 
However, the most significant drawbacks of this method are 
the duplication and confusion of data in the distribution. Also, 
the Empirical Mode Decomposition (EMD) is proposed to 
compensate for the problem of the Hilbert transform, which 
does not have a good ability in the stationary signal. This 
method has two significant drawbacks as final effect and 
combinations of scenarios in screening [4]. In this research 
work, a new approach based on deep learning neural networks 
is proposed to get better classification accuracy than the 
previous methods and allowing analysis of a high amount of 
data. 
 
 

II. METHOD 
 
Variational Autoencoder (VAE) is a method that reduces data 
dimensionality and reconstructs data again. Also, this method 
is accounted as the generative methods such as Generative 
Adversarial Networks (GANs) because of producing new data 
in its structure. 
 This method has three critical parts; encoding, hidden layer, 
and decoding sections. Fig.2 shows the construction of VAE 
entirely. In the encoder section, the data is entered into the 
network then, using successive layers, the dimension is 
reduced. According to each new data coming to the last layer 
of the encoding network, new data is estimated based on 
Gaussian distribution in the hidden layer. The estimated data is 
reconstructed using successive layers. Then, the error is 
calculated, and the network coefficients are updated according 
to the difference between input and reconstructed data. 
Consequently, the bias and weights coefficients are updated 
using the ADAM optimizer, and backpropagation method. In 
the structure of VAE, there is a softmax classifier for 
evaluating the performance of the network in classifying data. 
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The loss function for variational auto-encoder is defined as 
follows: 

Fig.2. Variational Auto-Encoder scheme 
 
In equation 1, x and x̂ are the input data and reconstructed data, 
respectively. To find the best features for enhancing the 
separability of classes, Linear Discernment Analysis (LDA) is 
used. The main goal of LDA is finding the best situation to 
separate when the mean of each class is located as far as 
possible, and their distributions are as small as possible. This 
objective function can be proposed for two classes as follows: 

 

J(w) =
|μ1̃ − μ2̃|2

S1
2 + S2

2  

 

(2) 

In equation (2),  𝜇𝜇1 and  𝜇𝜇2 are means of classes, and also 𝑆𝑆1, 𝑆𝑆2 
are the scatter matrices of classes. In this research work, a           
1 kW permanent magnet synchronous machine is used for 
implementing faults in different states as shown in Fig.3. 
Besides, a data acquisition system is used to record vibration 
data. The GRID V100-8Q Graphical Process Unit (GPU) card 
is used to analyze data in this project. The different scenarios 
are considered to evaluate this method's ability to use vibration 
signals. The various fault severity is simulated and 
implemented in the experimental test with replacing different 
magnet. In this research, the 12 demagnetization fault classes 
and one normal class are considered. In this research work, the 
data is divided into 70% train and 30% test dataset. Besides, 
the collecting data is done with a 16 kHz sampling rate over 5s. 
 

  
 

Fig.3. Experimental setup 
 

II. RESULTS 
 
This section shows the results of implementing VAE and LDA 
on extracted data. The best way to show the ability of this 

method to separate different classes is a confusion matrix to 
show the ability of the proposed method in detecting different 
classes. As illustrated in Fig 4, the confusion matrix of the 
vibration signal has a 94.15% average accuracy. The training 
time for 1,040,000 data samples is 00:37.1". It can be seen the 
method has the improper performance to detect the faults in 
classes 3 and 10. 

Fig.4. Confusion matrix for vibration sensor 
 
However, when the LDA is used, the confusion matrix has the 
valuable ability, and the network can detect all classes with 
100% classification accuracy. It can be helpful to denote that 
the network has a slower training time with 01':25.2" 
compared to the VAE without pre-processing. Also, in this 
research, the combination of VAE and LDA is implemented 
for different speeds and loads. The results show that this 
method has an outstanding performance with 98% average 
accuracy for the combination of speed from 20% to 120% and 
from no load to 120% load. Therefore, this method can be 
applicable for a wide range of speeds and loads.  
It is found that the combination of VAE and LDA has an 
excellent capacity compared to machine learning methods such 
as the K-Nearest Neighbors (KNN) algorithm, Naïve Bayes 
(NB), decision tree, and Random Forest (RF) in the accuracy 
index. However, machine learning methods have a better 
performance than the proposed method in training time for 
small-size data. Also, when the data size starts to grow, the 
training time and accuracy of the proposed method are better 
than machine learning methods. 
 

REFERENCES 
[1] Quseiri Darbandeh, Pedram, Mohammad Ardebili, and Mahdi Aliyari 

Shoorehdeli. "Demagnetized Magnet Diagnosis in a Double-Layer 
Winding Permanent Magnet Synchronous Machine using Wavelet Packet 
Transform." Computational Intelligence in Electrical Engineering (2021). 

[2] Faiz, Jawad, and Ehsan Mazaheri-Tehrani. "Demagnetization modeling 
and fault diagnosing techniques in permanent magnet machines under 
stationary and non-stationary conditions: An overview." IEEE 
Transactions on Industry Applications 53.3 (2016): 2772-2785.. 

[3] V. Climente-Alarcon, J. A. Antonino-Daviu, M. Riera-Guasp, and M. 
Vlcek, "Induction motor diagnosis by advanced notch FIR filters and the 
Wigner–Ville distribution," IEEE Transactions on Industrial Electronics, 
vol. 61, no. 8, pp. 4217-4227, 2013.  

[4] Chen, Yong, et al. "Faults and diagnosis methods of permanent magnet 
synchronous motors: A review." Applied Sciences 9.10 (2019): 2116. 

 
Loss = ‖x − x̂‖2 

 
(1) 

En
co

de
r 

D
ec

od
er

 

In
pu

t d
at

a 
(𝑥𝑥

) 

R
ec

on
st

ru
ct

ed
 

da
ta

 (𝑥𝑥
) 

H
id

de
n 

La
ye

r 

PMSM Vibration sensors 

D
ata A

cquisition 
card 



32

XXVII Symposium · Electromagnetic Phenomena in Nonlinear Circuits
June 28 – July 1, 2022 · Hamburg, Germany

ELECTRIC FIELD ANALYSIS OF HIGH VOLTAGE 
DISCONNECTORS AT COMPOSITE VOLTAGE WITH  

FINITE ELEMENT METHODELECTRIC FIELD ANALYSIS OF HIGH VOLTAGE DISCONNECTORS 
AT COMPOSITE VOLTAGE WITH FINITE ELEMENT METHOD 

 
 
 

Mirac Yazici*, Özcan Kalenderli, Mehmet Murat Ispirli 
 

*Istanbul Technical University, Electrical Engineering Department 
Maslak, 34469 Istanbul, Turkey, e-mails: yazicimirac1@gmail.com , kalenderli@itu.edu.tr 

 

Marmara University, Electrical-Electronic Engineering Department, 
Maltepe, 34584, Istanbul, Turkey, e-mail: mispirli@marmara.edu.tr 

 
 

Abstract – In this study, the effects in terms of electric stress of 
composite voltages on high voltage disconnectors were 
investigated. As the disconnector model, a single-phase center-
break disconnector was considered. In order to examine the effects 
of composite voltages on high voltage disconnectors, a model is 
defined in the COMSOL Multiphysics program. After the 
application of composite voltage to the disconnector, electrical 
potential and electric field distributions were obtained. It has been 
observed that the maximum electrical potential and the maximum 
electric field strength values on the disconnector are higher when 
composite voltage is applied to the disconnector. 

 
I. INTRODUCTION 

 
High voltage systems are needed for the efficient use of 

electrical energy. Various devices and equipment are required 
for the safe operation of high voltage systems. It is essential 
that such devices and equipment can be used conveniently 
and safely in high voltage systems [1]. For this reason, the 
conditions that the devices and equipment will be exposed to 
must be determined in advance and tested, whether they can 
withstand these conditions. However, sometimes these tests 
cannot include every condition faced at the real application. 
One of these conditions is that high voltage disconnectors are 
exposed to composite voltage and how they will behave under 
these voltages. 

Composite voltages are the voltage form obtained by the 
combination of different voltages [2]. Composite voltages can 
occur spontaneously in nature. For example, composite 
voltage is a voltage form that occurs with applying a lightning 
impulse to a device works under operating voltage. 

High voltage disconnectors are devices that can open and 
close when the circuit is unloaded in high voltage systems and 
provide the required isolation distance [3]. In this study, a 170 
kV single-phase center-break disconnector model was 
considered. Center-break disconnectors are the disconnector 
model in which both contacts of both poles are movable and 
these contacts meet at the midpoint of isolation distance of the 
disconnector. The single-phase center-break disconnectors 
consist of two terminals such as all switches. 

In this study, electric field analysis of high voltage 
disconnectors under composite voltage was obtained using 
the Finite Element Method (FEM). It was evaluated what kind 
of effects the conditions that occurred in practice but outside 
the type tests had on the disconnectors by these analyses. In 
order to examine the effects of composite voltages on the 
disconnectors, a model is created in the COMSOL program. 
In order to understand the effects of the composite voltage on 
the disconnector, the lightning impulse voltage and the AC 

(50 Hz) voltage were applied to the disconnector separately. 
Then, electric field analysis was obtained under composite 
voltage by applying these voltages together. All of these 
analyzes were applied separately for both open and closed 
positions of the disconnector. The electrical potential and the 
electric field distributions obtained after the application of 
voltages are given for certain moments. In addition, a point 
has been determined on the contact and terminal surface, 
which is the most important parts of the disconnector, and the 
electrical potential and the electric field graphics of these 
points are given. 

 
II. EFFECTS OF COMPOSITE VOLTAGES ON HIGH 

VOLTAGE DISCONNECTOR 
 

A closed region is needed to realize the solution with the 
finite element method. For this reason, the disconnector model 
was modelled in a rectangular prism. After that, the model has 
been discretized into finite elements. The created FEM models 
for different positions of the disconnector are shown in Fig. 1. 
The analysis contains two working positions which are open 
and closed of the disconnector.  

 
(a)    (b) 

 
Fig. 1. The created FEM models for different positions of the disconnector: 

a) Open position; b) Closed position. 
 
A. Application of composite voltage across the isolation 
distance when the disconnector is open 

 
The disconnector performance is evaluated in case of 

lightning impulse voltage reaching in the disconnector in 
addition to the operating voltage when the disconnector is 
open position. According to the IEC 62271-1 across the 
isolation distance, the lightning impulse test voltage is 860 kV 
for 170 kV rated voltage disconnectors [4]. 170 kV voltage 
level is the effective value of the highest allowable voltage 
level between phases.  

 
𝑢𝑢(𝑡𝑡) = 98.15 ∙ 103√2 ∙ 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 = 138.8 ∙ 103 ∙ 2𝜋𝜋𝜋𝜋𝜋𝜋 (1) 
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𝑉𝑉(𝑡𝑡) = −860 ∙ 103(𝑒𝑒−1.49∙104𝑡𝑡 − 𝑒𝑒−1.63∙106𝑡𝑡) (2) 
When considered in terms of operating conditions of a 

single-phase disconnector effective value of voltage is 
approximately 98.15 kV. The equations of power frequency 
operating voltage and the lightning impulse voltage are given 
in Eq. (1) and Eq. (2), respectively. When the application of a 
composite voltage across the isolation distance Eq. (1) and 
Eq. (2) had been used together. In Eq. (1), the frequency (f) of 
operating voltage is taken as 50 Hz. 

For the open position of the disconnector, the electric 
potential and electric field distributions at 10. µs after applied 
composite voltage are given in Fig. 2 and Fig. 3, respectively. 
Lightning impulse voltage and power frequency operating 
voltage were applied simultaneously to the terminals of the 
disconnector in the open position. While these voltages are 
applied to the disconnector, lightning impulse voltage is 
applied to the one terminal and power frequency operating 
voltage is applied to the other terminal. In order to observe 
the most disadvantages situation, the lightning impulse 
voltage was applied when the power frequency operating 
voltage was maximum. The negative pole lightning impulse 
voltage is adjusted to coincide with the positive pole of the 
power frequency operating voltage. In this case, it is aimed 
that the potential difference between the terminals is 
maximum. Thus, electric field strength can reach maximum. 

 
 

Fig. 2. Electric potential distribution at 10. µs after applied composite voltage 
 

 
 

Fig. 3. Electric field distribution at 10. µs after applied composite voltage 
 

B. Application of composite voltage phase to earth when the 
disconnector is closed 
 

The disconnector performance is evaluated in case of 
lightning impulse voltage reaching in the disconnector in 
addition to the operating voltage when the disconnector is 
closed position. According to the IEC 62271-1 phase to earth, 
the lightning impulse test voltage is 750 kV for 170 kV rated 
voltage disconnectors [4]. 
 

𝑉𝑉(𝑡𝑡) = 750 ∙ 103(𝑒𝑒−1.49∙104𝑡𝑡 − 𝑒𝑒−1.63∙106𝑡𝑡) (3) 
 
The equation of lightning impulse voltage is given in Eq. (3) 
for phase to earth test voltage in 170 kV rated voltage 
disconnectors. When the application of composite voltage 

phase to earth Eq. (1) and Eq. (3) had been used together. For 
the closed position of the disconnector, the electric potential 
and electric field distributions at 10. µs after applied 
composite voltage are given in Fig. 4 and Fig. 5, respectively. 
Lightning impulse voltage and power frequency operating 
voltage were applied simultaneously to the disconnector in 
the closed position. While these voltages are applied to the 
disconnector, lightning impulse voltage is applied to the one 
terminal and power frequency operating voltage is applied to 
the other terminal. In order to observe the most disadvantages 
situation, the lightning impulse voltage was applied when the 
power frequency operating voltage was maximum. The 
positive lightning impulse voltage is adjusted to coincide with 
the positive of the power frequency operating voltage. In this 
case, it is aimed that the potential difference between the 
terminals and the chassis is maximum. So, electric field stress 
can reach maximum in the closed position of the disconnector. 

 
 

Fig. 4. Electric potential distribution at 10. µs after applied composite voltage 
 

 
 

Fig. 5. Electric field distribution at 10. µs after applied composite voltage 
 

III. CONCLUSION 
 

The composite voltage that is obtained from combined the 
lightning impulse voltage and the power frequency operating 
voltage, causes more forces on the disconnector. 

The result of this study shows that although IEC standards 
for the disconnectors already determine the type test 
conditions for the most challenging conditions, more durable 
system and product modeling can be made as a result of the 
examinations to be made by the country authorities for their 
own work areas. In this way, systems that are both safe and 
durable can be established. 
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 Abstract – Incorporating a hysteretic material model, such as the 
vector stop model, into the Finite Element (FE) Analysis requires 
an iterative process to resolve the non-linearity. The Newton 
Method is a preferred approach, due to its quadratic convergence 
close to the solution. However, this approach is very sensitive 
regarding the starting point and states distinct requirements to the 
non-linear function in terms of monotony and smoothness. 
Particularly for hysteretic problems, these conditions have to be 
guaranteed. In this paper the differentiation of the vector stop 
model, utilized to evaluate the Jacobian matrix, is studied. The 
Newton Method is analysed to ensure reliable and stable FE 
simulations. 

 
I. INTRODUCTION 
 

Hysteresis models in a dual representation of the magnetic 
field are particularly well-suited models to analyze soft 
magnetic materials in the magnetic vector potential 
formulation, which is employed in the FE Analysis. The vector 
stop model belongs to this family of hysteresis models and is 
very accurate in resolving the anisotropy and hysteresis of 
ferromagnetic materials. The vector material model should be 
able to provide the continuous derivative in the form of 
differential reluctivity tensor 𝝂𝝂𝒅𝒅 and the 𝝂𝝂𝒅𝒅 should be positive 
definite. This evaluation is difficult or even impossible, as the 
material model may not be continuously differentiable [1]. To 
overcome this problem, an equivalent representation of the 
differentiation is implemented and discussed in [2]. As the 
Newton Method is sensitive to the derivative, the insufficient 
𝝂𝝂𝒅𝒅 may lead to divergence [3]. Furthermore, the initial guess 
point of the Newton iteration should be close to the solution 
point, otherwise the approach may be not stable and fail to 
converge.  

The vector hysteresis stop model presented in this work, is 
constructed with stop operators. Each of the stop operators has 
two magnetization states according to the input magnetic flux 
density and the threshold value of the operator. Therefore, the 
derivative of 𝑯𝑯(𝑩𝑩)  is discontinuous, as the operator jumps 
between the two states. The Newton Method is not suited to 
solve this problem as previously presented, but Fujiwara et al. 
[4] presented an optimal relaxation method to prevent the 
Newton steps from divergence. This method based on residual 
monotonicity test is used in previous work [5] to deal with the 
Jiles Atherton’s model. In this work another relaxation method 
based on natural monotonicity test [6] is used to solve the 
magnetic field problem with a vector hysteresis stop model.  

 
II. CONVERGENCE BEHAVIOR OF THE NEWTON 
METHOD WITH VECTOR HYSTERISIS STOP MODEL 

 
The 𝑛𝑛th stop operator of a vector hysteresis stop model can 

be written as [7]: 

𝑺𝑺𝑛𝑛 = 𝑩𝑩re
𝑡𝑡 = {

𝜴𝜴𝑛𝑛              𝑖𝑖𝑖𝑖 |𝑹𝑹temp_𝑛𝑛
−1𝜴𝜴𝑛𝑛| < 1

𝑹𝑹temp_𝑛𝑛
𝜴𝜴𝑛𝑛

|𝜴𝜴𝑛𝑛|  𝑖𝑖𝑖𝑖 |𝑹𝑹temp_𝑛𝑛
−1𝜴𝜴𝑛𝑛| ≥ 1                    () 

where 𝜴𝜴𝑛𝑛 = ⅆ𝑩𝑩 + 𝑺𝑺𝑛𝑛
𝑡𝑡−1 , ⅆ𝑩𝑩 = 𝑩𝑩𝑡𝑡 − 𝑩𝑩𝑡𝑡−1  and 𝑹𝑹temp_n  is the 

threshold diagonal matrix. 𝑹𝑹temp_n  describes the threshold 
values in x and y directions of the 𝑛𝑛-th stop operator.  

To demonstrate the differentiation of the stop model, an 
alternating excitation from −1.6 T to +1.6 T in 30 ° is applied 
to the model. The vector hysteresis stop model is calculated 
with the weight 𝑤𝑤𝑛𝑛  for the nth operator and the values 
interpolated from the anhysteretic surfaces 𝑯𝑯anhys(𝑩𝑩): 

𝑯𝑯(𝑩𝑩) = ∑ 𝑤𝑤𝑛𝑛𝑁𝑁
𝑛𝑛=1 𝑯𝑯anhys(𝑺𝑺𝑛𝑛) .  (2) 

A graphical illustration of the interpolated values 𝑯𝑯anhys(𝑆𝑆
𝒏𝒏𝑥𝑥

)  
in x direction of nth stop operator with constant threshold values 
is shown in Figure 1 a). As long as the excitation, which 
evaluated as 𝜴𝜴𝑛𝑛  from the time step 𝑡𝑡 , is smaller than the 
threshold value 𝑹𝑹temp_𝑛𝑛, the 𝑺𝑺𝑛𝑛 keeps updating with the value 
of 𝜴𝜴𝑛𝑛. This leads to the left and right curves in Figure 1 a). 
Until the input 𝜴𝜴𝑛𝑛  exceeds the threshold value, the 𝑺𝑺𝑛𝑛 
suddenly remains on the value of 𝑹𝑹temp_𝑛𝑛. This activation of 
the operator results in the upper and lower horizontal lines as 
shown in Figure 1 a). The differential reluctivity tensor in 
equation (3) is calculated by automatic differentiation. 

𝛎𝛎𝐝𝐝 =  𝝏𝝏𝝏𝝏
𝝏𝝏𝝏𝝏 = [

𝜕𝜕𝐻𝐻𝑥𝑥
𝜕𝜕𝐵𝐵𝑥𝑥

𝜕𝜕𝐻𝐻𝑥𝑥
𝜕𝜕𝐵𝐵𝑦𝑦

𝜕𝜕𝐻𝐻𝑦𝑦
𝜕𝜕𝐵𝐵𝑥𝑥

𝜕𝜕𝐻𝐻𝑦𝑦
𝜕𝜕𝐵𝐵𝑦𝑦

]   (3) 

Thus, 𝝂𝝂𝒅𝒅 results in a jump as the operator activated, which 
can be seen in Figure 1 b).  

The 𝑯𝑯(𝑩𝑩) is constructed with parallel connections of the 
stop operators. The differential reluctivity tensor 𝝂𝝂𝒅𝒅𝒙𝒙𝒙𝒙  of the 
stop model under one periodic alternating excitation in 30° is 
exhibited in Figure 2. In the subfigure  Figure 2 b), the jump 
from the stop operator can be observed in the 𝝂𝝂𝒅𝒅𝒅𝒅𝒅𝒅 of the vector 
hysteresis stop model. 

  
a) b) 

Figure 1. a) The x component of the interpolated anhysteretic surfaces 
stop operator 𝑯𝑯𝑎𝑎𝑎𝑎ℎ𝑦𝑦𝑦𝑦(𝑺𝑺𝑘𝑘𝑘𝑘) b) Evaluated differential reluctivity tensor in x 

direction  𝝂𝝂𝒅𝒅𝒅𝒅𝒅𝒅 = 𝜕𝜕𝑯𝑯𝑎𝑎𝑎𝑎ℎ𝑦𝑦𝑦𝑦(𝑺𝑺𝑘𝑘𝑘𝑘)
𝜕𝜕𝐵𝐵𝑥𝑥

. 
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 For higher excitations, the anhysteretic surfaces and the 
corresponding 𝝂𝝂𝒅𝒅  surfaces are extrapolated values for high 
saturation with a constant reluctivity value of the air. This will 
be presented in the extended paper. 

 
III. NEWTON RELAXATION TECHNIQUE FOR FIELD 
PROBLEMS WITH VECTOR HYSTERESIS STOP MODEL 

 
Applying the relaxation factor 𝛼𝛼 to the Newton Method, the 

range of convergence is extended. In this way, the calculation 
with vector stop model is stabilized. With the Newton Method, 
∆𝐴𝐴𝑘𝑘 of kth iteration is solved with the Jacobian matrix 𝐽𝐽(𝐴𝐴𝑘𝑘) 
and the residual 𝑅𝑅(𝐴𝐴𝑘𝑘): 

𝐽𝐽(𝐴𝐴𝑘𝑘)∆𝐴𝐴𝑘𝑘 = −𝑅𝑅(𝐴𝐴𝑘𝑘)             (4) 
  The damped method with relaxation factor 𝛼𝛼 in kth Newton 

iteration is formed as:  
𝐴𝐴𝑘𝑘+1 = 𝐴𝐴𝑘𝑘 + 𝛼𝛼𝑘𝑘∆𝐴𝐴𝑘𝑘,     𝛼𝛼𝑘𝑘 ∈ (0,1].              (5) 

The natural monotonicity test is error oriented and the error 
‖𝐴𝐴𝑘𝑘+1 − 𝐴𝐴𝑠𝑠‖ is expected to fall monotonically (6)  

‖𝐴𝐴𝑘𝑘+1 − 𝐴𝐴𝑠𝑠‖  ≤  𝜃𝜃‖𝐴𝐴𝑘𝑘 − 𝐴𝐴𝑠𝑠‖,  (6) 
where  𝜃𝜃 < 1, 𝐴𝐴𝑠𝑠 is the solution. The error ‖𝐴𝐴𝑘𝑘 − 𝐴𝐴𝑠𝑠‖ can be 
approximatly calculated with the term: 

 ‖𝐽𝐽(𝐴𝐴𝑘𝑘)−1(𝑅𝑅(𝐴𝐴𝑘𝑘) − 𝑅𝑅(𝐴𝐴𝑠𝑠))‖ = ‖𝐽𝐽(𝐴𝐴𝑘𝑘)−1𝑅𝑅(𝐴𝐴𝑘𝑘)‖.  (7) 
The 𝜃𝜃 is chosen as 1 − 𝛼𝛼𝑘𝑘

2 . Thus, equation (6) can be rewritten 
as (8) by using equation (5) and (7): 

‖𝐽𝐽(𝐴𝐴𝑘𝑘)−1𝑅𝑅(𝐴𝐴𝑘𝑘 + 𝛼𝛼𝑘𝑘
𝑖𝑖 ∆𝐴𝐴𝑘𝑘)‖ ≤ (1 − 𝛼𝛼𝑘𝑘

𝑖𝑖

2 ) ‖𝐽𝐽(𝐴𝐴𝑘𝑘)−1𝑅𝑅(𝐴𝐴𝑘𝑘)‖  (8) 

For the ith damped step, if the monotonicity test (8) fulfills, 
the damped process is stopped and 𝛼𝛼𝑘𝑘

𝑖𝑖  is set into (5) to calculate 
the 𝐴𝐴𝑘𝑘+1 . For the next Newton iteration, the damped factor 
starts with min{𝛼𝛼𝑘𝑘+1

1 = 𝛼𝛼𝑘𝑘
𝑖𝑖 × 2, 1} in order to accelerate the 

convergence. If (8) fails, 𝛼𝛼 is updated further with (9): 

𝛼𝛼𝑘𝑘
𝑖𝑖+1 =  𝛼𝛼𝑘𝑘

𝑖𝑖

2     (9) 
In order to illustrate the convergence process of damped 

Newton by simulation with vector hysteresis stop model, the 
error ‖𝐴𝐴𝑘𝑘 − 𝐴𝐴𝑠𝑠‖  is considered as object function and the 
residual of the linear equation system is calculated in each 
damped step. The development of the object function against 
the 𝛼𝛼 is shown in . The maximum number of damped steps is 
set to 20. With the monotonicity test (6), the optimal 𝛼𝛼 can be 
found at 4th step. With this optimum the error ‖𝐴𝐴𝑘𝑘 − 𝐴𝐴𝑠𝑠‖  is 
minimized as well as the norm of the residual. 

Another line search method based on the Wolfe Powell 
conditions is also used to solve the field problem with 
consideration of anisotropic vector hysteresis effects, which 
will be illustrated in the full paper detailed.  

IV. CONCLUSIONS 

In this paper a relaxation method is proposed in combination 
with an improved differentiation of the vector stop model to 
ensure convergence. The presented approach stabilizes the 
Newton Method on a global scale and presents a further step 
into accurate consideration of ferromagnetic hysteresis effects 
in the magnetic analysis of e.g. electrical machines. 
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a) b) 

Figure 2. a) Differential reluctivity tensor 𝝂𝝂𝒅𝒅𝒅𝒅𝒅𝒅 of the stop model. b) 
Enlarged in the range of the 𝝂𝝂𝒅𝒅𝒅𝒅𝒅𝒅, where the jump occurs. 

 
Figure 3. The development of the error and the ‖𝑅𝑅𝑘𝑘‖ against the 

relaxation factor 𝛼𝛼 by a second time step and 6th Newton iteration. The 
found optimal relaxation factor is 0.125 at 4th damped iteration. 
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 Abstract – Monolithic electromagnetic exposure simulations of 
human models in the vicinity of inductive charging systems for 
electrically powered vehicles can be computationally expensive, 
especially if the body of the vehicle has to be considered as well. To 
overcome this problem, the Scaled-Frequency Finite Difference 
Time Domain (SF-FDTD) scheme can be used. To facilitate 
simulations with several exposed bodies in different postures the 
Co-Simulation Scalar Potential Finite Difference scheme can be 
utilized. This scheme can be applied to extract the magnetic fields 
from a monolithic SF-FDTD simulation. This allows not only 
faster simulation times, but also an increased automatization with 
a decreased simulation time.  

 
I. INTRODUCTION 

 
To simplify the charging process of batteries of electrically 

powered vehicles wireless power transfer (WPT) systems can 
be utilized. WPT systems are driven by low-frequency 
currents in the primary coil emanating low-frequency 
magnetic fields. These fields are guided by ferrite stripes and 
shielded by aluminum plates. However, stray magnetic fields 
escape from the WPT systems and are additionally influenced 
by the car body. These fields can potentially be harmful to 
humans close to the WPT system. Limits given by the 
International Commission on Non-Ionizing Radiation 
Protection (ICNIRP) [1] on the induced electric field strength 
into the human body cannot be measured directly but require 
numerical simulations. These simulations can be 
computationally expensive as they contain the WPT system, 
the car body and human models. A two-step approach called 
the Co-Simulation Scalar Potential Finite Difference scheme 
(Co-Sim. SPFD) [2] can be used to disentangle the simulation 
of the magnetic field in the simulation space from the 
exposure of the human body since its low electric 
conductivity has a negligible attenuating effect on the 
magnetic source field.  

This work efficiently combines monolithic Scaled-
Frequency Finite Difference Time-Domain (SF-FDTD) [3] 
simulations with exposure simulations of several human 
models in different postures and positions to decrease 
simulation time, memory requirement and user workload. 

 

             
Fig.1. Example of a person exposed to a stray magnetic field from a WPT 

system in the TALAKO project (https://talako.uni-due.de/) 

II. APPROACH 
 

To determine the induced electric field strengths in human 
bodies in a monolithic simulation containing the WPT system, 
the vehicle and human models in different postures is 
computationally expensive. The WPT system and the shielding 
vehicle body require a fine resolution to get a good 
approximation of the expected magnetic fields. Including 
human voxel models with a resolution of 2x2x2 mm3, 
according to the ICNIRP guidelines, in all necessary postures 
and positions to evaluate the exposure from a WPT system 
results in billions of mesh cells that quickly become 
unmanageable in monolithic simulations. Additionally, in 
monolithic simulations it is often not possible within 
commercial simulation packages to use several different human 
models in identical positions. 

 
A. First Simulation Step 

 
WPT systems are usually driven in a frequency range of tens 

of kHz leading to long simulation times with CST Microwave 
Studio [4]. To overcome this problem, the SF-FDTD scheme is 
used to perform monolithic simulations in the MHz frequency 
range. To obtain an equivalent magnetic field distribution the 
penetration depth of the fields must be identical at the original 
f  and scaled frequency 'f : ( ', ') ( , )δ σ δ σ=f f  and the electrical 
conductivity is to be scaled accordingly ' / '.σ  f f   

The body internal electric field 


bodyE  needs to be scaled after 
the simulation finished to retrieve the electric fields at the 
original frequency 

 

 ( ')( ) ( ').
' ( )
σ
σ

= ⋅ ⋅
 

body body
f fE f E f
f f

 (1) 

 
This work proposes a second simulation step to utilize the 

Co-Sim. SPFD scheme, that can be much faster, more 
convenient to use and resource-saving. A monolithic simulation 
with CST Microwave Studio at a higher scaled-frequency 
containing high resolution models of the WPT system and the 
vehicle body is performed without human models. The 
simulation space can be expanded to cover a volume that 
encloses all possible exposure positions while reducing the 
mesh-cell resolution in the surrounding space. Besides, as no 
human model is inside the simulation space the electric field 
values do not need to be stored. 

From the monolithic simulation the magnetic field values 
can be exported to determine the body-internal electric field 
values at each position for any model and posture in the 
simulation space. 
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 B. Second Simulation Step 

 
The discrete Poisson system of linear equations of the SPFD 

scheme [5][6] using the notation of the finite integration 
technique FIT [7] is written as 

 
 σ σΨ = −

T TG M G G M a  (2) 
 
with the discrete gradient operator G , the material matrix  

σM including the electrical conductivities, the vector of time 
integrals of the electric nodal potentials Ψ and the discrete 
vector of line integrals of the magnetic vector potentials a  
derived from the discrete vector of magnetic facet fluxes  
 
 =







b Ca  (3) 
 
via the discrete curl operator C  and the tree-cotree gauging 
technique [8]. By solving equation system (2) for Ψ  the 
vector of electric grid voltages e   and therefore the voxel 
averaged electric field strength can be calculated 
 
 [ ].ω= − + Ψ

 

e j a G  (4) 
 

Modern Graphics Processing Units (GPUs) offer sufficient 
memory and computing power to rapidly determine electric 
field strengths for high resolution body models. The magnetic 
field at the required position can be extracted from the 
monolithic SF-FDTD simulation for one model, body posture 
and position after another with an automated script; for this 
the user just needs to specify where the model is located in 
the simulation space. 

TABLE I 
RESULTS OF MONOLITHIC SF-FDTD SIMULATIONS 

 
 Disk Space / GB Simulation Time / min 

Scenario SF-FDTD 

1 87.5 438 
2 96.3 320 
3 94.9 255 
4 99 431 

Scenario Co-Sim. SPFD 

1,2,3,4 ~2 <1 
 

     
Fig.2. Different human body models in varying positions and postures 

labelled with the corresponding scenario number from Table 1. 
 

 
III. RESULTS 

 
Different exposure scenarios with several human body 

models in varying positions and postures are investigated (as 
visualized in Fig. 2.). 

The goal is to determine the efficiency of the Co-Sim. 
SPFD scheme considering disk memory and simulation time. 
The results of monolithic SF-FDTD simulations including a 
single model are given in Table 1. 

In contrast to the SF-FDTD scheme the Co-Sim. SPFD 
scheme requires approximately 2 GB of disk space to store 
the magnetic field data and less than a minute on modern 
GPUs to derive the body-internal electric field strengths. The 
monolithic SF-FDTD simulation for the exposure scenarios 
without the human models requires about 80 GB of disk space 
and 196 minutes of simulation time. 

All simulations were performed on a high-performance 
computer with 8 NVIDIA Tesla V100 GPUs.  
 

IV. CONCLUSION 
 

Utilizing the Co-Sim. SPFD scheme showed a significant 
improvement in the required simulation time and disk space 
for varying exposure scenarios over monolithic simulations. 

All magnetic field values could be extracted automatically, 
but sequentially from a SF-FDTD simulation using CST 
Microwave Studio with a Visual Basic script. This script 
proved to be beneficial for automatization, but also a 
bottleneck as the export of the magnetic field values took 
hours.  
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Abstract—The horizontal Rotational Single Sheet Tester
(RSST) suffers from weaknesses such as the reduced size of
test samples, measurement disturbances due to magnetic flux
leakage and non-homogeneity of field in the measurement area.
Although the vertical RSST allows to overcome the first two
aforementioned drawbacks, the heterogeneity of the field in the
test sample remains an issue. Additionally, there is still a lack
of device standardization to ensure test repeatability, as already
is well established with the Epstein frame. In this paper, a finite
element model of this device is developed in order to investigate
the influence of several parameters on the field homogeneity
in the test sample, such as the geometrical dimensions of the
yokes and the presence of holes drilled for B-coil placement. It
is expected that this study will contribute to the optimization
and standardization these devices.

I. INTRODUCTION

The vertical RSST has been introduced in the early 90s [1]
but is still under consideration in recent publications [2]–
[4]. According to the literature, the advantages of this setup
compared to the horizontal RSSTintroduced in the 80s are
numerous [5]. Firstly, its ease of implementation due to
similarities to the standardized Single Sheet Tester (SST).
Secondly, a better homogeneity of both magnetic field H and
magnetic flux density B at the center of the test sample is
expected [6]. Thirdly, higher flux density levels can be reached
in the test sample than with the horizontal SST [2]. It has to
be noted that each publication related to that device brings its
own setup in terms of numbers and dimensions of the yokes
as well as on dimensions of the sensors [7], [8], denoting the
lack of standardization of structure and measurement system.
Nevertheless, the trend emerging from all those publications
is that the larger the width of the yokes the better. Indeed,
in [9] the authors evaluate the accuracy of miniature SSTs
dedicated to the characterization of small size test samples and
highlight that the difference with the results obtained using an
Epstein frame can be up to 5 %. The same trend is highlighted
on vertical RSSTs in [7], [8]. Moreover, large yokes allow
to “eliminate the influence of the demagnetizing field” [10],
leading to a better characterization of large test samples [1].
However, the standard relative to the regular SST allows the
use of yokes of any size “as long as the relevance of the
results is ensured” [11]. To the authors’ knowledge, almost
no quantitative study of the influence of those parameters
on the field homogeneity in the measurement area has been
published except in [7], [8] in which the focus is made on the
deflection of the mean value at the center of the test sample

(a) Topology of the studied
vertical RSST

(b) Dimensions of the test
sample and a half of a yoke

Fig. 1. Studied vertical RSST

only. Above all, in all of the aforementioned studies, no link
is made between the field non-homogeneity in the test sample
and the actual field values that would be measured with actual
sensors, which is after all the key point when characterizing a
material. In particular, none of those works takes into account
that the sensors employed to evaluate H and B are not of the
same dimensions nor do they account for the fact that the
more often B is evaluated by means of a coil requiring to
drill the test sample. Yet, there is no doubt those holes have
a great influence on field homogeneity.

II. TOPOLOGY OF THE STUDIED VERTICAL RSST
AND FINITE ELEMENT MODEL

An overview of the topology of the studied vertical RSST is
presented in Fig. 1a. It is composed of two magnetic yokes, i.e.
one per phase. Each yoke consists of two C-shape cores (see
Fig. 1b) arranged along each side of the test sample. Due to
geometrical constraints and for the sake of magnetic balance
between the two yokes, the two cores share every dimensions
Wyl, Wy and Ty but the height Hy. The test sample is square
with side and thickness denoted Ws and Ts respectively. All
dimensions are summarized in table I.

The finite element simulations are conducted using the
softwares GMSH and GetDP. The model is fully 3D and
the problem is solved by means of the magnetostatic scalar
potential formulation. Moreover, the nonlinear behavior of
the test sample is taken into account by means of its first
magnetization curve.

III. SOME RESULTS
In the following, the test sample is made of M260 electrical

steel whose first magnetization curve is presented in Fig. 2.
Moreover, for the sake of relevance of the analysis, only the
worst case in terms of field homogeneity in the test sample,
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TABLE I
DIMENSIONS OF THE VERTICAL RSST

Name Value
Ws 300 mm
Ts 0.35 mm
Wyl 20 mm
Wy 290 mm
Hy 150 mm (Small core) or 200 mm (Tall core)
Ty Varies between 75 mm and 200 mm

Fig. 2. Distribution of H and B inside different areas of the test sample.

that is the case in which the latter is magnetically excited
along its diagonal, is considered and presented.

A. Field homogeneity inside the test sample
Fig. 2 shows the values of both H and B occurring in

different areas of the test sample for different levels of
magnetization and with Ty = 200mm. The first magnetization
curve of M260 steel is also shown for information purpose.
It can immediately be noted on this figure that both H and B
inside the whole test sample, shown in blue, are widely
heterogeneous due its large size. One might consider that
this is not so much an issue since an actual sensor would
only cover a small area of the test sample. Indeed, the red
marks in Fig. 2 show the values of H and B occurring in a
square area with a size of 50 mm located at the center of the
latter. It clearly highlights that even inside a limited are the
heterogeneity is still noticeable. Moreover, the mean values
of H and B, which correspond to the values that would be
given by an actual sensor, do not match the ones at the center
of the test sample.

B. Influence of the core length Ty

The values of H and B inside a square area with a size
of 50 mm located at the center of the test sample with respect
to Ty are represented as box and whisker plots in Fig. 3. Ty
varies from 75 mm to 200 mm in increments of 25 mm and the
magnetization level is such that ‖B‖ = 0.75T at the center
of the test sample. The first thing that can be noticed in this
figure is that outliers are always present whatever the value
of Ty. There is no doubt those outliers have an influence on
the value given by actual sensors. The second thing is that the
homogeneity of both H and B increases with Ty. Nevertheless,
Fig. 3 also highlights that as soon as Ty is superior to half
the width of the test sample the results are much the same.

Fig. 3. The values of the potential vectors of H and B under the statistical
box plot analysis, obtained by FEM simulation inside a square area of size
of 50mm located at the center of the test sample with respect to Ty. ‖B‖ =
0.75T at the center of the test specimen.

IV. CONCLUSION AND OUTLOOKS

The accuracy of the results given by a vertical RSST largely
depends on its dimensions as well as on the dimensions of
the sensors used for the measurements. In the final paper, the
study of the field homogeneity inside limited areas presented
in Section III-A will be extended to different size and shape
for the sake of comprehensiveness and relevance with respect
to actual sensors. As an example, an H-coil is usually square
but a B-coil is not. Moreover, the study of the influence of Ty

will also be extended to different magnetization levels. It will
be shown that the higher Ty the better the accuracy of the
measurement has to be weighted to the magnetization level
as well as the size of the sensors. Finally, the influence of
drilled wholes, which are required to place a B-coil in the
test sample, will also be addressed.
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Abstract – In this study, we analyze the heating of fiber-based 
magnetic scaffolds with two 3D simulation models. The scaffolds 
can be used in a myriad of clinical applications such as 
hyperthermia cancer treatment and targeted drug delivery. One 
model consists of a nanomodified polypropylene fiber with 
embedded magnetic nanoparticles as a volumetric heat source, 
while the other of a non-nanomodified fiber with a surface heat 
source significantly reducing simulation model complexity. We 
demonstrate that the two simulation approaches deliver similar 
results and that the error due to reduced complexity is less than the 
error due to uncertainty in the material property values. 

 
I. INTRODUCTION 

 
Magnetic nanoparticles (MNPs) embedded in a polymer 

matrix, called magnetic scaffolds, enable a myriad of clinical 
applications hyperthermia cancer therapy or targeted drug 
delivery. MNPs exposed to an alternating magnetic field 
generate heat through non-linear magnetic relaxation 
processes. Accurate knowledge of temperature distribution 
around the magnetic scaffold is necessary for safe and effective 
therapy. Simulations of the heating process of the magnetic 
scaffolds allow a comprehensive study of the parameters 
influencing the heating process as well as a prediction of 
temperature distribution near the fiber-based magnetic 
scaffold. 

In this study, we investigate the temperature distribution of 
a magnetic fiber using two different simulation approaches and 
analyze the potential loss of accuracy with a less complex 
simulation approach.  

 
II. MATERIALS AND METHODS 

 
Model A, as shown in Fig. 1, consists of a polypropylene 

(PP) nanomodified fiber ring with a circular cross-section and 
embedded MNPs. The fiber is fully covered in agarose. 
Compared to model A, model B consists a non-nanomodified 
PP fiber. For model A, the MNPs are modeled as 
homogenously distributed macroscopic clusters, which are 
placed equidistant along the centerline of the PP fiber. The 
characteristics of the modeled MNPs are based on [1, 2], table 
1 summarizes the main parameters.  

In model A, the MNPs are modeled as volumetric heat 
sources with the specific heating power given by the following 
expression:  

𝑄𝑄𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 =
𝑆𝑆𝑆𝑆𝑆𝑆 ∙ 𝑚𝑚𝐹𝐹𝑒𝑒3𝑂𝑂4

𝑉𝑉𝑀𝑀𝑀𝑀𝑀𝑀
 (1) 

where SLP [W g-1] is the specific loss power, 𝑚𝑚𝐹𝐹𝑒𝑒3𝑂𝑂4  [kg] the 
amount of magnetite per MNP cluster and 𝑉𝑉𝑀𝑀𝑀𝑀𝑀𝑀 [m3] the 
volume of the MNP cluster.  

 
TABLE I 

MAIN PARAMETERS OF THE MODELS 
 

Parameter value unit 

SLP 
MNP volume 

PP fiber radius 
PP fiber ring radius 

Agarose volume 

200 
1,38∙10-3 

0,3 
2,8 

619,23 

W g-1 
mm3 
mm 
mm 
mm3 

 
In model B, the volumetric heat source of the model A is 
replaced by a surface heat source of the PP fiber equal to the 
average heat flux through the surface of the PP fiber as 
calculated in model A. No further data from model A is 
necessary to compute model B. 
 

 
Fig. 1. Depiction of geometry of model A and B. For model B no 

MNPs are embedded in the fiber.  

Heat transfer in both models is described by the following 
equation:  

𝜌𝜌𝑐𝑐𝑝𝑝
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕 + ∇ ⋅ (−𝑘𝑘∇𝑇𝑇) = 𝑄𝑄  (2) 

where 𝜌𝜌 [kg m3] is the density, 𝑐𝑐𝑝𝑝[J kg-1 K-1] the heat capacity 
at constant pressure, k [W m-1 K-1] the thermal conductivity, T 
[K] the temperature, and Q [W] the heat input.  

A Dirichlet boundary condition is used to set the temperature 
of the outer surface of the agarose to 37 °C. Symmetry 
conditions (equation 3) are applied on the boundaries along the 
x and y axis (highlighted in blue in Fig. 1). 
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−𝑛⃗𝑛  ⋅ 𝑞𝑞 = 0 (3) 
where 𝑛⃗𝑛  is the outwards-facing normal vector, and 𝑞𝑞   
[W m-2] the heat flux. 

There is no reliable information available about the thermal 
conductivity of agarose in the literature. As such two values for 
the thermal conductivity of agarose are used, one linearly 
dependent on temperature and agar concentration, and one 
constant [2, 3]. 
The resulting temperature distributions are analyzed along the 
fiber surface for the stationary case as well as at two locations 
for the time dependent case. Location 1 is in the center of the 
nanomodified fiber ring and location 2 is on the surface of the 
fiber (highlighted in red Fig. 1).  

Simulations were performed using the software COMSOL 
Multiphysics® version 5.6 with the heat transfer in solids 
module. Both models were meshed using a physics-controlled 
mesh with the extra fine element preset.  
The resulting meshes have a minimum and average quality of 
0.2017 and 0.662 (model A), and 0.2017 and 0.6712 (model 
B), respectively. 
 

III. RESULTS AND DISCUSSION 
 

Fig. 2 shows the temperature values for the locations 1 and 2 
for the time dependent simulations. The average temperature 
differences between the models is only -0.0026 K ±0.012 K, 
demonstrating accuracy of model B.  
 

 
Fig. 2. Temperature over time of select points in both models 

The minimum, maximum, mean, average, and interquartile 
ranges of the stationary surface temperature of the fiber for 
both models A and B are displayed in Fig. 3. With model A 
and for the linear thermal conductivity of agarose, the fiber 
surface temperature distribution resulted an interquartile range 
of 0.16 K from 311.52 K to 311.68 K, a maximum temperature 
of 311.72 K, and a minimum temperature of 311.49 K. 
Stationary simulations using the constant thermal conductivity 
resulted in an interquartile range of 0.17 K from 311.62 K to 
311.79 K, a maximum temperature of 311.83 K, and a 
minimum temperature of 311.60 K.  
The approximation of the volumetric heat source by a surface 
heat source (using the average heat flux through the surface of 

the fiber derived from model A of 740 W m-2) results in a more 
homogenous temperature distribution. The interquartile range 
using the linear thermal conductivity of 0.14 K (first quartile: 
311.54 K; second quartile: 311.67 K) is 0.02 K lower 
compared to model A. The maximum and minimum 
temperature is 0.02 K lower and higher, respectively. Resulting 
temperatures are close to experimental results independent of 
the model used [2]. For validation, experiments are envisaged. 

 
Fig. 3. Boxplot of the surface temperature of the fiber for stationary 
simulations with models A and B for different thermal conductivities of 
agarose. 

IV. CONCLUSIONS 
 

For calculation of the temperature distribution of a magnetic 
fiber, we showed that the accuracy can be maintained with 
limited model complexity. Fig. 2 and Fig. 3 demonstrate that 
the error due to the uncertainty in the thermal conductivity is 
larger than the error due to the reduction of model complexity. 
Therefore, the use of the less complex model is justified for 
future simulations. 
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 Abstract - This paper presents a power density improvement of a 
yokeless dual-rotor axial flux permanent magnet synchronous 
motor. This study is based on the use of different materials for the 
stator and rotor magnetic circuits: Si-Fe non-oriented grain 
electrical steel (NOES), Si-Fe grain-oriented electrical steel 
(GOES), and Iron-Cobalt permendur (Co-Fe) electrical steel. The 
aim is to use these magnetic materials at their maximum peak 
performance in terms of magnetization and losses with the aim to 
reduce the geometrical dimensions of the magnetic circuits, stator 
teeth and rotor yokes. 
 

I. INTRODUCTION 

In the context of the strong development of electric vehicles, 
the objective is to improve the efficiency of the powertrain in 
order to increase the autonomy of full electric cars and to 
reduce the environmental impact of hybrid cars, in view of the 
new European regulations on the limitation of CO2 emissions 
[1]. The efficiency improvement involves to reduce losses in 
each element of the traction chain, as well as reducing its mass. 
This paper is focused on the electric motor part by improving 
its efficiency and power to mass ratio. 

In automotive traction applications, the radial flux 
Permanent Magnet Synchronous Motors (PMSMs) are 
generally used due to its high-power density, high efficiency, 
compact size, and manufacturing simplicity.  Axial flux 
PMSMs are good candidate as their power density may be even 
higher.  

To further improve the power density of the axial flux 
PMSMs [2], the current density can be increased but it is 
limited by the thermal constraints and the cooling system. 
Permanent magnets with very high energy density can also be 
used as well as new magnetic materials with high permeability 
and high saturation flux density [3-4].  

In this paper, the modification of the magnetic circuit 
materials for a yokeless dual-rotor axial flux PMSM is studied. 
Conventionally, electric motors for automotive applications 
are designed with 3% non-oriented grain electrical steel 
(NOES), which are well suited for rotating field applications. 
In this paper, other magnetic materials is analysed as grain-
oriented electrical steel (GOES) which is commonly used in 
the manufacture of power transformers [3], as well as 
Permendur FeCo, which is commonly used in aeronautical 
applications in order to take advantage of their high saturation 
flux density, about 2.2T. This high level of saturation allows to 
reduce the size of the stator tooth and rotor yoke. That leads to 
a power density gain for the motor at iso-torque. 

 
II. MAGNETIC MATERIALS 

The Fig. 1 shows the B-H curves for the three magnetic 
materials used in this study: NOES, GOES and the Permendur 
Hiperco50, which thicknesses 0,20mm, 0,20mm and 0.15mm 
respectively. The measurements are obtained with a 
standardised Single Sheet Tester (SST) frame at 50 Hz. 

 
Fig.1. B-H curves of different magnetic materials 

 The curves show that the GOES sheet magnetized along the 
Rolling Direction (RD) has a very high permeability and a 
higher saturation knee, compared to the conventional NOES 
sheet. On the other hand, GOES is highly anisotropic, which 
means that the performances in the Transverse Direction (TD) 
are much less interesting. Furthermore, the Permendur 
Hiperco50 sheet has a very high saturation flux density value 
compared to the conventional NOES sheet and the GOES sheet 
(Table I). 

TABLE I 
MAGNETIC PROPERTIES 

 Saturation 
flux density 

Maximal relative 
permeability Mass density 

Si-Fe - NOES 1,8 T 14500 7650 kg/m3 
Si-Fe - GOES 2,0 T 31500 7650 kg/m3 

Co-Fe : Hiperco50 2,2 T 15600 8120 kg/m3 
 

III. DESIGN APPROACH  

The studied axial flux dual-rotor and yokeless PMSM is 
shown in Fig. 2. The general parameters are presented in Table 
II. The design concept of our motor is to saturate the tooth at the 
minimum radius during the rated operation point, subsequently 
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the whole teeth are magnetized in the highest part of BH knee 
during the peak operation point. 

 
Fig.2. The PMSM structure studied: a) in 3D, b) in 2D at average radius 

TABLE II 
MOTOR PARAMETERS 

Slot / Pole number 12 / 8 
Inner / Outer radius 60mm / 100mm 
Base rotational speed 10000rpm 

Number of series turns per phase 60 
Rated current 130Arms 

Airgap 1.3mm 
Magnet width 6.5mm 

 
In order to simplify the study and the modelling, the authors 

use a 2D structure of the axial flux PMSM at the average radius.  
The 3 magnetic materials described above (Fig.1) are combined 
in the stator teeth and the rotor yoke, which lead to 9 
configurations of magnetic circuits, as described in Table III. 

TABLE III 
COMBINATIONS FOR THE MAGNETIC CIRCUIT 

Structures Tooth material Yoke material 
Tn-Yn NOES NOES 
Tn-Yg NOES GOES 
Tn-Yh NOES Hiperco50 
Tg-Yn GOES NOES 
Tg-Yg GOES GOES 
Tg-Yh GOES Hiperco50 
Th-Yn Hiperco50 NOES 
Th-Yg Hiperco50 GOES 
Th-Yh Hiperco50 Hiperco50 

In the analyse, the yoke width and the tooth width are 
modified, respecting the necessary slot area for the conductor 
arrangement, as well as the saturation levels of the sheets. The 
aim is to find the optimal dimensions for a high-power density 
in the power range between 90kW and 105kW at the base 
rotational speed and the rated current.   

 
IV. FEA-2D RESULTS  

The power densities for four out of nine structures 
(Table III) are shown in Figure 3: full NOES reference 
structure, full GOES structure, full Hiperco50 structure, and a 
mixed structure with GOES teeth and Hiperco50 yoke. The 
maximum power density of the reference structure is 
9.39kW/kg with a 24mm tooth width and a 12mm yoke width, 
considering only the active parts in the calculation of the 
weight. 

 
Fig.3. Variation of power density as a function of the tooth-width and the 

yoke-width for: a) Tn-Yn, b) Tg-Yg, c) Th-Yh, d) Tg-Yh 
 
The results show that the full Hiperco50 structure improves 

the power density by 7.4%, compared to the reference 
structure. The full GOES structure, with RD according to the 
axial direction in teeth and tangential direction in yoke, also 
improves the power density by 5.8%, compared to the 
reference structure. In addition, the mixed structure with GOES 
teeth and Hiperco50 yoke offers a better gain in power density 
about 7.7%, compared to the reference structure, due to the 
very high permeability of the GOES sheet and the very high 
flux density of the Hiperco50. 

 
V. CONCLUSION 

This study shows that the use of non-conventional magnetic 
materials (Hiperco50 and GOES) in the different parts of the 
magnetic circuit (teeth and yoke) allows to increase the power 
density of our axial flux PMSM. The mixed structure (Tg-Yh) 
and full Hiperco50 structure (Tg-Yh) give the best results in 
terms of power density. In the full paper, the results about the 
nine possible combinations mentioned above will be presented 
with the calculation of the efficiency. In the next work, a FEA-
3D study will be performed. 
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 Abstract – A method is presented for the determination of the 
direct current (DC) motor and drive. The basis for the 
parameters` determination are speed and current startup 
responses. The method can be used in the case of controlled drive. 
Differential Evolution (DE) is used for the parameters` 
determination. The motor’s model simulation, which is used for 
the Objective Function calculation, is described with two coupled 
Differential Equations. The Runge-Kutta fourth order method is 
used for the solving of the system of two cupled Differential 
Equations. 

 
I. INTRODUCTION 

 
Drives with Direct Current motors (DC motors) are used 

widely in industrial applications. They are often used for 
industry control systems, because they are easy to control. 
Often DC motor’s and also a drive’s parameters are not 
known, or the motor’s parameters provided by the motor 
manufacturer could have relatively large tolerances [1], 
especially for the cheaper DC motors. Also important are the 
drive’s parameters, such as the inertia of the drive and 
friction. Usually the inertia and friction of all the drive’s parts 
are not known.  

 
II. DC MOTOR’S MODEL 

 
The DC motor is presented schematically in Figure 1. A 

working machine may, or may not, also be connected to the 
motor. 

 

 
 

 Fig.1. DC motor and working machine 
 

Ra is the ohmic resistance of the DC motor, La is the 
inductance of the DC motor (we assume it is constant, which is 
a simplification of the model), ua is the voltage at the DC 
motor, ia is the current of the DC motor, Jm is the inertia of the 
motor ω angular speed at the axis of the motor, and Jwm is the 
inertia of the working machine. 

Drive operation can be simulated using two coupled 
Differential Equations, written as (1) and (2). It is assumed that 
excitation is present before the connection of the motor’s 
armature. 

 a
a a a a

diu i R L e
dt

      (1) 

 m load
dT T J
dt


   (2) 

 
J is the inertia of all parts in the drive and e is the induced 

voltage. Equations (1) and (2) are coupled, because e depends 
on the angular speed ω and Tm depends on the current ia, as 
written in (3) and (4). 

 
 me c    (3) 

 m m aT c i   (4) 
 
cm is assumed to be a constant, and it is called the motor’s 

constant. Tload written in (2) is divided into more parts, written 
in (5). 

 
 2

la lb lcloadT T T T       (5) 
 
Rewriting (1) and (2), considering (3), (4) and (5), we obtain 

(6) and (7), which are the basis for the mathematical model. 
 

 a
a a a a m

diu i R L c
dt

       (6) 

  2
la lb lcm a

dc i T T T J
dt
         (7) 

 

Simulation of the motor’s startup is made with numerical 
solving of the Differential Equations written in (6) and (7). A 
Runge-Kutta fourth-order method is used. Derivatives must be 
expressed for numerical solving. The current derivative is 
expressed from (6) and written in (8), and the speed derivative 
is expressed from (7) and written in (9). 

 

    1 , ,a
a a a m a

a

di u i R c f t i
dt L

         (8) 

 
 

 

21

, ,

m a la lb lc

a

d c i T T T
dt J

g t i

  



         


 (9) 
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III. METHOD FOR PARAMETERS` DETERMINATION 
 

Parameters` determination (Ra, La, cm, J, Tla, Tlb and Tlc) is 
based on the comparison of the measured current and speed 
response at startup with calculations based on the described 
mathematical model. We are using a direct approach for the 
inverse problem. Differential Evolution (DE) is used for 
parameters` determination [2,3]. The used strategy was 
DE/rand/1/exp, the used amplification of the differential 
variation was 0.6 and the used crossover probability was 0.8. 

 
IV. RESULTS 

 
The measured current and speed responses are made on a 

SIEMENS SIMOREG DC-Master drive. The measurement is 
made with the use of the “Trace” function, which is a part of 
the SIEMENS software. The startup of the motor is made using 
an n-control closed loop with the following data: tspeed_up=0 s, 
ωfinal=126 s-1, ia_limit=11,44 A (110% of Ia_rated), no load, 87 
measured points. To consider closed loop operation, voltage ua 
is not a constant value, it is a measured value ua(t), which is 
used as input to the motor’s model.  

Different controller adjustments influence the motor’s 
voltage, which represents input data to the motor model, with 
that in mind, the motor (drive) dynamic is fully considered by 
the presented model. 

The Objective Function (OF) is defined as the square of 
differences between the input and simulated data written in 
(10). 

 

 

2

_ _ _ _

_ _ max

21
_ _

_ max

1
a simulated i a input i

N a input

i
simulated i input i

input

i i
i

OF
N  






        
  
      

 (10) 

 
N is the number of points of the measured values. 
The parameters` limits are set between 0 and 100 for Ra and 

La, between 0 and 5 for ce, between 0 and 1 for J, between 0 
and 20 for Tla, between 0 and 9.55·10-2 for Tlb and between 0 
and 4.56·10-6 for Tlc. The population number is set to 70. 

 
TABLE I 

BEST (B), WORST (W), MEAN VALUE (M) OF THE OBJECTIVE FUNCTION AND 
STANDARD DEVIATION (SD) FOR THE 50 INDEPENDENT RUNS 

 
OF DE/rand/1/exp  

B 
W 
M 
SD 

2.2531·10-3 

2.2531·10-3 

2.2531·10-3 

0.0 

 

 
Based on Table I, it can be seen that the calculation 

procedure is robust. The same results were obtained for each 
run of 50 independent runs. 

The calculated parameters are presented in Table II. 
 

TABLE I 
KNOWN AND CALCULATED PARAMETERS 

 
Parameter Known value Calculated value 

Ra 
La 

  cm 
J 

Tla 
 Tlb 
Tlc 

 

5.66  
not known 
not known 
≈ 0.04 
≈ 0.9 
≈ 0 
≈ 0 

 

5.06 
0.244 
1.369 
0.0468 
0.799 
7.70·10-18 
8.00·10-19 

 
 
The measured and calculated responses are presented in 

Figure 2.  
 

 
 

 Fig.2. Measured and calculated values 
 

V. CONCLUSIONS 
 

From Table I it can be seen that chosen DE is a very robust 
and stabile optimisation method.  

The calculated results presented in Table II show good 
agreement between the known and calculated parameters. The 
differences between the known and calculated values are 
approximately 11% in the case of Ra and Tla, and approximately 
17% in the case of J. A good match between the measured and 
calculated time responses is evident in Figure 2, which 
confirms the quality of the presented method. 

This work was supported by the Slovenian Research 
Agency under Grant P2-0114. 
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 Abstract - The paper presents research on the development of a 
six-phase synchronous reluctance motor (SynRM) based on the 
stator used in classical three-phase induction motors. In the design 
and calculation process, a extended Clarke-Park transform was 
developed for a six-phase asymmetrical system. To verify 
proposed design, a field-circuit model of electromagnetic 
phenomena in studied motor was developed. The conclusions 
resulting from conducted research as well as the goals of further 
work are discussed. 

 
I. INTRODUCTION 

 
In this paper, an attempt has been made to develop a 

reluctance motor powered by a six-phase asymmetrical 
system. The stator core and a rotor with U-shaped flux 
barriers have been adopted from the four pole three-phase 
SynRM produced by ABB. Computer aided design tools were 
used to facilitate the analysis. The model developed in the 
Matlab Simulink environment allowed confirming the 
correctness of the modified space vector transformations 
while the numerical field-circuit model of the motor allowed 
for detailed analysis of the motor performance under assumed 
control strategy.  

 
II. SYNTHESIS OF THE WINDING 

 
A distributed six-phase winding of 36 slots forming a four-

pole system was proposed. Due to the fractional number of 
slots per phase, a double layer winding was considered. The 
following figure shows the coils arrangement in one pole 
pitch. 

 

 
 

 Fig.1. Phase coils distribution on the pole pitch   

 
 

 Fig.2. Phasor diagram 

Arranging the coils according to proposed pattern allows 
one to determine the voltage star and the distribution of 
voltage vectors for each phase as in phasor diagram shown in 
Figure 2. With the above information, the winding diagram of 
the six-phase motor was determined [1]. 

 

 
 

 Fig.3. Diagram of the proposed six-phase winding   
 

III. EXTENDED CLARKE AND PARK 
TRANSFORMATIONS 

 
Working with three, or in this case six, currents 

complicates the control system considerably. However, a 
slight modification of the Clarke transform allows to obtain a 
classical representation of the system using space vector on 
the basis of which the motor control is performed. Figure 4 
shows the phasor diagram of an asymmetrical six-phase 
system [2]. 

3 

 
 Fig.4. Phasor diagram of asymmetrical six-phase system 

 
The phase shifts between vectors of above system 

determines the phase conversion matrix of the natural 
(abc def) system into orthogonal α and beta β rotating vectors. 
The inverse substitution has the similar form to equation (1). 
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To determine the abc def on the basis of α β the transform 
matrix is inverted.  
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The vectors thus determined can be transformed into 
rotating reference frame by standard Park transformation 
matrix [5] 
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where θ is rotor angular position  

 
To validate the correctness of the extended transforms the 

circuit diagram model shown in Fig. 5 has been implemented 
Matlab Simulink environment. The above matrix calculations 
were included and abc def, α β, as well as d q waveforms 
were plotted. 

 

 
 

 Fig.6. Clarke-Park transform scheme in Matlab Simulink environment 
 

IV. FINITE ELEMENT ANALYSIS 
 

Initially, to validate correctness of the proposed winding an 
induced voltage test was performed using a 4 pole rotor with 
permanent magnets.  

After a positive result of test, i.e. obtaining six-phase 
system of induced voltage waveforms, a target reluctance 
rotor was implemented in the model (see geometry and mesh 
shown in Fig. 6) and the corresponding current excitations 
have been determined according to extended Clarke and Park 
transforms. Implementing the transforms into the model allow 
for arbitrary control of the Id Iq values [3]. 

 
 

 Fig.6. Model of the designed six phase SynRM   
 

Development of the field model of studied machine 
allowed for an in-depth analysis of the operating states and 
the investigation of impact of control strategy on SynRM 
drive performance. An example of the torque by the motor 
and the magnetic flux distribution during operation are shown 
in Figs 7 and 8, respectively [4]. 

 

 
 Fig.7. Example of the torque created by motor   

 

 
 Fig.8. Magnetic flux distribution   

 

IV. CONCLUSIONS 
 

The paper deals with design and analysis of six-phase 
synchronous reluctance motor. The six phase winding layout 
has been determined based on phasor diagram, performed 
finite element analysis proves proper design of the motor. The 
detailed results will be discussed during the conference and 
included the scope of the full version of the paper. 
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Abstract – The paper deals with analysis of the synchronous 
reluctance motor (SynRM) operation under fault conditions of 
multi-drive supply system composed of a two 3-phase drives. 
The two arrangements of 3-phase and one of 6-phase winding 
were investigated. The developed field models were used to 
calculate electromagnetic torque and radial magnetic forces 
occurring in the condition of the inverter failure. The selected 
research results have been presented and discussed.  
 

I. INTRODUCION 
 

Due to low cost and high reliability the SynRM are 
becoming attractive alternative to the permanent magnet 
synchronous or squirrel cage asynchronous machines.  

In order to increase the reliability and provide fault 
tolerance of the electric propulsion systems the multi-drive 
(i.e. composed of more than single 3-phase inverter or 
inverter of higher number of phases) supply systems are 
becoming in focus in the past [1, 3, 4]. 
 

II. CONTROL OF THE POWER SUPPLY  
 

In order perform comparative analysis between studied 3-
phase and 6-phase multi-drive systems the same power 
conditions must be ensured. Assuming similar value of the 
winding factor for studied windings the power equivalence  
can be achieved by ensuring the same magnetomotive force 
(mmf) in the slot. The phase current in the 6-phase winding 
was equal 120A. As it is a double-layer winding, the total 
mmf in the slot is 240A. The total mmf was used to calculate 
phase current of a 3-phase single-layer winding.  The next 
step is to determine the maximum torque per ampere 
operation point. This was achieved through vector control and 
the use of Clarke-Park transforms. The optimal in terms of 
torque constant of the machine quadrature and direct axes 
currents Iq Id [2, 3, 6]. 
 

                                     𝐼𝐼𝑎𝑎𝑎𝑎 = √𝐼𝐼𝑑𝑑2 + 𝐼𝐼𝑞𝑞2                                (1) 

 
where Iam is current amplitude 
 

                        [αβ] = [cos⁡(θ) −sin⁡(θ)
sin⁡(θ) ⁡⁡⁡cos⁡(θ)] [𝑑𝑑𝑞𝑞]                     (2) 

 

By determining the currents Iq Id and then using Park's 
transform, the currents in orthogonal stationary frame α β are 
obtained. On this basis, the Clarke transform for a 3-phase 
winding is defined. 

                       [
𝑎𝑎
𝑏𝑏
𝑐𝑐
] = [

1 0
cos⁡(2𝜋𝜋

3 ) −sin⁡(2𝜋𝜋
3 )

cos⁡(4𝜋𝜋
3 ) −sin⁡(4𝜋𝜋

3 )
] [αβ]                  (3) 

 
The a,b,c currents for 3-phase machine have the same 

values of first D1 and second drive D2 by which machine is 
supplied. By modifying the Clarke transform, the matrix for 
the 6-phase winding can be similarly determined. 
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[αβ]                   (4) 

 
This matrix is constructed for a 6-phase drive system. The 

6-phase supply system can be composed of two 3-phase 
drives D1 and D2 ensuring that the phases of D2 are shifted in 
phase by 30○

 in reference to D1 [1]. 
 

III. STUDIED MACHINES 
 

The studied two configurations of multi-drive 3-phase 
supply system are shown in Fig. 1  
 

a)                                                  b) 

 
 
 
 
 
 
 
 

 
Fig. 1. Configurations of 3-phase multi-drive supply system 
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The 6-phase winding is double-layer. In this case, the 
distribution of the winding in one pole is as follows 
(AA|AD|DD|CC|CF|FF|BB|BE|EE). Fig. 2 presents the layout 
of a 6-phase multi-drive system [4, 5]. 
 

 
 

 
 
 
 
 
 

Fig. 2. The 6-phase multi-drive system 
 

IV. RESULTS 
 

The simulations of operation of the studied machines with 
different windings under normal and the drive fault conditions 
have been performed. The torque waveforms have been 
compared first. To compare torque value over different 
configurations the same mmf in slot has been ensured for all 
simulations. For clarity, multi-drive configuration from Fig. 1 
a) will be called C1, Fig. 1 b) C2 and Fig. 2 C3. The dotted 
lines shows the results for normal operation (i.e. drives D1 
and D2 supply the machine according to (3) and (4)), while 
continuous lines represent torque waveforms assuming failure 
of one drive (currents in D1 are zero). 

 
Fig. 3. Comparison of torque waveforms for operation under normal and fault 

conditions 
 

It can be seen that, at normal operation, both configuration 
of 3-phase winding have the same torque waveforms. It 
should be noted that 6-phase machine provide 5-10% more 
torque than 3-phase machines. Analysing torque waveform 
for C2 it can be stated that such configuration is not suitable 
for operation under drive fault because of very high torque 
ripples. Supplying machine according to case C1 provide 
almost half of maximum torque. Different waveforms can be 
seen in C3 depending on which drive fails (red and green 
waveforms). This is due to phase shift between D1 and D2. In 
case of  C3 a torque drop to 30% of nominal value can be 
observed.  

Operation under drive fault create lack of the mmf in 
specific sections of the stator. This causes unbalance of 
magnetic radial forces and also global force acting on the 
rotor. This kind of forces are dangerous for the bearings life-

time and significantly increase vibrations and noise of the 
machine.  

 
Fig. 4. Orbit diagrams of magnetic radial forces for C1, C2, C3 

 
The orbit diagrams presented above compare the action of 

magnetic radial forces occurring in particular configurations. 
The C1 system in the state of failure of the driver, despite the 
maintenance of high torque, generates enormous radial forces 
exceeding 2kN in x-axis. It has been observed that the force is 
directed more towards the working inverter. The C2 system 
generates high forces in both sides of the x-axis, creating 
ripple of the rotor. C3 works best from the examples 
considered. Despite operating in the state of failure of the 
inverter, the favorable arrangement of the drivers causes the 
forces to be cancel as in the normal operation state and these 
forces assume negligible values. 
 

V. CONCLUSIONS 
The paper deals with comparative analysis of the multi-

drive powered (SynRM) with 3-phase and 6-phase winding 
under drive fault conditions. Three configurations of the 
motor multi-drive supply systems were proposed and 
analysed. The waveforms of torque and radial forces under 
normal and single drive failure conditions were calculated. 
Conducted studies showed that only the 6-phase system can 
work properly in the drive fault condition, without generating 
unbalance of the radial forces. The detailed results will be 
discussed during the conference.  
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 Abstract - This paper presents the research into the performance 
analysis of a novel five-phase doubly-fed induction generator 
(DFIG). The proposed solution aims at extending the range of 
possible modes of operation of an induction machine generation 
system. Modern doubly-fed induction generators are a dominating 
choice for wind energy conversion systems (WECSs). Because 
electrical failures are the most common failures in WECSs, the five-
phase DFIG decreases the possibility of the system downtime due 
to increase fault-tolerant operation capability 

 
I. GENERAL INFORMATION 

The doubly-fed induction generators (DFIG) have well-
known advantages of simple constructions and low 
maintenance and are industrially applicable. They are mainly 
used in modern wind power plants instead of permanent 
magnet synchronous generators [1], [2].  

Nowadays, when the industry market increases rapidly, 
semiconductors and converters are getting cheaper, and 
different and innovative solutions are being explored. Multi-
phase machines have several advantages over three-phase 
systems, such as fault tolerance, higher torque density, and 
lower torque pulsation [3]. 

This paper presents a behavioral level model of a novel 5-
phase DFIG based on the winding function approach (WFA). 
The main advantage of this approach is that the model 
description is based on actual machine winding distribution 
and the airgap geometry [4], [5]. However, this fault only 
applies to large airgap machines and is insignificant in 
induction machines [6], [7], [8]. 

The paper is organized as follows: the structure of the 
developed five-phase DFIG is introduced (Fig. 1), and its 
principle of operation and mathematical model is described in 
section II. The FEM simulation of the prototype is presented in 
section III. Section IV explains the manufacturing of the 
prototypes and experimental analysis. Finally, the paper ends 
with a summary of the obtained results. 

 
II. MATHEMATICAL MODEL OF FIVE-PHASE DFIG 
The specifications of the prototype DFIGs used in this study 

are shown in Table I. This generator has a six-pole, three-phase 
stator winding with one parallel branch and was constructed in 
a frame size of 132 mm. The generator has been developed 
using the original stator from a 5.5 kW Sg132m-6 induction 
motor. The five-phase rotor winding and core have been 
designed from scratch to fit and perform with the original core 
and winding of the selected induction motor. 

The rotor was manufactured with a set of five slip-rings. 
The machine design was based on a predetermined minimum 
and maximum speed, the set output electric power, and the 
maximum rotor voltage (Ur < Us) corresponding with the 
operating speed range. 

 
 Fig.1. The scheme of the developed novel five-phase DFIG. 

 
TABLE I 

5-PHASE DFIG PARAMETERS 
Parameter Value 

Rated Power Pn 4 kW 

Voltage Un 400V 

Pair poles p 3 

Stator phases ms 3 

Rotor phases mr 5 

Stator slots QS 36 

Rotor slots Qr 30 
A BASIC MODEL OF THE 5-PHASE DFIG 

The stator and rotor voltage equation describe the general 
form of the voltage equation of the 5-phase DFIG model: 

Us = RsIs +
𝑑𝑑
𝑑𝑑𝑑𝑑 Ψs (1) 

Ur = RrIr +
𝑑𝑑
𝑑𝑑𝑑𝑑 Ψ𝑟𝑟  (2) 

where: Us, Ur – stator and rotor voltage vectors, Is, Ir – stator 
and rotor current vector, Rs, Rr – stator and rotor resistance 
matrix, ΨS,Ψr – stator and rotor flux linkage. 

The developed DFIG analytical model was used to simulate 
the generator's no-load and load state. The generator is driven 
at a constant speed and the rotor windings are supplied with 
alternating currents shifted in phase by 2/5π. The generator 
load level is controlled by changing the value of the resistance 
connected to the stator terminals. The amplitude and frequency 
of the rotor currents and rotor speed are adjusted to the 
measurement conditions. In the no-load state (Fig. 3a), the flux 
in the machine is excited by the flow of rotor currents. The no-
load voltage amplitude (Us0m) induced in stator winding is 
defined by: 

𝑈𝑈𝑠𝑠0𝑚𝑚 = 5
2 𝐿𝐿𝑠𝑠𝑠𝑠𝐼𝐼𝑟𝑟𝑟𝑟(𝜔𝜔𝑟𝑟 + 𝑝𝑝𝜔𝜔𝑟𝑟𝑟𝑟) 

 
(3) 

where: Lsr - amplitude of the mutual inductance be- 
tween stator and rotor windings, Irm - amplitude of 
rotor current, fr - frequency of rotor current, ωrm - 
Angular velocity of the rotor. Moreover, the load simulation 
has been developed. The result of the simulation has been 
presented in Fig. 3b. Finally, the analytical calculation from the 
model has been compared with the measurement results 
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(Fig. 4). The model shows very high convergence, and the 
other measurement results will be presented in Chapter IV.  

   
Fig. 3. a)  

 

 
Fig. 4. The experimental and analytical calculation results under the resistive 
load 

 
III. THE FEA ANALYSIS OF FIVE-PHASE DFIG 

The 5-phase DFIG has been designed using the 3D CAD 
software also. The simulations were conducted to verify the 
analytical design calculated dimensions and parameters. The 
Ansys Maxwell and RMxpert Design have been used. Moreover, 
FEA validated the designed prototype's capability to perform in 
different operating conditions. 

Fig. 5a shows the 2D and 3D FEM simulations of DFIG's flux 
density distribution. The maximum value of flux density is 1.4 
T, and the results of both simulations are similar. However, the 
3D simulations better represent the phenomenon of slots 
harmonics. The maximum value of flux density in the air gap is 
0.75 T (Fig. 5b). The results fit in desired ranges. Moreover, the 
flux distribution corresponds to the stator and rotor slots 
distribution.  

 
 Fig. 5. a) 

 b) 
. 

IV. LABORATORY TESTS 
The measurement was performed at a constant speed of 810 

rpm without any load. The DFIG stator is star-connected, and 
the measurements have been made for different rotor currents. 
Those measurements have been compared with simulation 
results. Fig. 6 shows experimental test results. The rotor current 
exciting the machine is raised several times over the 
measurement period. These results have been compared with 
the FEA simulations (with the third and fourth/final steps in the 
rotor current rising sequence).  

 
 Fig. 6. Induced voltage measurement and simulation under the rotor current 
exciter (Ir RMS = 1.0A and 1.5 A). 

 
The measurements and FEA simulation results are shown in 

Fig. 12a. The waveforms show good convergence between 
simulations and measurements, around 10-15V. The second 
measurements have been performed with different load 
conditions (resistive and inductive). In Fig. 12b, the mixed load 
has been performed. The active and reactive power was 
approx. 2 kW and 0.5 kVar. 

   
Fig. 12. The experimental and FEA simulation results under the resistive 
and mix load. 

 
V. CONCLUSIONS 

This paper proposes a novel five-phase DFIG dedicated to 
modern wind power plants. The proposed generator has been 
developed, and a prototype machine has been manufactured 
and tested under different operating conditions. Assumptions 
and calculations have been verified using FEM analysis and 
measurements performed on the prototype. The DFIG with five 
phase rotor can operate as a regular three-phase machine in an 
electric power generation system. Further investigation into the 
machine performance will focus on coping with output power 
quality during single or even dual rotor phase failures due to 
the inverter or the slip ring assembly fault. However, even with 
the standard motor stator, the machine could supply the load 
with both the active and reactive power. 
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Abstract—This paper investigates the critical temperature of a
high temperature superconductor changes due to mechanical stress
and whether the change is a reversible or irreversible effect. In
order to achieve this, a static force is applied to the conductor and
the exact critical temperature is measured using a multiphysical
test bench. Subsequently, a new measurement is made at reduced
force to investigate whether this displacement is reversible or not.
For the design of applications it is of great importance to know
the limit for the transition to the superconducting state.

Index Terms—critical temperature, REBCO, axial tensile stress,
HTS, reversible, irreversible

I. INTRODUCTION

REBa2Cu2O7−δ (REBCO, where RE=RARE EARTH)
based second generation (2G) high temperature superconducting
(HTS) wires are now used by a number of products. As an
example for devices including magnets, superconducting fault
current limiters (SFCL), superconducting magnetic energy stor-
ages (SMES), cables, etc. The mechanical and electromagnetical
properties are one of the most important attributes of a 2G tape.
Among these properties, the behavior of HTS tape under axial
tension has attracted more investigations.

Previous investigations have shown that the magnitude of
the critical current depends on the tensile strain. There is a
reversible limit up to which the current does not decrease. If
the reversible strain is exceeded, cracks occur in the supercon-
ducting REBa2Cu2O7−δ-layer and the critical current is irre-
versibly decreased [1], [2], [3].In this case the superconductor
is damaged completely.

In this study, it is investigated in more detail how the critical
temperature (Tc) of superconductors behaves after an axial
stress is applied and afterwards is reduced. Is the conductor
permanently damaged or do the original electrical properties
return after a reduction. For this investigation, a sample is
first cooled below the critical temperature under axial tension.
The same measurement is then repeated with a reduced force
to determine whether the electrical and mechanical properties
have changed irreversibly. The purpose of this investigation
is to systematically characterize a conductor material. Thus,

the limits of superconductivity are characterized and models
covering not only the electrical aspects but also the mechanical
ones will be developed. This is especially important in the case
of a failure, where high mechanical stresses can occur.

II. EXPERIMENTAL SETUP AND PROCEDURE

The methodology according to which measurements are
taken is presented below based on Figure 1. Two copper jaws
(Pos. 1) are located between two thermally insulating holders
(Pos. 2). These are thermally connected to a Sumitomo cold
head (Pos. 3) and cooled. The superconductor sample (Pos. 4)
to be tested is located between the upper and lower copper
jaws. With three calibrated temperature sensors (Pos. 5) which
operate down to 4.2K with an accuracy of 10mK, located at
different points, a homogeneous temperature distribution can
be ensured. At the upper and lower end of the superconductor
there are two copper clamps each (Pos. 6). The two outer
terminals are used to impress a small constant current of 1A.
The two inner clamps are connected to a Keysight 34470
multimeter with 7 1/2 digits. The multimeter thus measures
the voltage drop between the two inner copper terminals.
The whole setup is located inside a vacuum chamber to
prevent convection. In order to be able to exert the necessary
mechanical force on the conductor, the ends of the clamp jaw
holders are coupled to a electrical actuated universal tensile
testing machine. With the help of the machine, previously
defined loads can be imprinted. In order to be able to carry
out the necessary tests, the specimen is slowly cooled down at
a constant current. The critical temperature can be recognized
by a rapid drop in resistance. In the case of superconductors
of the second type, the transition to the superconducting state
is not abrupt, but is defined by a temperature window ∆T.
During the cooling process, different forces are applied to the
conductor, and the behavior to the critical temperature Tc is
investigated. The results of the measurement can be found in
the following section IV.
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Fig. 1: Measurement setup

III. SAMPLES

The architecture of the investigated REBCO tape is illustrated
in Figure 2. This type has a substrate layer of Hastelloy C276
with a thickness of 50µm. The subsequent layers consisting
of a diffusion barrier (MgO ∼ 0, 3µm), ISD layer (MgO
≈ 3µm), GdBaCuO coating film (≈ 3µm) and Silver cap
layer (≈ 2µm). Type TPL 4120 is thermally, electrically and
mechanically stabilized by a copper surrounding. This has a
thickness of ≈ 20µm, with the result that the tape reaches a
total thickness of ≈ 100µm [4].

GdBaCuO ≈ 3µm

Silver ≈ 2µm

MgO ≈ 0, 3µm

ISD Layer ≈ 3µm

Hastelloy C276 ≈ 50µm

12 mm

0.1 mm

Copper ≈ 20µm

Fig. 2: Layered structure of the samples of type Theva TPL 4120 (not
to scale) [5]

IV. MEASUREMENT RESULTS

Figure 3 shows the recorded temperature profile and the
mechanical stress acting on the conductor in MPa. As can be
seen from the figure, four measuring points with increasing
stress were recorded first. Subsequently, the stress is reduced
for the same sample. In the meantime, the critical temperature
of the sample is measured in order to investigate this effect for
reversibility. As depicted in Figure 4, the critical temperature
decreases when the force is increased. Much more interesting
is the fact that a subsequent reduction of the axial stress does
not result in a shift of the critical temperature. Thus, it can be
concluded that this effect is irreversible and the tape does not
return to its original electrical properties even if the tape has
not been completely damaged through the mechanical tension.
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V. CONCLUSION

The measurement results show that mechanical stresses on
conductors have a negative influence on the critical temperature.
Moreover, this effect can be declared as irreversible. In the full
paper, the measurement methodology, the results with different
measurements and an analytical approach to describe the effects
are discussed in detail. In addition, a more detailed consideration
is provided whether the mechanical stress causes a voltage drop
along the conductor.
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 Abstract - This paper proposes improved methods for calculating 
the value of the stator end winding leakage inductance of an 
induction machine. The forms were based on the stored magnetic 
energy, calculated by 3-D finite element analysis. In these 
methods, the rotor has been considered in the simulated machine's 
model. The analysis results show that the stator end winding 
leakage inductance value is a significant part of the value of the 
total leakage inductance. Therefore, considering end winding 
leakage inductance in a dynamic induction machine model 
improves the model accuracy. 

 
I. INTRODUCTION 

 
The magnetic flux produced by the currents flowing 

through the windings of the electric machine can be divided 
into two components. The first magnetic flux component 
produced by the currents flowing through the end windings is 
usually termed end winding leakage flux. The main flux is the 
second component produced by the currents flowing through 
conductors placed in the machine's active part. Although the 
end winding leakage flux is small in comparison with the 
main flux, it may cause some harmful phenomena such as 
magnetic forces on the end winding [1],[2],[3],[4], and the 
eddy currents in the conductive parts on the end region [5], 
[6] and in the core end [7]. Besides, the accurately determined 
value of the leakage inductance is essential when calculating 
the induction motor's starting torque and current. 

The geometry of the end part is more complex than the 
geometry of the active part. In the active part, the magnetic 
flux density vector may be represented by a 2-D vector 
rotated in the plane of magnetic core laminations [8]. 
However, the magnetic flux density distribution in the 
machine's end part is always 3-D. Therefore the analysis of 
this part is more complex and more time-consuming. 

 
II.  SURVEY OF RELATED WORKS 

 
Mainly there are two approaches to calculating the value of 

end winding leakage inductance. One approach is based on 
the magnetic energy stored in the end region [9], [10], [11], 
[12], and the other is based on the flux leakage linking with 
the end winding [13], [14], [15]. Numerical methods, such as 
the finite element method (FEM) and two analytical methods, 
e.g., equivalent magnetic circuits [14], and Neumann integral 
[16],[17], have been used to calculate the above quantities.  

An analytical calculation presented in [15] is based on 
solving the flux linkage. The geometry of the end winding 
was modeled as a semicircle, the method gave the rough 
value of the end winding inductance, but it was fast 

Another analytical approach [16], using the method of 
images, took into account the influence of the iron core. The 
end winding was modeled by 3-D diamond winding to solve 

the problem. 
In [11], [12], the end winding inductance was calculated 

using 2-D and 3-D models. The 2-D model calculated the end 
ring inductance under different boundary conditions. The 
leakage inductance calculations with different degrees of 
coupling between rotor and stator were based on the energy 
calculated utilizing the 3-D model.  

The 3-D finite element analysis (FEA) gives accurate 
results. However, it is very time-consuming and requires 
many computation steps. The analyzed model has to be 
reduced to make it less time-consuming. It is necessary to 
assume that the machine is axis-symmetric. In addition, a 
quasi-3-D FEA requires the assumption that the field 
variables are sinusoidally distributed along the 
circumferential direction. 

This paper proposes improved methods for calculating the 
stator end winding leakage inductance. 

 
III.  RESEARCH METHODS 

 
Calculate the stator end winding leakage inductance 

considering that the rotor is rugged due to the irregular shape of 
end winding, end winding leakage, which may distribute at the 
end of the active part, and the fringing flux of the air gap. The 
fringing flux belongs to the main flux but goes into the end 
winding region. Then, not all the magnetic flux occurring in the 
end region is the end winding leakage flux. Therefore, it is 
essential to find a method to separate the leakage from the total 
flux accurately. 

In this paper, two methods based on energy calculation are 
presented. Both methods require the assumption that the 
machine is symmetrical.  

The first method, which will be called method A is based 
on the dependence between the total leakage inductance and 
the length of the machine's active region, and it can be written 
as follows: 

.endactive LLL  +=  (1) 
Lactive is proportional to the axial length of the active motor 
part (lFe), and Lσend remained constant, is independent of lFe. 

The leakage inductance is calculated for a few lengths of 
the active region. The leakage inductance is divided into two 
parts using extrapolation of the leakage inductance value into 
the iron length equal to zero. The method is similar to the 
method presented in the literature [13]. The currents applying 
to the model produce fluxes in opposite directions in 
neighboring winding; the energy stored in the volume of the 
model is proportional to the total inductance. Then, the 
inductance can be calculated from the formula:  

.
3
4

2
ph

tot
tot I

EL



=  (2) 
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Where: Ltot total inductance, Etot energy stored in the 
volume of the model, Iph current flowing through the 
windings. 

The second method will be called method B based on the 
energy stored in the end region of the machine. In this case, 
removing the energy produced by the fringing flux of the air 
gap is necessary. The model should have a volume closing 
fringing flux to remove the part of energy belonging to the 
end of the air gap. The authors assumed that the volume has a 
ring shape. The dimensions of the ring can be obtained from 
formulas: 

.rrin hDD −=  (3) 

.ssout hDD +=  (4) 

.)( crs kDDh −=  (5) 
Where: Din inner diameter of the ring, Dr diameter of the 

rotor, hr high of rotor slot opening, Dout outer diameter of the 
ring, Ds stator inner diameter, hs high of stator slot opening, h 
high of the ring, kc Carter coefficient. The dimensions of the 
ring were determined on the base of magnetic flux density 
analysis in the volume where the fringing flux is present. The 
view of the motor model with the ring mentioned above is 
shown in  Fig. 1. 

 

ST
A

TO
R

R
O

TO
R

RING

AIR GAP
 

 
 Fig.1. View of the 3D motor model with ring used in method B and sketch of  
its cross-section 
 

Method B is less time-consuming than method A because 
the value of end winding inductance is calculated directly 
from energy. Method B does not require additional 
calculations or different mathematic operations like method 
A. Both presented methods can be used to improve the 
accuracy of a dynamic model of an induction machine. 

Energy calculation for both methods was made using 
VECTOR FIELDS software called OPERA 3D. It required 
3D windings and magnetic core models. 
 
 

III. FINITE ELEMENT MODEL OF THE MOTOR 
 

Using the coil models from the standard library of OPERA 
to build the stator winding with a significant filling factor can 
cause dimensional conflicts in the end-winding part (coils in 
the end-winding part overlap each other). Therefore such 
models lead to changes in the flux density distribution in the 
end-winding region. The consequence of this is erroneous in 
specifying the value of end-winding inductance. Therefore, it 

is necessary to develop models of coils that allow the 
construction of a winding without dimensional conflicts. 

It should be noted that constructing coil models of any 
shape is possible in Opera 3D. For this purpose, the standard 
conductors from OPERAs library (bricks described by 8 and 
20 nodes elements) can be used. The computer program was 
developed to automate the process of building the AC 
machine's stator windings. The program uses the 8-node 
elements to construct stator winding. The geometric model of 
the considered coil is defined by two basic objects (Fig. 2): a 
longitudinal coil axis and a set of cross-sections 
corresponding to the number of points defining a longitudinal 
axis of the coil. 

 
Fig. 2. Model 3D of a stator winding coil of an electric machine: 1 – 
longitudinal coil axis, 2 – set of transverse coil cross-section 

Fig. 3 shows an example of a complete stator winding model 
built using the developed program.  
 

 

 
Fig. 3. Model 3D of single layer  stator winding of an electric machine with 
concentrically wound coils 

 
It should be noted that the construction of the model coil 

using the library 8-node elements requires the assumption of 
appropriate current density in the individual segments of the 
coil. The total current of the modeled coil in 3D Opera is a 
product of the assumed value of the current density and the 
area of the bottom base of the 8-node element (rectangle 
defined as the first). The direction of current flow determines 
the vector acting at the geometric center of the bottom base 
and directed to the geometric center of the upper base of the 
8-node element. 

1 
2 
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The current density has the same value in each segment of the 
coil will cause the values of total currents in each of these 
elements to be different since the total current for the 
elements having the same cross-sectional area and the same 
density may take different values depending on the value of 
the bottom base area. It results in errors in induction 
distribution calculation. 

The OPERA 3D has two modules for constructing a 
geometric model of the analyzed object: the modeler module 
and the Pre-Processor module. Due to the greater possibility 
of changing the mesh density in the analyzed object author 
has used the Pre-Processor module. However, it should be 
noted that the construction of a discrete model of the motor 
using this module is very time-consuming and requires much 
work. In order to shorten the construction time of a discrete 
model of the machine author developed a unique computer 
program. This program can build a model based on basic 
geometric dimensions (slot dimensions, stator outer diameter, 
the inner diameter of the stator, rotor diameter, the length of 
the active part, etc.) and the number of slots. A discrete model 
of the 3D motor used to calculate its windings inductance is 
shown in Fig. 4. 

 
a) b)

1

2
3 4

4

 
 

Fig. 4. Geometrical model of the considered motor made utilizing OPERA 
Pre-Processor: a) 3D model of the machine active part, air (1), rotor (2), 
stator (3), b) model of the end-winding background, air (4) 

 
 
IV. STATOR END-WINDING LEAKAGE INDUCTANCE 

 
The value of the end-leakage inductance was calculated for a 
2.2 kW squirrel cage asynchronous motor. The main 
specification of the simulated machine is listed in Table I. 

Calculations were carried out using the TOSCA module. In 
the calculations was assumed linear magnetic circuit of the 
motor and the currents value were as follows: the current in 
the first phase was equal to Iph, and in the other two phases 
was equal to -0.5Iph. 

 
 
 
 
 
 
 
 
 

TABLE I 
MAIN SPECIFICATION OF SIMULATED MACHINE 

 
Name Value 

Rated power (kW) 2.2 

Rated frequency (Hz) 50 

Total length of stator iron core (mm) 100 

Outer diameter of stator iron core (mm) 97 

Inner diameter of stator iron core (mm) 47 

Thickness of air gap (mm) 0.15 

Number of pole pairs 2 

Number of stator slots 36 

Number of rotor slots 28 

Number of parallel branches 1 

Number of turns in series in a stator coil 39 
Coil span of a stator coil (stator slot pitches 7, 9, 11 

 
 
The total energy calculated using method A for different 
lengths of active machine parts is listed in Table II. 
 

TABLE II 
THE ENERGY OF SIMULATED MACHINE – METHOD A 

Active part length (mm) Stored Energy (J) a 
100 0.37693 
90 0.33961 
80 0.30229 

70 0.26497 
60 0.22765 

 
The dependence of the total inductance on its active part 

length is shown in 

 
Fig. 1.  
 

 

Fig. 1. The dependence of the total inductance from its active part length ls 

The value of the end-winding leakage inductance was 
calculated using the least mean square method on the base of 
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energy values presented in Table II. Method A gives the value 
of the end-winding leakage inductance equal to 3.06mH. 

The energy value stored in the simulated model's end region 
calculated using method B for lFe equal to 100mm is 4.32mJ, 
and the corresponding end-winding leakage inductance 
calculated using equation (2) is 3.5mH. 

To verify values of end-winding inductance calculated by 
methods A and B author compared these values with the 
inductance value calculated based on the method with 
removed rotor [10], [11], [12]. The value of the end-winding 
leakage inductance for the model with a removed rotor is 
equal to 3.6mH. 

 Method A requires significant accuracy in energy 
calculation due to the big difference between energy stored in 
the active part and the end-winding part of the machine. 

 
 

V. CONCLUSIONS 
 

This paper proposes improved methods for calculating the 
end-winding leakage inductance of a rotating electric motor. 
The stator end-winding leakage inductance of the 2.2-kW 
induction motor was computed based on the proposed 
methods. The method presented in the paper does not require 
rotor removal. The values of the end-winding leakage 
inductance computed based on the proposed method were 
compared with values computed using the method with the 
removed rotor. The computations show that method B is 
closest to the results obtained from the method presented in 
the literature. 

The difference between end-winding leakage inductance 
calculated using methods A and B is less than 20%.  

Results obtained in method A show that rotor influence on 
the value of end-winding leakage inductance exists. The 
difference between end-winding leakage inductance 
calculated using method A and the method that requires rotor 
removal is 17%. 

The model of the stator end-winding described in the paper 
is general. Therefore the proposed methods are suitable for 
calculating the end-winding leakage inductance of other 
radial flux electric machines. 
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Abstract

In this publication the effect of the operation temperature on the effective inductance of a
controllable inductor is analysed. The main difference compared to a coil with a simple single core
lies in the current-controlled inductance-value. This is achieved by a second core implemented
perpendicular upon the load-toroid effecting the saturation within a limited shared volume. The
dependencies on the core-temperatures are investigated by measurement.

1 Introduction

Inductivities are widely used for lots of different purposes. Energy storage for buck- or boost-
converters, resonant tank elements for different types of resonant converters and inductors for
filters should be mentioned as typical examples. Often, fix optimal values can be found and
corresponding devices can be implemented. In some cases the availability of wide ranges of
input- or output-parameter and a possibility to change on-the-fly would be desirable. This results
almost always in a suboptimal compromise, because effects like saturation and losses must be
taken into account. Especially in suction circuits for filters or resonant tank applications with
changing parameter sets adaptable inductivities may be a promising alternative.

For this publication, a setup is used consisting of two intersecting toroid cores with a control- and
a load-winding. This is depicted in Figure 1. In a previous publication the effect of the control
winding on the measurable inductivity of the load winding is presented [1]. However, magnetic
materials are known for a temperature dependence with the most significant effect of loosing all
properties at the Curie-temperature. The connection between magnetic field strength and flux
changes already before, resulting in a distortion of the original BH-curve. This is investigated in
the presented paper with its effect on the usability of the mentioned setup for measurements in
laboratory environments.

2 Operation principle

As described the setup consists of two intersecting toroid-cores with one winding each. The
control winding is used to purposefully saturate the intersecting volume and therefore affect the
inductivity of the load winding. An detailed explanation of the used measurement method can
be found in [2].
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Fig. 1: Setup of the two intersecting toroid-cores [3]

3 Temperature dependency

In order to describe the temperature dependency the setup has been implemented within an
climate chamber and measured at three different ambient temperatures, which are -20 ◦C, 25 ◦C
and 100 ◦C, giving a maximal temperature interval of 120 ◦C. At each temperature a series of
measurements is conducted giving a set of curves characterising the setup. The change of
these curves indicates the temperature dependency. Control currents up to 30 A were applied,
using the E-6 series assuming a non-linear behaviour of the investigated effective inductance
and the BH-characteristics.

4 Measurement results and further research activities

For investigation a ferrit of the company TDK, made from the material N30, was used. One of
the most important characteristic for this setup at 25 ◦C is a saturation flux density of 380 mT for
10 kHz [4]. For the presented measurements only dc-voltage and -current will be used, which
must be considered in evaluation. Fig. 2 shows the effect of the control current on the effective
inductance and the BH-characteristics at 25 ◦C. It can be seen that the effective inductance
decreases with rising control current. Furthermore, the characteristic curve starts to flatten,
which is expectable considering the shared volume of both cores as a variable air gap. A more
detailed analysis of this behaviour is given in [2].

For the chosen 100 ◦C the stated saturation flux density drops to 240 mT for 10 kHz and the BH-
characteristic flattens significantly, which is observable in [4]. The transition to a fully saturated
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3 Temperature dependency

In order to describe the temperature dependency the setup has been implemented within an
climate chamber and measured at three different ambient temperatures, which are -20 ◦C, 25 ◦C
and 100 ◦C, giving a maximal temperature interval of 120 ◦C. At each temperature a series of
measurements is conducted giving a set of curves characterising the setup. The change of
these curves indicates the temperature dependency. Control currents up to 30 A were applied,
using the E-6 series assuming a non-linear behaviour of the investigated effective inductance
and the BH-characteristics.

4 Measurement results and further research activities

For investigation a ferrit of the company TDK, made from the material N30, was used. One of
the most important characteristic for this setup at 25 ◦C is a saturation flux density of 380 mT for
10 kHz [4]. For the presented measurements only dc-voltage and -current will be used, which
must be considered in evaluation. Fig. 2 shows the effect of the control current on the effective
inductance and the BH-characteristics at 25 ◦C. It can be seen that the effective inductance
decreases with rising control current. Furthermore, the characteristic curve starts to flatten,
which is expectable considering the shared volume of both cores as a variable air gap. A more
detailed analysis of this behaviour is given in [2].

For the chosen 100 ◦C the stated saturation flux density drops to 240 mT for 10 kHz and the BH-
characteristic flattens significantly, which is observable in [4]. The transition to a fully saturated
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Fig. 2: Exemplary impact of control current on effective inductance and B −H characteristics at 25 ◦C

core material seems to be reached faster and more sudden, which could open up the setup for
a wider use in applications. Additionally, an analysis could present interesting results, because
100 ◦C is not an unusual operating temperature. On the contrary, there are no information given
about the behaviour of the flux density for a temperature below 25 ◦C. Again, the examination of
the chosen minimal value of -20 ◦C could display further insights on the characteristics of the
presented setup. It will be interesting to see if there are any advantages which could prevail the
need of cooling the system down. Both conditions will be investigated by measurement and
presented in the full paper.

An analysis of possible effects of the rise of the temperature could allow assumptions about the
characteristics of the setup right after switching it on and after a certain runtime.
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Abstract – The paper presents current analysis of multi-phase, 
asymmetrical inter-turn short-circuits in a squirrel-cage induction 
motor. The test object was the motor: Celma Inducta 3SIE100L4B. 
Measurements of the phase current of the tested object were used 
in the diagnostic process. Due to the nature of the failure like 
inter-turn multi-phase short-circuits and their impact on the 
current waveforms, the frequency analysis of the diagnostic signal 
was used. 

I. INTRODUCTION 
 
Due to the development of new technologies, and hence the 

increasing popularity of electronic systems, low production 
costs and satisfactory operating properties, induction motors 
continue to lead the way in drive systems used in industry [1-
3]. It should be noted that induction motors are successfully 
used in the dynamically developing in recent years electric 
car industry [4, 5]. The growing interest in induction motors 
and an increasing emphasis on ecology and environmental 
protection [6, 7] around the world consequently translates into 
the ever-growing demand for efficient and precise diagnostics 
of these machines [2]. 

The research carried out over the last few years has proved 
that one of the most common causes of failure of induction 
motors are the inter-turn short-circuits occurring in the stator 
circuit [2, 8, 9], caused by damage of the insulation of 
individual turns of the coil. An inter-turn short-circuit as a 
result of damage propagation can lead to a short circuit in 
more than one phase of the machine. 

In the article, the second chapter presents the diagnostic 
data acquisition method, the third chapter contains the 
description and results of the signal analysis, while the fourth 
chapter presents the conclusions resulting from the analysis of 
current of low-level inter-turn short-circuits. 

 
II. MEASUREMENT 

 
Contrary to the research on the early stage of a inter-turn 

short-circuit of stator winding, the presented test results 
concern a coil short circuit with a small number of short turns. 
In the presented research, measurements were made for an 
undamaged winding and for the number of shorted turns from 
1 to 5, i.e. low level damage. 

In order to obtain diagnostic data, tests were carried out. 
The tests were carried out on a real object and the measuring 
station consisted of: 3SIE100L4B motor rewind in such a way 
as to make it possible to perform low-level, inter-turn short-
circuits under controlled conditions, data acquisition system 
including measurement cards enabling measurement of phase 
currents, voltages, torque, speed as well as the laboratory 
meters used for control purposes. The measuring system is 
shown in the Fig 1, while the rated data of the tested machine 

are presented in Table 1. On the other hand, Fig. 2 shows the 
selected results of measurements of the winding current in 
which the turn short-circuit occurred. 

 

 
Fig 1. Stand for measuring the phase currents of a squirrel-cage motor 

TABLE I. RATED PARAMETERS OF THE MOTOR 

 Parameter Rated Value 

1 
2 
3 
4 
5 
6 

Power 
Current 

Frequency 
Voltage 
Torque 
Speed 

3 kW 
6,3 A 
50 Hz 
400 V 

19,56 Nm 
1465 RPM 

 
 

 
Fig 2. Current waveforms of a healthy and faulty machine at load torque TL= 
0 Nm 
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III. SELECTED RESULTS OF THE DIAGNOSTIC 
SIGNAL ANALYSIS 

 
The obtained waveforms of phase currents were subjected 

to spectral analysis. The results of this analysis are shown in 
Fig. 3. On the other hand, Fig. 4 shows the graph of the 
maximum current value depending on the number of short 
circuits for selected values of the torque load. The comparison 
of the influence of  5 shorted turns on the current values in all 
phases depending on the torque is presented in Fig. 5. 

 
 
Fig 3. Spectral analysis of current a healthy and faulty machine at load torque 
TL = 0 Nm 
 

 
Fig 4. Current as a function of number shorted turns for a healthy and faulty 
machine 
 

 
Fig 5. Currents as a function of torque for the number of shorted turns Nf = 5  

IV. CONCLUSIONS 
 

Detecting inter-turn faults at an early stage of their 
formation is a very important task. Thanks to effective 
methods of their detection, it is possible to plan the repair of 
the machine, prevent emergency shutdowns of the machine, 
etc. The purpose of the research was to present selected 
results of the spectral analysis of the stator current. 

The measurements were carried out for a small number of 
shorted turns in one phase of the stator winding for the torque 
load in the range from the rated value to the no-load 
operation. 

On the basis of the obtained results, it can be observed that 
in the case of a constant load torque, the value of the current 
in the damaged winding decreases with increasing the number 
of shorted turns. However, when comparing the current of a 
damaged winding with the currents of undamaged windings, 
it is difficult to conclude about the damage. Therefore, it is 
better to use machine learning methods to interpret the 
obtained measurement results. 
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 Abstract - In this paper, the possibilities for constructing pole-
changing windings with a ratio of poles 3:4 and improved 
electromagnetic properties are investigated. The results of 
experimental research work on two-speed machine with a new 
winding are presented, too. 
 
I. Introduction 

Two-speed electrical machines can be carried out both with two 
separate windings or with one pole-changing winding (PCW). 
Undoubtedly, the second kind of construction has a lot of advantages 
in view of the smaller slot area which is occupied with a winding that 
allows improved utilisation an active part of the electrical machine, to 
enhance power parameters, to simplify manufacturing and shorten 
repairing times. 
Many scientists from different countries of the world were engaged 
with the problem of PCW development and as a result of these 
researches, a great number of schemes for pole-changing windings on 
different ratio of poles and phases has been developed. 
However, the majority of these schemes have not found industrial 
application, since existing principles of PCW design do not currently 
allow the fabrication of a winding for a wide spectrum of ratios of 
numbers of poles and phases, that are coming nearer to manufacturing 
technologies of conventional windings of serial ac machines. 
At the same time, PCWs should have a structure close to the structures 
of conventional windings with a width of the phase zone of 60 and 
120 degree (2m-zone and m-zone windings). Here, the corner between 
the coils, belonging to different phases and laying in the next slots 
should be equal 60 degree (π/3) or 120 degree (2π/3), respectively. 
The deviation from these values will be defined as difference between 
the shear angle of conventional and new windings: 

usual newϕ ϕ ϕ∆ = − . Concerning the difference Δφ between corners, 
it is better to take it in absolute values, since the deviation from normal 
shift to the left or right should be estimated equally. 
 
II. New Method 
The development of schemes for PCWs with a close structure 
to normal windings, i.e. with improved electromagnetic 
properties is possible, using the modernised method DSSF 
(discretely specified spatial function). This method has been 
developed by the chair "Electrical Energy Supply" of the 
Tashkent State Technical University [1,2,3]. 
On a basis of this method, the new principle for current or 
phase distributions of two simple lap windings of normal 
execution with the number of pole pairs р1 and р2 and phases 
m1 and m2 can be developed. They are simultaneously used in 
the process of winding design. Thus the winding scheme is not 
accepted as being ready and is formed in the process of 
construction, taking into account pictures of distribution of 
phase currents in slots of the machine for every pole.  
 

 
III. Development of PCW using of new Method   

One of the most common speed ratios in two-speed motors 
used on drives of mechanisms with a fan type of load is a ratio 
of  3:4.  
At the same time, the first speed of 1000 rpm is the main one 
at which the electric machine will work in case of full loading 
of the mechanism, and the second speed (750 rpm) – auxiliary 
and is used to regulate performance for the responsible use of 
electricity and natural resources in underloading modes, and 
can also serve as the first stage in a step-by-step start-up. 
With this in mind, a winding scheme of PCW for a ratio of 
poles 3:4 in the number of slots 72 was developed using a new 
method. 
As a basic scheme for this PCW is suitable PPO scheme "three 
three-phase stars with additional branches", which is shown in 
Fig.1.  
To receive accordance of the above-stated winding with the 
diagram shown in Fig.1, it is necessary to take out some coils 
in additional branches from the big pole side, removing two 
coils from the 2р1 pole side from each phase zone. 
These coils are deduced in additional branches and, being 
redistributed on phases, contribute to build up a magnetic field 
of 2р2 pole [5]. 

 
Fig.1. Bacis scheme "three three-phase stars with additional 

branches" 
  

At the same time, the resulting (total) values of electromotive 
forces (EMF) should be equal to zero in an additional branch 
from the 2р1 pole side, and as a whole, they should have no 
influence on the functioning of the motor. Mutual 
compensation EMF of additional branches is carried out by a 
consistent connection of coils of additional branches and a 
circular distribution of the magnet core, while the relation to 
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each other on the corner of shift is equal to 120 electrical 
degrees and the winding in the magnetic field has a small 
number of poles. 
For the coils of additional branches, it is expedient that the wire 
has a three times larger cross-section and accordingly a three 
times less number of turns than in other coils. In this case, 
practically full coordination of the magnetic inductance in the 
air gap is achieved by gaining the same performance: 

1 1 1

2 2 2

3
4

w р
w р

ξ
ξ
⋅ = =
⋅

  (1) 

There might be a small deviation in the magnetic inductance, 
which can be provoked by various winding factors. 

IV. Development and Test of New Machines 
At the Tashkent State Technical University (TSTU), a sample 
model of the new two-speed machine was designed, having a 
PCW with a speed ratio of 1000/750 rpm. It is based on a 
magnetic core of a common 6-pole squirrel-cage motor 
AGM100L6 with an output power of 1.5 kW and a nominal 
speed of 925 rpm [5,7]. 
This machine was tested in the electromechanical laboratory of 
the chair “Electrical energy supply” at the TSTU. The results 
of experimental researches of the new machine in motor duty 
have shown the following: For 6 poles, the useful power of the 
new motor reaches 1200 W, efficiency and cos φ 
corresponding to this power amount to 76.9 % and 0.722, the 
nominal stator current is equal to 3.7 A, and the slip s is equal 
to 3.9 %. 
For 8 poles, the value of useful power of the two-speed motor 
almost amounts to 982 W, the values for efficiency, the power 
factor and the slip corresponding to this power are equal to 73 
%, 0.663 and 5.6 %. 
The mechanical characteristics have a smooth appearance. The 
starting torque for 8 poles is higher and the starting current is 
less than for 6 poles, which allows using such motors for drives 
with heavy conditions during start-up and in areas with a weak 
power line. Due to a low starting current, the power line 
loading by a starting current will be the least. 
The experimental tests in generator duty were carried out at 
direct connection of the two-speed induction machine to the 
network, and in an independent mode with connection to 
condenser batteries. 
The shape of the voltage obtained is close to a sine wave, the 
harmonic content in a voltage curve changes minimally, i.e. the 
shape of the voltage is very close to a sine wave. 
Analysing the received experimental test results, it is possible 
to say, that the new two-speed induction generator has weight-
dimensional and power parameters similar to the parameters of 
the usual induction generators.  
Thus, there is a real opportunity of creating new types of 
compact and reliable induction generators which can be used 
in wind installations or in separately standing hydrostations.  
Reduction of weight in wind devices, except for consideration 
of economy of material means, would simplify processes of 
manufacturing, transportation and installation of wind 
installations. 

As a whole, it can be noticed, that thanks to new PCWs with 
improved electromagnetic properties, it is possible to realise 
two-speed machines having weight-dimension and power 
parameters, as much as possible approached to parameters of 
normal one-speed electrical machines [6-10]. 
The use of such machines as motors allows to modernise 
existing electric drives with two-speed motors and to replace 
some conventional one-speed motors by two-speed pole-
changing motors for the purpose of energy saving in small 
loading duty, in connection with technological or seasonal 
changes of loading and also to facilitate start-up processes for 
powerful motors. 
  V. Conclusion 
1. The new method allows the design of PCWs of different 

ratios of pole pairs and phase numbers, whithout differing 
by their manufacturing and repairing technology from 
usual two-layer windings. 

2. The offered PCWs do not have switching devices and 
possess improved electromagnetic characteristics and 
energy parameters in comparison with windings obtained 
by other methods. 

3. Two-speed electrical machines with PCWs differ only 
marginally from usual serial one-speed induction 
machines and can perfectly substitute them with respect 
to energy saving. 

4. Two-speed machines with pole-changing winding are 
adouble nonlinear system, which also needs to 
bestudied. 
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Abstract - This paper investigates the influence of the air gap width 
on the achievable torque of a flux switching machine with 
permanent magnet excitation. For some applications, an increased 
air gap width of the electric machine is necessary. Therefore, the 
aim of this work is to investigate different air gap widths and to 
derive design guidelines for electrical machines with large air gaps. 
For the investigation, several geometries with different air gap 
widths are optimised. For the engineering of applications, it is 
essential to know the impact of the gap width. 

 
I. INTRODUCTION 

 
Some applications require an increased air gap for electrical 

machines in order to maintain the necessary insulation 
clearances or to operate the rotor and stator in different media. 
Examples for this are pumps or X-ray tubes. 
From a structural point of view, larger gap widths are usually 
preferred, as these allow higher insulation voltages or thicker-
walled vessels in the air gap. However, the achievable torque 
decreases with increasing gap width, so a compromise has to 
be found. Machines with an output up to 30 kW usually have 
air gap widths smaller than 1 mm. For larger machines, 
literature data are available for air gap widths up to 3mm. For 
air gap widths greater than 3 mm, there is almost no data 
available, especially for the FSPM. 
  In order to determine the optimal machine geometry for 
different air gap widths, a parameter variation was done and 
the optimum was selected manually. 
  Starting from a stator geometry optimised for an air gap of 
3 mm width, the height of the rotor teeth is adjusted so that the 
desired air gap is achieved. The optimum rotor tooth width for 
the respective air gap widths is then determined by means of 
an evolutionary algorithm. 

 
II. STATE OF THE ART 

  In [2] a comparative study between a flux switching machine 
(FSPM) and an interior permanent magnet machine (IPM) is 
presented. The design of the FSPM was optimized stepwise on 
the basis of a given IPM. The investigated FSPM has an air gap 
length of 0.73 mm. The outcome of this study is a more 
sinusoidal back-EMF, a smaller torque ripple and better 
mechanical integrity in the case of the FSPM. On the other side 
it has disadvantages due to a low magnet utilization and high 
material cost.  
  In [3] ferrite magnets are utilized rather than NeFeB magnets 
as in the other publications. The paper presents the general 
structure of the FSPM and presents a sizing study. 
  In [4] a technique is proposed to significantly reduce the 
cogging torque in FSPM with a negligible small reduction of 

the average torque. In this paper the form of the tooth tip was 
optimized. The investigated air gap lengths are 0.35 mm and 
1 mm. 2D finite element analysis was applied to take the 
magnetic saturation into account. The optimized designs show 
a torque ripple to average torque ratio in the range from 6.8% 
to 13%. 

 
III. OPTIMIZATION METHOD 

 
  The optimization bases on the method of differential 
evolutionary algorithm in combination with the simulation 
software FEMM which can be utilized via Matlab scripts. 
A parameterizable geometry for a C-Core FSPM is scripted in 
Matlab. A C-Core machine is chosen because the copper 
content in the stator can be higher here, resulting in a higher 
power density. The publication by Linder and Hahn [1] was 
used for orientation. Fig. 1 shows the geometry generated by 
the script in FEMM. 

 

 
Fig.1. Generated FEMM model 

 
  A separate FEMM instance is opened for each simulation step 
(rotor rotation by 1 degree over one pole width) and assigned 
to a separate processor core. The number of parallel processes 
that can be realized depends on the available IT infrastructure. 
At the professorship for Electrical Machines and Drive 
Systems, the simultaneous use of 40 processor cores has 
proven to be stable. A separate geometry is generated for each 
simulation step, whereby these only differ in the rotor angle 
within one variant. For each simulation step, the torque acting 
on the rotor is evaluated and saved in a matrix. 
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Some of the parameters are set to a fix value. The outer 
diameter of the stator is 135 mm. The maximum rotor outer 
radius was set to 42 mm. 
  A value of 65% copper filling factor is assumed. Due to an 
active cooling of the outer stator region, a value of 10 A/mm² 
is assumed for the current density J.  
The machine operates with a rotating three-phase system. 
A value of 8mm is assumed for the yoke.  
  Due to the high operation frequencies of up to 2 kHz in the 
stator and rotor, the magnet width of 8mm is selected in order 
to achieve a large selection of potentially usable magnet sizes. 
The chosen value of 8 mm wide magnets represents a good 
compromise between torque and iron content. Furthermore, the 
shaft radius of 15 mm and the axial machine length of 40mm 
are freely chosen. 
  The inner and outer tooth width of the rotor teeth and that of 
the stator teeth are varied within this analysis. To reduce the 
number of variations, the stator tooth width (szb) is kept 
constant over the radius. The following tables provide an 
overview of the simulation parameters used. 
 
For the manual optimization 1089 variants were simulated. The 
required simulation time was around 10 hours. 

 

 
Fig.2. Definition of rotor parameters 

 
IV. ANALYSIS RESULTS 

  In Fig. 3 results are shown for the simulated variants with 
9mm air gap. The chosen optimum is indicated in orange. 
  

 
Fig.3. Results for variant calculation with 9mm air gap  

 
Table I shows the chosen variants with low cogging torque and 
a high maximum torque. 
As the air gap increases, the maximum torque and the cogging 
torque decrease.  
To verify the results of the simulation, a C-Core FSPM is 
simulated in ANSYS. The same geometry parameters are used 
as in FEMM. 

TABLE I 
CHOSEN VARIANTS WITH VERY LOW COGGING TORQUE AND HIGH 

MAXIMUM TORQUE  
 

Air 
gap  

(mm) 

rzbi  
(mm) 

rzba  
(mm) 

szb  
(mm) 

max. 
Torque 
(Nm) 

Cogging 
torque  
(Nm) 

3 8 3 11 4.97 0.33 
6 2 3 12 2.46 0.07 
9 2 3 13 1.35 0.05 
12 3 3 14 0.79 0.03 

 
In order to also be able to simulate different variants in 
ANSYS, the model is structured in a parameterizable manner. 
Due to the different procedures for creating the geometry, the 
resulting geometries differ slightly from each other. The 
average torque for the variant with 3mm air gap simulated with 
ANSYS is around 5Nm and is therefore around 0.3Nm above 
the torque determined with FEMM. In addition, the cogging 
torque is around 0.62 Nm. This means that the cogging torque 
is around 0.3 Nm higher in comparison. However, the shape of 
the two torque curves is very similar. The reason for the 
different simulation results can be the slightly different 
geometry. But the mesh also differs between the two 
simulations and cannot be exchanged between FEMM and 
ANSYS. There are also small differences in the simulation 
accuracy of the models. Overall, the ANSYS simulation can be 
used to verify the results generated with FEMM. The torque 
determined with FEMM is slightly smaller, so there is no risk 
that the torque will ultimately be too low. The detent torque is 
to be optimized in the further course. 

 
V. CONCLUSION 

In this publication, the rotor tooth geometry was optimized for 
FSPM with different gap widths. The focus here was on the 
lowest possible cogging torque with a high average torque. the 
respective optimum was selected manually on the basis of 
extensive variant calculations. 
With increasing gap width, the achievable torque decreases 
significantly. 
For machines with a small stator length a 3D simulation of the 
final design should be done in a final step. 
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 Abstract - In the context of this work, the technical aspects of a 
new type of billet furnace based on high-temperature 
superconductor technology were examined in detail. The focus of 
the analysis was essentially on the electromagnetic properties. For 
this work, a FEM model was developed with the help of which the 
electromagnetic field could be visualised and analysed to gain a 
deeper insight into the heating process. 

 
 

I. INTRODUCTION 
 

The global striving for the optimum affects all areas. Hot 
forming technology, which is one of the most energy-
intensive production processes, still has a lot of potential for 
improvement [1]. Currently, the German aluminium industry 
heats more than 800,000 tonnes of aluminium per year from 
approx. 20 °C to an average forming temperature of 480 °C. 
This corresponds to a supplied heat quantity of approx. 
330 TJ per year, without taking losses into account. Since 
conventional induction heating only has an efficiency of 
about 50 %, a total of 184 GWh per year must be used for the 
continuous operation of the plants. Magnetic heaters based on 
high-temperature superconductors can achieve a significantly 
higher efficiency of about 70%. This can reduce the energy 
required from 184 GWh/a to 128 GWh/a, resulting in an 
energy saving of 56 GWh/a. The aim of this research is to 
develop a robust and low-maintenance magnetic heater with 
high-temperature superconductor coils that meets industrial 
requirements for efficiency and cost-effectiveness to be able 
to hold its own well on the global market in the future. 
Basically, a distinction is made between convective heating 
by means of fossil fuels and heating in magnetic fields [2], 
whereby the energy transition is increasingly moving away 
from the combustion of coal and gas. These points alone give 
an idea of where the trend is heading in the future. 

 
 

II. TECHNICAL SPECIFICATIONS 
 

The high-temperature superconducting billet furnace or 
induction heater is a new type of magnetic heater specially 
developed for non-magnetic materials that can achieve the 
special temperature profiles required for extrusion. The 
magnetic DC field generated in a high-temperature 
superconductor coil is guided via the yoke into two heating 
chambers. In the heating chambers, the workpiece rotates in the 
DC fields, whereby a voltage is induced by the change in flux 
density over time. The eddy currents flowing as a result run 

axially along the surface in the billets. At the end faces, they 
change the side of the billet to flow back on the opposite side. 
They thus form a circuit and the ohmic losses that occur cause 
the billet to heat up. These eddy currents flow on the surface 
due to the skin effect but also penetrate the material 
significantly due to the low rotational frequency. According to 
Lenz's law, the internal magnetic field built up by the eddy 
currents counteracts the cause, so that the magnetic fields in the 
gap and inside the billet are displaced and counteract the torque 
applied by the motor. The torque applied by the motor, in 
conjunction with the speed, contributes the energy for heating. 
Fig. 1 shows the overall construction of the system with the 
two heating chambers and the drive machines, and Fig. 2 
visualises the three-dimensional CAD model for the necessary 
finite element calculations. 
 
 

 
 

 Fig.1. Construction of the system 
 
 
 

 
 

 Fig. 2. Three-dimensional CAD model 
 
In addition to specifying the rotation speed of the billets in 

the field, the so-called yoke adjustment can also be used to 
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influence the losses in the billets - and thus the heating. Here, 
the complete yoke is rotated around three different axes, 
which leads to the billets being moved out of the field or to a 
predefined angle to the field being set over the rotation axis. 
With the latter approach, a defined temperature profile can be 
set over the length of the billets. The operating current in the 
superconducting coil is continuously kept at a value of 505 A. 

 
 

III. RESULTS 
 

The heating of the billets in the billet furnace is achieved by 
rotating them around the cylinder axis. The resulting eddy 
currents heat the workpiece. In counteraction, the eddy currents 
have a braking effect on the rotation. Depending on the speed 
of rotation and the position of the billet in the field, eddy 
currents of different strengths occur. For example, peak current 
densities of up to 51 A/mm2 are achieved with a full 
positioning of the billet in the field and a rotation speed of 
1200 rpm, see Fig. 3. 
 

 
 

 Fig. 3. Current density in the billets 
 

Within the scope of this study, detailed observations were 
made on the power loss converted in the billet as a function of 
the speed and the position in the field. The speed was varied 
from 0 to the maximum possible speed of 1200 rpm and the 
billet was moved up to 250 mm out of the field. From this, a 
functional equation was determined for the power converted 
in the billet, the result of which is illustrated in Fig. 4. The 
power converted in the billet is shown as a function of the 
speed and the position of the billet in the field. 
 

 
 

 Fig. 4. Power converted in one billet 
 

The results are also used to optimise the geometry of the 
yoke. Depending on the dimensions of the workpiece to be 
heated, pole shoes can be used in the lower area of the yoke, 
which have a significant influence on the converted power 

and thus on the duration of the heating. Assuming adiabatic 
heating of the billets, Fig. 5 shows a comparison of the 
heating durations without and with additional pole shoes. 

 

 
 

 Fig. 5. Heating process without and with pole shoes 
 

Another interesting parameter is the energy stored in the 
magnetic field. If, for example, an emergency shutdown 
occurs, the entire energy stored in the field must be dissipated 
almost instantaneously. The following applies to the energy 𝐸𝐸 
stored in the field: 

 (1) 
 

The energy here corresponds to a value of around 270 kJ. 
The discharge resistance of the high-temperature 
superconductor coil must accordingly be dimensioned in such 
a way that it can absorb this energy completely, as it would 
otherwise be released in the form of heat in the 
superconductor and thus lead to irreparable damage. 

 
 

IV. SUMMARY 
 

The new industrial billet furnace with superconductor coils, 
which is specially designed for non-magnetic materials, is a 
complex machine with many special features. Although the 
process appears to be quite simple, it requires a great deal of 
sensitivity in its implementation, be it in the mechanical 
construction, the electrical and thermal design or the process 
programming and automation. The results presented here show 
that the system is ideally suited to meet the requirements of the 
industry. The calculation results provide valuable information 
for further geometry optimisation and the definition of an 
optimal heating process. 
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