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#### Abstract

This work contains a systematic treatment of single particle Synchrotron Radiation and some application to realistic beams with given cross section area, divergence and energy spread. Standard theory relies on several approximations whose applicability limits and accuracy are often forgotten. We begin remarking that on the one hand, a paraxial approximation can always be applied without loss of generality and with ultra relativistic accuracy. On the other hand, dominance of the acceleration field over the velocity part in the Lienard-Wiechert expressions is not always granted and constitutes a separate assumption, whose applicability is discussed. Treating Synchrotron Radiation in paraxial approximation we derive the equation for the slow varying envelope function of the Fourier components of the electric field vector. Calculations of Synchrotron Radiation properties performed by others showed that the phase of the Fourier components of the electric field vector differs from the phase of a virtual point source. In this paper we present a systematic, analytical description of this phase shift, calculating amplitude and phase of electric field from bending magnets, short magnets, two bending magnet system separated by a straight section (edge radiation) and undulator devices. We pay particular attention to region of applicability and accuracy of approximations used. Finally, taking advantage of results of analytical calculation presented in reduced form we analyze various features of radiation from a complex insertion device (set of two undulators with a focusing triplet in between) accounting for the influence of energy spread and electron beam emittance.


PACS numbers: 41.60.Ap, 41.60.-m, 41.20.-q

## I. INTRODUCTION

About sixty years have passed since the first, pioneering $\cdots$ ks on Synchrotron Radiation have been published (see and references therein). The way scientists consider tnis phenomenon has drastically changed during this period. At first, Synchrotron Radiation was regarded only as a detrimental factor, a limitation on the maximal particl ergy attainable with accelerators (see, for instance, . Nowadays it is an outstanding research tool allowing continuous advancement of both fundamental and applied sciences and it is used worldwide by tens of thousands of scientists from many different disciplines like physics, chemistry, material sciences and structural biology.

The properties of Synchrotron Radiation can be derived by applying the methods of classical electrodynamics to the motion of relativistic electrons (or positrons) in magnetic structures like bending magnets or undulators. The theory of Synchrotron Radiation based on the works by Iwanenko, Pomeranchuk and Schwinger ha en described in detai $\quad$ as well as in textbooks

On the one hand, these texts contain derivation of fundamental equations describing spectral-angular properties of Synchrotron Radiation in the far-zone for single electrons. A usual starting point for quantitative descrip-
*Electronic address
tions of these properties is rided by the formulas for the Lienard-Wiechert fields

On the other hand, in relation with the construction of beam lines at Synchrotron Radiation facilities it is important to understand the modifications to single particle treatment which is due to realistic beams with given cross section area, divergence and energy spread.

This raises several questions. First, discussing finite electron beam emittance effects, an obvious remark is that, in the case of second generation light sources, the emittance of the electron beam was much larger than the radiation wavelength of interest. As a result, both photons and electrons phase space had the same hamiltonian structure, and properties of radiation could be treated on the basis of geometrical optics. In recent years though, more and more specialized and optimized Synchrotron Radiation sources have started operation. During design and optimization of these sources much emphasis has been directed at reducing the transverse phase space area of the electrons. Among the most exciting properties of today's third generation sources is the tiny vertical emittance which is an order of magnitude smaller than $1 A$ (for des arameters of an up-to-date source see, for instance, . In this case geometrical optics cannot be applied any more and even basic properties like angular distribution of intensity at fixed frequency, or spectral intensity distribution at fixed observation angle should be calculated applying full electromagnetic equations.

A second question arises considering the features of undulator insertion devices. In older sources, typical length of insertion devices was about $1 \div 2 \mathrm{~m}$, while the dis-
tance to the user station was of order $20 \div 30 \mathrm{~m}$. In this situation the asymptotic formulas for the far zone could be applied and the question of their applicability region was of theoretical interest only. Nowadays installation of 20 met ${ }^{1} \mathrm{lg}$ undulators has been planned at PETRA III (see and distances between source and observer of several tens of meters have been proposed. A similar device (a 25 m long segmented undulator with no focusing elements between the segmons) has been installed and operates at SPring-8 (see . In this situation applicability region of far-field formulas and correction for near field effects are of actual practical importance, not to mention the interest for far infrared edge radiation.

Another problem is related with the increasing complexity of - tion devices. For instance at PETRA III (see again , installation of two undulators segments separated by a focusing triplet in between has been proposed to obtain small vertical betatron functions. Computation of radiation characteristics from these novel devices constitute a rather challenging problem.

Furthermore, a question which is somewhat related to all the previous ones is linked with the dramatic increase of brilliance achieved in third generation light sources with respect to older designs, which has triggered a number of new techniques and experiments unthinkable before. Among the most exciting properties of today third generation facilities is the high flux of coherent xrays provided. The availability of intense coherent x-ray beams has fostered the development of new coherence phase imaging
and conerent x-ray diltraction (CXD)
In all these fields, the understanding of the evolution of transverse coherence properties along the beam line is of uttermost importance: in particular, both the beam size and divergence should be taken into account in the evolution model.

As one can see these questions address quite different physical phenomena; yet they all belong to the field of Synchrotron Radiation. This number of different issues stems from the fact that practical applications make use of a very wide range of radiation wavelengths, from $0.1 \AA$ to $100 \mu \mathrm{~m}$, which span over seven orders of magnitude. It is no surprise that very different problems arise when the wavelength of interest is tuned to such different regions of the electromagnetic spectrum. Considering, for instance, bending magnet radiation, it is clear that near field effects will be of practical importance for FIR (Far Infra-Red) applications but hardly for X-ray radiation, because of its much shorter radiation formation length. On the other hand, the influence of the emittance on X-ray radiation will be important because the magnitude of the emittance is comparable with the radiation wavelength, but it will be negligible when it comes to the characterization of FIR radiation properties, since in this case the wavelength of interest is way larger than the emittance.

As a result, all the matters mentioned above are of great practical importance in some particular region of
the spectrum, although they are systematically neglected in Synchrotron Radiation textbooks and reviews. Reaction of synchrotron-radiation-users communities to this set of problems was the development of computer codes capable to calculate radiation prown realistic setups starting from first principles

At first glance this settles all issues since, at least rrom a practical viewpoint, users have the possibility to calculate all the properties they need.

Yet, computer codes can calculate properties for a given set of parameters, but can hardly improve physical understanding, which is particularly important in the stage of planning experiments. Understanding of correct approximations and their region of applicability can simplify many tasks a lot, including practical and non-trivial ones. The use of dimensional analysis in an analytical framework is of uttermost importance to this goal. By that, dimensionless quantities of physical interest can be easily identified. In particular, dimensionless parameters much smaller (or much larger) than unity always correspond to simplifications of fundamental equations: most physical theories originate from recognizing and taking advantage of such small (or large) quantities.

In contrast, relying only on computational power to solve physical problems, besides being inelegant, would automatically neglect the presence of small (or large) parameters and simplifications related to them. The lack, or poor understanding of approximations involved in a certain theory will result, in its turn, in poor understanding of the mechanisms involved in physical phenomena which would undoubtedly result in gross mistakes. Moreover, just a few codes are available, which can be modified to account for particular situations (like coherence properties or radiation characteristics from a complex insertion device for instance) by a few experts only, while there are about twenty facilities each with its own set of particular setups and situation to be accounted for.

We propose to overcome all these difficulties by developing a theory of Synchrotron Radiation which accounts for all complexities analytically. Analytical approach will help to understand physics of real Synchrotron Radiation sources, thus filling the gap between idealized textbook analysis and actual situations. We will make explicit use of small (or large) parameters involved in the description of cases of practical interest. In this way we will reduce problems as much as possible, to a level where physical insight is easy, so that simple computer codes, capable to describe the situation under study, can be developed also by non-expert programmers. In this process we will put particular care in the specification of the region of applicability and of the accuracy of the approximations made, which is usually neglected in analytical calculations.

In the next Section we discuss methods for computation of Synchrotron Radiation from a single particle on a generic trajectory. We start reviewing the two algorithms used today, the first based on Lienard-Wiechert fields, the second on Lienard-Wiechert potentials. We propose to start calculations from the very beginning
by solving paraxial Maxwell equations for a given harmonic of the field. This is, from a logical and educational viewpoint, the most natural way to perform calculations; from a computational viewpoint it is also the simplest way. The use of a paraxial approximation is justified by the features of an ultra relativistic system characterized by a Lorentz factor $\gamma^{2} \gg 1$ : radiation formation length is, then, much longer than the wavelength, and the radiation is distributed within a cone with opening angle much smaller than unity. Maxwell equation for a given harmonic of the field $\overline{\boldsymbol{E}}(\boldsymbol{r}, \omega)$, which has elliptic characteristic, can be then transformed into a parabolic equation. We solve this equation with the help of propriate Green's function thus coming, in Sectio to a very generic expression for $\overline{\boldsymbol{E}}$. We end the Section by addressing the obvious question of the relation between our method, and the two algorithm introduced at the beginning.

Subsequently we apply our expression to recover some well-known and less well-known properties of Synchrotron Radiation from bendino magnets and undulators, in Sectior and Section espectively. This is far from being a mere repetition of arready known results. In fact our method will prove superior when it comes to physical understanding and determination of applicability region and accuracy of approximations: this has, of course, important application in estimation of practical quantities, like field intensities, with their accuracy. We will also discuss in detail the methodological issues about definition of fields and intensities from single devices. As an example of application of our new understanding we will show, in Section how radiation characteristics from a complex setup con discussed in very simple terms. Finally, in Sectio ve come to conclusions.

## II. METHOD

## A. Review of known methods

There are two basic methods which are used to calculate Synchr onteristics.

The first is based on LienardWiechert fielas. It is the Detter known of the two and it is used in a very widespread way in textbooks. LienardWiechert fields can be customary separated in a velocity and an acceleration term. Usually, the acceleration part alone is analyzed in Fourier components of the electric field vector:

$$
\begin{align*}
\overline{\boldsymbol{E}}\left(\boldsymbol{r}_{\boldsymbol{o}}, \omega\right)=- & \frac{e}{c} \int_{-\infty}^{\infty} d t^{\prime} \frac{\boldsymbol{n} \times[(\boldsymbol{n}-\boldsymbol{\beta}) \times \dot{\boldsymbol{\beta}}]}{\left|\boldsymbol{r}_{\boldsymbol{o}}-\boldsymbol{r}^{\prime}\left(t^{\prime}\right)\right|(1-\boldsymbol{n} \cdot \beta)^{2}} \\
& \times \exp \left\{i \omega\left(t^{\prime}+\frac{\left|\boldsymbol{r}_{o}-\boldsymbol{r}^{\prime}\left(t^{\prime}\right)\right|}{c}\right)\right\} \tag{1}
\end{align*}
$$

where $(-e)$ is the electron charge, $\boldsymbol{n}\left(t^{\prime}\right)$ is the unit vector from the particle to the observer position, $\boldsymbol{r}^{\prime}\left(t^{\prime}\right)$ is
the particle position, $\boldsymbol{r}_{o}$ is the observer position $\beta\left(t^{\prime}\right)$ and $\dot{\beta}\left(t^{\prime}\right)$ are, respectively, the particle velocity, $\boldsymbol{v}\left(t^{\prime}\right)$, normalized to the speed of light $c$ and its derivative, all calculated at time $t^{\prime}$. It is clear that use of Eq. implies that the so-called velocity part of the field is negrected in the computation.

The second methor is based on LienardWiechert potentials. As an atternative to the use of Lienard-Wiechert fields as a starting point for computations based on first principles, a few authors of scientific research papers start with the Lienard-Wiechert potentials $\left(\boldsymbol{A}\left(\boldsymbol{r}_{\boldsymbol{o}}, t\right), \phi\left(\boldsymbol{r}_{\boldsymbol{o}}, t\right)\right)$. These can be decomposed in their harmonics $\left(\overline{\boldsymbol{A}}\left(\boldsymbol{r}_{\boldsymbol{o}}, \omega\right), \bar{\phi}\left(\boldsymbol{r}_{\boldsymbol{o}}, \omega\right)\right)$ which can be subsequently used to calculate $\overline{\boldsymbol{E}}\left(\boldsymbol{r}_{\boldsymbol{o}}, \omega\right)$ according to

$$
\begin{array}{r}
\overline{\boldsymbol{E}}\left(\boldsymbol{r}_{\boldsymbol{o}}, \omega\right)=-\frac{i \omega e}{c} \int_{-\infty}^{\infty} d t^{\prime} \\
\times\left[\frac{\beta-\boldsymbol{n}}{\left|\boldsymbol{r}_{o}-\boldsymbol{r}^{\prime}\left(t^{\prime}\right)\right|}-\frac{i c}{\omega} \frac{\boldsymbol{n}}{\left|\boldsymbol{r}_{o}-\boldsymbol{r}^{\prime}\left(t^{\prime}\right)\right|^{2}}\right] \\
\times \exp \left\{i \omega\left(t^{\prime}+\frac{\left|\boldsymbol{r}_{o}-\boldsymbol{r}^{\prime}\left(t^{\prime}\right)\right|}{c}\right)\right\} . \tag{2}
\end{array}
$$

We failed to find textbooks using this second metho ${ }^{1}$. educational purposes: although some authors (see for instance) start their derivation with harmonic analysis of potentials, when it comes to actual calculation of Synchrotron Radiation they go back to the first method based on Lienard-Wiechert fields.
Questionc arise about the relation between Eq. and Eq. First, in contrast to Eq. Eq. is exact, in the sense that the velocity fiela term is not neglected. It is then natural to ask what are the conditions for which the velocity field term in Eq. can be dropped, and with what accuracy this can heane. In fact, when approximated expressions like Eq. and its specialization to particular magnetic systems (uke undulators and bending magnets) are found, special care should be taken in specifying their region of applicability $\ldots$ we failed to find, through references quantitative specification of accuracy of recults obtalned under given approximations. Second, Eq. and Eq. are used both in the far and in the near field region and simplified under the paraxial approximation: it is important to understand relations between the paraxial approximation and the far or near field assumptions as well as region of applicability and accuracy of results. Third, Eq. is often used together with integration by parts and neglecting the edge terms after integration: in this case it is interesting to ask what are the conditions which allow the edge terms to be dropped. Moreover, as a remark to both methods, we should note that, in general, one needs to know the entire history of the electron from $t^{\prime \prime}--\infty$ to $t^{\prime}=\infty$ since integration in Eq. and Eq. is performed between these limits. This statement shourd be interpreted, physically, depending on the situation under study: integration should in fact be performed from and up to times
when the electron does not contribute to the field anymore. This does not present any problem in the case, for instance, of a circular motion because the particle trajectory is limited in space. In practical situation though, one deals with radiation from a beamline which is a composition of insertion devices, like undulators and bending magnets, and straight sections. The requirement of integration over the entire history of the electron poses, then, the following methodological problem: one has to give a meaning to the concept of radiation from a given insertion device, independently of the trajectory followed by the particle before and after the device. This problem will be discussed in more detail as we go through our paper. In general one can break up the electron trajectory in several parts, corresponding to physical devices like undulators, drifts and bending marnets, thus calculating the integral in Eq. or Eq. along a finite time interval which corresponds to a particular device. In doing this, it is assumed that the observer is located far away enough from the device, so that the velocity part of the field is negligible with respect to the acceleration part In this way, again, dropping velocity fiold part in is justified and the results from Eq. and Eq. comcide. It is understood that different contributions trom different devices must be accounted for with the correct relative phase relation to get the total $\overline{\boldsymbol{E}}(\boldsymbol{r}, \omega)$ as a sum of the separate contributions from single devices. In this way concepts like radiation field from a undulator or radiation field from a bending magnet have a well defined, practically useful meaning as partial contribution to the total field at the observation point. The concept of intensity is, instead, subtler, since it involves calculation of $|\overline{\boldsymbol{E}}(\boldsymbol{r}, \omega)|^{2}$. In this case then, also interference terms between different devices should be accounted for, in the most generic case. Only when these are not important the total spectral intensity from a given beamline can be broken up in the sum of separate terms from the single devices, and radiation intensity from a undulator or radiation intensity from a bending magnet are, then, well-defined.

Finally, Eq. is based on the integration of Maxwell equation in time and in the subsequent harmonic analysis. This is quite involved from a logical viewpoint: it is much simpler to start with the equations for a given harmonic $\omega$ so to obtain directly $\overline{\boldsymbol{E}}$ after integration of Maxwell equations. ${ }^{\Delta}$ similar comment can be made regarding the way Eq. was obtained: first the potentials were found, then their Fourier transform was taken. In both cases one is bound to solve the full Maxwell equation even though the ultra relativistic nature of the systems considered in practice allows systematic application of a much more convenient paraxial approximation. Note that, usually, paraxial approximation is applied, but only at a later stage, which often makes analytical derivations more involved, and region of applicability and accuracy of results difficult to specify.

## B. Derivation using paraxial Green's function

A system of electromagnetic sources can be conveniently described by its charge density $\rho(\boldsymbol{r}, t)$ and current density $\boldsymbol{j}(\boldsymbol{r}, t)$. In this paper we will be concerned about a single electron so that, using the Dirac delta distribution, we can write

$$
\begin{equation*}
\rho(\boldsymbol{r}, t)=-e \delta\left(\boldsymbol{r}-\boldsymbol{r}^{\prime}(t)\right) \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
\boldsymbol{j}(\boldsymbol{r}, t)=-e \boldsymbol{v}(t) \delta\left(\boldsymbol{r}-\boldsymbol{r}^{\prime}(t)\right) \tag{4}
\end{equation*}
$$

where $\boldsymbol{r}^{\prime}(t)$ and $\boldsymbol{v}(t)$ are, respectively, the position and the velocity of the particle at a given time $t$ in a fixed reference frame. We will assume that the particle trajectory is given a priori, and that Maxwell equations in vacuum allow a good description of the source field. In this case the magnetic field $\boldsymbol{B}$ can be easily recovered when the electric field $\boldsymbol{E}$ is known simply remembering

$$
\begin{equation*}
\boldsymbol{B}\left(\boldsymbol{r}_{\mathbf{0}}, t\right)=\frac{1}{c} \boldsymbol{n} \times \boldsymbol{E} \tag{5}
\end{equation*}
$$

where $\boldsymbol{n}$ is the unit vector pointing from the retarded position of the particle, $\boldsymbol{r}^{\prime}\left(t^{\prime}\right)$ to the position $\boldsymbol{r}_{0}$ at time $t=t^{\prime}+r^{\prime}\left(t^{\prime}\right) / c$. Therefore in this paper we will concentrate on the electric field $\boldsymbol{E}\left(\boldsymbol{r}_{\mathbf{0}}, t\right)$.

Trivial manipulations of Maxwell equations in cgs system:

$$
\begin{equation*}
\boldsymbol{\nabla} \times \boldsymbol{E}=-\frac{1}{c} \frac{\partial \boldsymbol{B}}{\partial t} \tag{6}
\end{equation*}
$$

and

$$
\begin{equation*}
\boldsymbol{\nabla} \times \boldsymbol{B}=\frac{4 \pi}{c} \boldsymbol{j}+\frac{1}{c} \frac{\partial \boldsymbol{E}}{\partial t} \tag{7}
\end{equation*}
$$

give the well-known equation for the electric field:

$$
\begin{equation*}
c^{2} \boldsymbol{\nabla} \times(\boldsymbol{\nabla} \times \boldsymbol{E})=-\frac{\partial^{2} \boldsymbol{E}}{\partial t^{2}}-4 \pi \frac{\partial \boldsymbol{j}}{\partial t} \tag{8}
\end{equation*}
$$

With the help of the identity

$$
\begin{equation*}
\boldsymbol{\nabla} \times(\boldsymbol{\nabla} \times \boldsymbol{E})=\boldsymbol{\nabla}(\boldsymbol{\nabla} \cdot \boldsymbol{E})-\nabla^{2} \boldsymbol{E} \tag{9}
\end{equation*}
$$

and Poisson equation

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot \boldsymbol{E}=4 \pi \rho \tag{10}
\end{equation*}
$$

we obtain the inhomogeneous wave equation for $\boldsymbol{E}$

$$
\begin{equation*}
c^{2} \nabla^{2} \boldsymbol{E}-\frac{\partial^{2} \boldsymbol{E}}{\partial t^{2}}=4 \pi c^{2} \boldsymbol{\nabla} \rho+4 \pi \frac{\partial \boldsymbol{j}}{\partial t} \tag{11}
\end{equation*}
$$

Eq. is a partial differential equation of hyperbolic type. We introduce the Fourier transform $\bar{f}(\omega)$ of a quantity $f(t)$ as follows:

$$
\begin{equation*}
\bar{f}(\omega)=\int_{-\infty}^{\infty} d t f(t) e^{i \omega t} \tag{12}
\end{equation*}
$$

so that

$$
\begin{equation*}
f(t)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} d \omega \bar{f}(\omega) e^{-i \omega t} \tag{13}
\end{equation*}
$$

Usino the representation in Eq for the quantities in
Eq.
we get

$$
\begin{equation*}
c^{2} \nabla^{2} \overline{\boldsymbol{E}}+\omega^{2} \overline{\boldsymbol{E}}=4 \pi c^{2} \boldsymbol{\nabla} \bar{\rho}-4 \pi i \omega \overline{\boldsymbol{j}} . \tag{14}
\end{equation*}
$$

Eq. is the well-known Helmholtz equation which has eirlptic characteristic. Upon introduction of a fixed cartesian reference system ( $x, y, z$ ), it is always possible to define a quantity $\widetilde{\boldsymbol{E}}$ such that

$$
\begin{equation*}
\overline{\boldsymbol{E}}=\widetilde{\boldsymbol{E}} e^{i \omega z / c} \tag{15}
\end{equation*}
$$

However this definition is useful only in the case when $\widetilde{\boldsymbol{E}}$ varies slowly along $z$ with respect to tho length $\lambda=$ $2 \pi c / \omega$ : only in that case, in fact, Eq. is a useful factorization of $\overline{\boldsymbol{E}}$ as the product of a fast and a slowly varying function of $z$. With the help of Eq. one can write Eq.

$$
\begin{equation*}
c^{2} e^{i \omega z / c}\left(\nabla^{2}+\frac{2 i \omega}{c} \frac{\partial}{\partial z}\right) \widetilde{\boldsymbol{E}}=4 \pi c^{2} \nabla \bar{\rho}-4 \pi i \omega \overline{\boldsymbol{j}} \tag{16}
\end{equation*}
$$

Let us now write the equation for the sources with the help of the curvilinear abscissa $s$, simply defined as $s=$ $v t$. Here we assume that $v=|\boldsymbol{v}(t)|$ is a constant. We will use the general property

$$
\begin{equation*}
\delta[f(x)]=\sum_{i} \frac{\delta\left(x-x_{i}\right)}{\left|f^{\prime}\left(x_{i}\right)\right|} \tag{17}
\end{equation*}
$$

where $x_{i}$ are the zeros of $f(x)$. Then, we will regard $\delta\left(z-z^{\prime}(t)\right)$ as $\delta[f(t)]$, for any fixed value of $z$. The only zero of $f(t)$ will be readily indicated with $t(z)$, which is the value of $t$ for which $z-z^{\prime}(t)=0$, while $\perp f^{\prime}(t(z)) \mid=$ $v_{z}(z(t))$. Therefore, with the help of Eq.
 we can write

$$
\begin{equation*}
\delta\left(z-z^{\prime}(t)\right)=\frac{1}{v_{z}(z)} \delta(t-t(z)) \tag{18}
\end{equation*}
$$

Then, using $s(z)=v t(z)$, Eq.


$$
\begin{equation*}
\rho\left(\boldsymbol{r}_{\perp}, z, t\right)=-\frac{e}{v_{z}(z)} \delta\left(\boldsymbol{r}_{\perp}-\boldsymbol{r}_{\perp}^{\prime}(z)\right) \delta\left(\frac{s(z)}{v}-t\right) \tag{19}
\end{equation*}
$$

and

$$
\begin{equation*}
\boldsymbol{j}\left(\boldsymbol{r}_{\perp}, z, t\right)=-\frac{e}{v_{z}(z)} \boldsymbol{v}(z) \delta\left(\boldsymbol{r}_{\perp}-\boldsymbol{r}_{\perp}^{\prime}(z)\right) \delta\left(\frac{s(z)}{v}-t\right) \tag{20}
\end{equation*}
$$

so that

$$
\begin{equation*}
\bar{\rho}\left(\boldsymbol{r}_{\perp}, z, \omega\right)=-\frac{e}{v_{z}(z)} \delta\left(\boldsymbol{r}_{\perp}-\boldsymbol{r}_{\perp}^{\prime}(z)\right) e^{i \omega s(z) / v} \tag{21}
\end{equation*}
$$

and

$$
\begin{equation*}
\overline{\boldsymbol{j}}\left(\boldsymbol{r}_{\perp}, z, \omega\right)=-\frac{e}{v_{z}(z)} \boldsymbol{v}(z) \delta\left(\boldsymbol{r}_{\perp}-\boldsymbol{r}_{\perp}^{\prime}(z)\right) e^{i \omega s(z) / v} \tag{22}
\end{equation*}
$$

By substitution in Eq. we obtain

$$
\begin{align*}
& \left(\nabla^{2}+\frac{2 i \omega}{c} \frac{\partial}{\partial z}\right) \tilde{\boldsymbol{E}}=\frac{4 \pi e}{v_{z}(z)} \exp \left\{i \omega\left(\frac{s(z)}{v}-\frac{z}{c}\right)\right\} \\
& \times\left[\frac{i \omega}{c^{2}} \boldsymbol{v}(z) \delta\left(\boldsymbol{r}_{\perp}-\boldsymbol{r}_{\perp}^{\prime}(z)\right)-\boldsymbol{\nabla} \delta\left(\boldsymbol{r}_{\perp}-\boldsymbol{r}_{\perp}^{\prime}(z)\right)\right] \tag{23}
\end{align*}
$$

Eq. is still fully general and may be solved in any fixed reterence system $(x, y, z)$ of choice with the help of an appropriate Green's function. In general, $\widetilde{\boldsymbol{E}}$ will vary, in $z^{\prime}$, on a characteristic length which is related with $\exp \{i \omega(s / v-z / c)\}$ which enters in the Green's function solution of Eq. as a factor in the integrand. As it will be clearer after Paragrap as we integrate along $z^{\prime}$, the factor $\omega\left(s\left(z^{\prime}\right) / v-z^{\prime} / c\right)$ grows larger and larger leading, eventually, to a highly oscillatory behavior of the integrand which does not contribute anymore to the final integration result. The value of $z^{\prime}$ for which $\omega\left(s\left(z^{\prime}\right) / v-z^{\prime} / c\right) \sim 1$ can be considered as a measure of the value of $z^{\prime}$ for which the integrand starts to display such oscillatory behavior and it is naturally defined as the radiation formation length $L_{f}$ of the system at frequency $\omega$. It is easy to see by inspection that if $v$ is sensibly smaller than $c$ (but still of order $c$ ), i.e. $v \sim c$ but $1 / \gamma^{2} \sim$ 1 , then $L_{f} \sim \lambda$. On the contrary, when $v$ is very close to $c$, i.e. $1 / \gamma^{2} \ll 1$, the terms $\omega s\left(z^{\prime}\right) / v$ and $-\omega z^{\prime} / c$ tend to compensate so that $L_{f} \gg \lambda$. The exact expression for $L_{f}$ depends on the particular magnetic system, i.e. on $s\left(z^{\prime}\right)$, and on the frequency of interest $\omega$.

Let us consider the assumption $1 / \gamma^{2} \ll 1$. We will hold this assumption fulfilled throughout our paper. In general, introduction of a small (or large) parameter in any theory brings simplifications. In particular the ultra relativistic approximation has two consequences: first, as just remarked, the radiation formation length is much larger thon $\lambda$ and, second, as it will be discussed in Paragraph radiation is emitted in a narrow cone of opening angre much smaller than unity. Accounting for these features of the radiation, and considering an electron moving on a given trajectory, there will always be, in practical cases of interest, some privileged reference system


FIG. 1: Geometry and reference system for Synchrotron Radiation problems in paraxial approximation.
$(x, y, z)$ in which Eq. $\quad$ is simplified in a paraxial form, due to the ultra relativistic assumption, for some set of observer points.

To apply such paraxial approximation we should first assume ultra relativistic motion and identify a main observer $P$. Then we can define a frame with the $z$ axis oriented as the tangent from some traje ctonv noint $T$, to $P$. As it will be discussed in Paragrapl using this frame we can describe radiation at $P$ from all points of the trajectory with velocity vector forming with the $z$ axis an angle much smaller than unity. In other words, for all these points $\gamma_{z}^{2} \gg 1$ : this condition is necessary and sufficient for the applicability of the paraxial approximation. This is not a restriction, in practice, because it still keeps open the possibility of angles much larger or much smaller than $1 / \gamma$ (bending magnet or undulator case). The situation is described with a particular example for the case of a circular motion, in Fig Note that the reference frame used to describe radiation at $P$ can be also used for observers in the neighborhood of $P$, provided that these form an angle much smaller than unity with respect to the velocity at $T$. Since we presented, as particular example, the case of a circular motion, it is worth to undorline the difference between the frame depicted in Fig and the standard frame uced for Synchrotron Radinton computations in Fig. using the frame in Fig ve will never be able to describe the field at to observer locations displaced along the $x$ axis. This is required, for instance, if one needs to calculate the autocorrelation function of the field at those two points. On the contrary, such a descrintion is allowed with the choice of a frame like in Fig

Since the radiation formation length is much longer than the wavelength, $\widetilde{\boldsymbol{E}}$ does not vary much along $z$ on the scale of $\lambda$, that is $\left|\partial_{z} \widetilde{E}_{x, y}\right| \ll \omega / c\left|\widetilde{E}_{x, y}\right|$. Therefore, the second order derivative with respect to $z$ in the $\nabla^{2}$ operator on the left hand side of Eq. is negligible with respect to the first order derivative. This means that we can apply a paraxial approximation which con-


FIG. 2: Standard reference frame for Synchrotron Radiation computations.
siderably simplifies Eq


$$
\begin{align*}
& \left(\nabla_{\perp}{ }^{2}+\frac{2 i \omega}{c} \frac{\partial}{\partial z}\right) \tilde{\boldsymbol{E}}_{\perp}=\frac{4 \pi e}{c} \exp \left\{i \omega\left(\frac{s(z)}{v}-\frac{z}{c}\right)\right\} \\
& \times\left[\frac{i \omega}{c^{2}} \boldsymbol{v}_{\perp}(z) \delta\left(\boldsymbol{r}_{\perp}-\boldsymbol{r}_{\perp}^{\prime}(z)\right)-\nabla_{\perp} \delta\left(\boldsymbol{r}_{\perp}-\boldsymbol{r}_{\perp}^{\prime}(z)\right)\right] \tag{24}
\end{align*}
$$

where we consider transverse components of $\tilde{\boldsymbol{E}}$ only and we substituted , (n) with $c$, having used the fact that $1 / \gamma_{z}^{2} \ll 1$. Eq. $\quad$ is Maxwell's equation in paraxial approximation. Note that this approximation transformed Eq. which is an elliptic partial differential equation, into Eq. which is of parabolic twpe.

The Greens function for Eq. namely the solution corresponding to the unit pomt source, satisfies the equation:

$$
\begin{array}{r}
\left(\nabla_{\perp}^{2}+\frac{2 i \omega}{c} \frac{\partial}{\partial z}\right) G\left(z_{o}-z ; \boldsymbol{r}_{\perp o}-\boldsymbol{r}_{\perp}\right) \\
=\delta\left(\boldsymbol{r}_{\perp \boldsymbol{o}}-\boldsymbol{r}_{\perp}\right) \delta\left(z_{o}-z\right) \tag{25}
\end{array}
$$

and, in an unbounded region, can be written explicitly as

$$
\begin{align*}
& G\left(z_{o}-z^{\prime} ; \boldsymbol{r}_{\perp \boldsymbol{o}}-\boldsymbol{r}_{\perp}^{\prime}\right)=-\frac{1}{4 \pi\left(z_{o}-z^{\prime}\right)} \\
& \quad \times \exp \left\{i \omega \frac{\left|\boldsymbol{r}_{\perp \boldsymbol{o}}-\boldsymbol{r}_{\perp}^{\prime}\right|^{2}}{2 c\left(z_{o}-z^{\prime}\right)}\right\} . \tag{26}
\end{align*}
$$

As usual we will denote source coordinates with primes and observer coordinates with the index $o$. With the aid of the Green's function $G$, the solution of Eq. be represented as

$$
\begin{array}{r}
\tilde{\boldsymbol{E}}_{\perp}\left(z_{o}, \boldsymbol{r}_{\perp \boldsymbol{o}}, \omega\right)=-\frac{e}{c} \int_{-\infty}^{\infty} d z^{\prime} \frac{1}{z_{o}-z^{\prime}} \int d \boldsymbol{r}_{\perp}^{\prime} \\
\times\left[\frac{i \omega}{c^{2}} \boldsymbol{v}_{\perp}\left(z^{\prime}\right) \delta\left(\boldsymbol{r}_{\perp}^{\prime}-\boldsymbol{r}_{\perp}^{\prime}\left(z^{\prime}\right)\right)-\nabla_{\perp}^{\prime} \delta\left(\boldsymbol{r}_{\perp}^{\prime}-\boldsymbol{r}_{\perp}^{\prime}\left(z^{\prime}\right)\right)\right]
\end{array}
$$

$$
\begin{equation*}
\times \exp \left\{i \omega\left[\frac{\left|\boldsymbol{r}_{\perp \boldsymbol{o}}-\boldsymbol{r}_{\perp}^{\prime}\right|^{2}}{2 c\left(z_{o}-z^{\prime}\right)}+\left(\frac{s\left(z^{\prime}\right)}{v}-\frac{z^{\prime}}{c}\right)\right]\right\} \tag{27}
\end{equation*}
$$

where $\nabla_{\perp}^{\prime}$ represents the gradient operator with respect to the source point. The integration over transverse coordinates can be carried out leading to the final result:

$$
\begin{align*}
& \widetilde{\boldsymbol{E}}_{\perp}\left(z_{o}, \boldsymbol{r}_{\perp \boldsymbol{o}}, \omega\right)=-\frac{i \omega e}{c^{2}} \int_{-\infty}^{\infty} d z^{\prime} \frac{e^{i \Phi_{T}}}{z_{o}-z^{\prime}}\left[\left(\frac{v_{x}\left(z^{\prime}\right)}{c}\right.\right. \\
& \left.\left.\quad-\frac{x_{o}-x^{\prime}\left(z^{\prime}\right)}{z_{o}-z^{\prime}}\right) \hat{\boldsymbol{x}}+\left(\frac{v_{y}\left(z^{\prime}\right)}{c}-\frac{y_{o}-y^{\prime}\left(z^{\prime}\right)}{z_{o}-z^{\prime}}\right) \hat{\boldsymbol{y}}\right] \tag{28}
\end{align*}
$$

where the total phase $\Phi_{T}$ is given by
$\Phi_{T}=\omega\left[\frac{s\left(z^{\prime}\right)}{v}-\frac{z^{\prime}}{c}\right]+\omega\left[\frac{\left(x_{o}-x^{\prime}\left(z^{\prime}\right)\right)^{2}+\left(y_{o}-y^{\prime}\left(z^{\prime}\right)\right)^{2}}{2 c\left(z_{o}-z^{\prime}\right)}\right]$
Eq. can be used in all generality to characterize radiation trom an electron moving on any trajectory as long as the ultra relativistic approximation is satisfied, and a reference system suitable for paraxial approximation exists, which is always the case in situation of practical interect Note that both $\hat{\boldsymbol{x}}$ and $\hat{\boldsymbol{y}}$ polarizations terms in Eq. are a sum of two parts which can be traced back to current and charge densities: in fact, the first part, proportional to the particle velocity in the $x$ or $y$ direction, follows from the transverse current density $j_{\perp}$. The second instead, follows from the gradient of the charge density $\boldsymbol{\nabla} \rho$. Our result makes a consistent use of paraxial approximation and of harmonic analysis which brings simplicity and power to the method. In the following Sections we will show how Eq. can be used to characterize bending magnet radiation and undulator radiation.

## C. Discussion

Following the previous derivation very natural questions arise which regard the relation between our expression, Eq. with Eq. and Eq. as well ac the applicability region and the accuracy or our Eq.

In order to investigate these subjects we go back to the most general Eq. and we note that it can be solved by direct application of the Green's function for the Helmholtz equation:

$$
\begin{equation*}
G\left(\boldsymbol{r}_{o}-\boldsymbol{r}^{\prime}\right)=-\frac{1}{4 \pi\left|\boldsymbol{r}_{o}-\boldsymbol{r}^{\prime}\right|} \exp \left\{i \frac{\omega}{c}\left|\boldsymbol{r}_{o}-\boldsymbol{r}^{\prime}\right|\right\} \tag{30}
\end{equation*}
$$

Integrating by parts the term in $\nabla \bar{\rho}$ we have

$$
\overline{\boldsymbol{E}}=-\int d \boldsymbol{r}^{\prime}\left[\frac{i \omega}{c\left|\boldsymbol{r}_{o}-\boldsymbol{r}^{\prime}\right|}\left(\bar{\rho} \boldsymbol{n}-\frac{\overline{\boldsymbol{j}}}{c}\right)+\frac{\bar{\rho} \boldsymbol{n}}{\left|\boldsymbol{r}_{o}-\boldsymbol{r}^{\prime}\right|^{2}}\right]
$$

$$
\begin{equation*}
\times \exp \left\{i \frac{\omega}{c}\left|\boldsymbol{r}_{o}-\boldsymbol{r}^{\prime}\right|\right\} \tag{31}
\end{equation*}
$$

Uso of explicit expressions for $\bar{\rho}$, Eq. $\square$ and $\overline{\boldsymbol{j}}, \mathrm{Eq}$. leads straightforwardly to

$$
\begin{array}{r}
\overline{\boldsymbol{E}}\left(\boldsymbol{r}_{\boldsymbol{o}}, \omega\right)=-\frac{i \omega e}{c} \int_{-\infty}^{\infty} d z^{\prime} \\
\times \frac{1}{v_{z}\left(z^{\prime}\right)}\left[\frac{\beta-\boldsymbol{n}}{\left|\boldsymbol{r}_{\boldsymbol{o}}-\boldsymbol{r}^{\prime}\left(z^{\prime}\right)\right|}-\frac{i c}{\omega} \frac{\boldsymbol{n}}{\left|\boldsymbol{r}_{\boldsymbol{o}}-\boldsymbol{r}^{\prime}\left(z^{\prime}\right)\right|^{2}}\right] \\
\times \exp \left\{i \omega\left(\frac{s\left(z^{\prime}\right)}{v}+\frac{\left|\boldsymbol{r}_{\boldsymbol{o}}-\boldsymbol{r}^{\prime}\left(z^{\prime}\right)\right|}{c}\right)\right\} . \tag{32}
\end{array}
$$

Finally, remembering $z^{\prime}=v_{z} t^{\prime}$ we-obtain Eq. This result simply confirms that Eq. is derived under most general conditions; the derivation that we proposed from direct use of fields is much less involved, from a logical viewpoint, with $r \longrightarrow$ the original, which makes use of potentials (see and it may be interesting for educational purposes.

It is interestine to note that the only approximation applied to Eq. in order to obtain, finally, Eq. was simply the paraxial approximation. We can ea see that if we apnly paraxial approximation to Eq. we get back Eq. Let us show how this is possible.
The choice of $\omega$ depends on our interest. Then, our ultra relativistic approximation implies a formation length $L_{f} \gg \lambda$. Moreover in practical cases, $\left|\boldsymbol{r}_{o}-\boldsymbol{r}^{\prime}\right|$ will always be at least of order $L_{f}$, so that $\boldsymbol{r}_{o}-\boldsymbol{r}^{\prime} \mid \gg c / \omega$ and, with an accuracy $\lambda /\left(2 \pi L_{f}\right)$, Eq. can be simplified as

$$
\begin{align*}
& \overline{\boldsymbol{E}}\left(\boldsymbol{r}_{\boldsymbol{o}}, \omega\right)=-\frac{i \omega e}{c} \int_{-\infty}^{\infty} d t^{\prime} \frac{\beta-\boldsymbol{n}}{\left|\boldsymbol{r}_{\boldsymbol{o}}-\boldsymbol{r}^{\prime}\left(t^{\prime}\right)\right|} \\
& \quad \times \exp \left\{i \omega\left(t^{\prime}+\frac{\left|\boldsymbol{r}_{\boldsymbol{o}}-\boldsymbol{r}^{\prime}\left(t^{\prime}\right)\right|}{c}\right)\right\} \tag{33}
\end{align*}
$$

or, using again $z^{\prime}=v_{z} t^{\prime}, v_{z} \simeq c$ and also $s=v t^{\prime}$

$$
\begin{align*}
& \overline{\boldsymbol{E}}\left(\boldsymbol{r}_{\boldsymbol{o}}, \omega\right)=-\frac{i \omega e}{c^{2}} \int_{-\infty}^{\infty} d z^{\prime} \frac{\beta-\boldsymbol{n}}{\left|\boldsymbol{r}_{o}-\boldsymbol{r}^{\prime}\left(z^{\prime}\right)\right|} \\
& \times \exp \left\{i \omega\left(\frac{s\left(z^{\prime}\right)}{v}+\frac{\left|\boldsymbol{r}_{o}-\boldsymbol{r}^{\prime}\left(z^{\prime}\right)\right|}{c}\right)\right\} \tag{34}
\end{align*}
$$

Remembering that $\overline{\boldsymbol{E}}_{\perp}=\widetilde{\boldsymbol{E}}_{\perp} \exp \left\{i \omega z_{o} / c\right\}$ we write the transverse field components as

$$
\begin{align*}
& \tilde{\boldsymbol{E}}_{\perp}\left(\boldsymbol{r}_{\boldsymbol{o}}, \omega\right)=-\frac{i \omega e}{c^{2}} \int_{-\infty}^{\infty} d z^{\prime} \frac{\beta_{\perp}-\boldsymbol{n}_{\perp}}{\left|\boldsymbol{r}_{o}-\boldsymbol{r}^{\prime}\left(z^{\prime}\right)\right|} \\
& \times \exp \left\{i \omega \left[\left(\frac{s\left(z^{\prime}\right)}{v}-\frac{z^{\prime}}{c}\right)+\right.\right. \\
&\left.\left.\left(\frac{\left|\boldsymbol{r}_{o}-\boldsymbol{r}^{\prime}\left(z^{\prime}\right)\right|}{c}-\frac{z_{o}-z^{\prime}}{c}\right)\right]\right\} . \tag{35}
\end{align*}
$$

In any situation, it is mathematically correct to expand $\left|\boldsymbol{r}_{o}-\boldsymbol{r}^{\prime}\right|$ as an infinite sum of terms

$$
\begin{equation*}
\left|\boldsymbol{r}_{\boldsymbol{o}}-\boldsymbol{r}^{\prime}\right| \simeq\left(z_{o}-z^{\prime}\right)+\frac{\left|\boldsymbol{r}_{\perp o}-\boldsymbol{r}_{\perp}^{\prime}\right|^{2}}{2\left(z_{o}-z^{\prime}\right)}+\ldots \tag{36}
\end{equation*}
$$

Truncation of the series in Eq. and subsequent simplification of the phase in the integrand of Eq. is a delicate business.

The first term of the expansion Eq. naturally cancels the term $-i \omega\left(z_{o}-z^{\prime}\right) / c$ in the prase of Eq. so that one is left with phase contributions due to nigner order terms from the expansion Eq. and with $i \omega\left(s\left(z^{\prime}\right) / v-z^{\prime} / c\right)$. This last contribution depends on $s\left(z^{\prime}\right)$ and can be specified only when the magnetic systom is specified. As has already been said in Paragraph as we integrate along $z^{\prime}, \omega\left(s\left(z^{\prime}\right) / v-z^{\prime} / c\right)$ grows larger and larger leading, eventually, to a highly oscillatory behavior of the integrand which does not contribute anymore to the final integration result. The value of $z^{\prime}$ for which $\omega\left(s\left(z^{\prime}\right) / v-z^{\prime} / c\right) \sim 1$ can be considered as a measure of the value of $z^{\prime}$ for which the integrand starts to display such oscillatory behavior and it is naturally defined as the radiation formation length $L_{f}$ of the system at frequency $\omega$.

Another length dictated by the physics of the problem is the natural size of the system. We will refer to it as the characteristic length of the system and we will indicate it with $L_{c h}$; for instance, in the case of a circular motion, $L_{c h}$ is simply the circle radius.

Relation between $L_{c h}$ and $L_{f}$ depends on the system. In the ultra relativistic approximation we can say that $L_{c h}$ can be either much larger or comparable to $L_{f}$, but in any case never smaller, since integration of the Green's function is performed along a path length comparable with $L_{c h}$. Moreover, in the ultra relativistic approximation the two terms $\omega s\left(z^{\prime}\right) / v$ and $-\omega z^{\prime} / c$ nearly compensate leading to a formation length much longer than $\lambda$ so that $L_{f} \gg \lambda$, and therefore also $L_{c h} \gg \lambda$. It should be stressed that, although the previous properties are very general, the relation between $L_{f}, L_{c h}$ and $\lambda$ depends on the particular physical situation under study and can be better specified only in relation with that situation: for instance, in the case of ultra relativistic motion on a circular trajectory $L_{f}=\left[\lambda R^{2} /(2 \pi)\right]^{1 / 3}$. Also, note that if the ultra relativistic approximation cannot be applied anymore, then even the general scaling laws between $L_{c h}$, $L_{f}$ and $\lambda$ change. For instance, when if $v \sim c$ but $\gamma \sim 1$, one has $L_{c h} \sim L_{f} \sim$

The expansion Eq. makes sense only if $\omega\left(s\left(z^{\prime}\right) / v-\right.$ $\left.z^{\prime} / c\right)$ is smaller or comparable to unity since the two terms $\omega s\left(z^{\prime}\right) / v$ and $-\omega z^{\prime} / c$ can be grouped together in a useful way. Once a certain wavelength of interest is fixed, the condition $\omega\left(s\left(z^{\prime}\right) / v-z^{\prime} / c\right) \sim 1$ determines the formation lenoth $U_{f}$, which can be used in the second term of Eq. By imposing that also this second term is not larger than unity one obtains a condition on the observation points of interest:

$$
\begin{equation*}
\frac{\left|\boldsymbol{r}_{\perp \boldsymbol{o}}-\boldsymbol{r}_{\perp}^{\prime}\right|^{2}}{2\left(z_{o}-z^{\prime}\right)^{2}} \lesssim \frac{\lambda}{2 \pi L_{f}} \ll 1 \tag{37}
\end{equation*}
$$

where we assumed $z_{o}-z^{\prime} \gtrsim L_{f}$. The third term in the expansion can be then neglected, together with second and
next terms in the expansion of the denominator of the integrand in Eq. with an accuracy $\lambda /\left(2 \pi L_{f}\right)$. Note that, whatever the manitude of $\boldsymbol{r}_{\perp}^{\prime}$ across the beamline, it follows from Eq. that the square of the opening angle of radiation $r_{\perp 0} z_{o}^{2}$, is much smaller than unity. This justify our attention to the transverse components of $\widetilde{\boldsymbol{E}}$ only.

If we substitute the first two torms of Eq. in the phase of the integrand of Eq. and the first term in its denominator we find

$$
\begin{align*}
& \tilde{\boldsymbol{E}}_{\perp}\left(\boldsymbol{r}_{\boldsymbol{o}}, \omega\right)=-\frac{i \omega e}{c^{2}} \int_{-\infty}^{\infty} d z^{\prime} \frac{\boldsymbol{\beta}_{\perp}-\boldsymbol{n}_{\perp}}{z_{o}-z^{\prime}} \\
& \times \exp \left\{i \omega\left(\frac{s}{v}-\frac{z^{\prime}}{c}+\frac{\left|\boldsymbol{r}_{\perp o}-\boldsymbol{r}_{\perp}^{\prime}\right|^{2}}{2 c\left(z_{o}-z^{\prime}\right)}\right)\right\} . \tag{38}
\end{align*}
$$

that is just Eq.
We demonstrarect that application of naravial approximation to Eq. gives us back Eq. This fact is, however, quite obvious. In our derivation of Eq. we applied paraxial approximation to Maxwell equations from the very beginning, while here we simply apply the same approximation after solving Maxwell equations in their more generic form. For consistency reasons we had to obtain the same result.

The previous discussion tells that our approach is a specialization of the more general approach described by
Eq. The novelty in this, stems from the fact that Synchrotron Radiation, by definition, applies to radiation by ultranolatiyistic particles in magnetic structures; in Paragrap e demonstrated that paraxial approximation can always be applied to Maxwell equations in the case of ultrarelativistic particles. Eq. can always be reduced to Eq. in the treatment or synchrotron Radiation In other words, there is no point in starting from Eq. when treating Synchrotron Radiation prob lems: one may start, directly, with the simpler Eq. without loss of generality

Compared to Eq. analytical investigations, whose importance we already stressed in the introduction, because the paraxial approximation has been applied from the very beginning, so that the approximations made, their region of applicability and their accuracy could be discussed independently of the magnetic system selected.

The rolation between our approach and the method in Eq. simmlifies then, to the relation between Eq. relation because Eq. It ic ont straightforward to show this
does not coincide with Eq. once the term in $\left|\boldsymbol{r}_{\boldsymbol{o}}-\boldsymbol{r}^{\prime}\right|^{-2}$ is dropned However, it is straightforward to show that Eq. is completely equivalent to the expression for the Fourrer transform of the Lienard-Wiechert fields including the velocity field part. This can be shown in full cenerality, regardless of the paraxial approximation. Eq. can be written as

$$
\overline{\boldsymbol{E}}\left(\boldsymbol{r}_{\boldsymbol{o}}, \omega\right)=-e \int_{-\infty}^{\infty} d t^{\prime} \frac{\boldsymbol{n}}{\left|\boldsymbol{r}_{\boldsymbol{o}}-\boldsymbol{r}^{\prime}\left(t^{\prime}\right)\right|^{2}}
$$

$$
\begin{array}{r}
\times \exp \left\{i \omega\left(t^{\prime}+\frac{\left|\boldsymbol{r}_{o}-\boldsymbol{r}^{\prime}\left(t^{\prime}\right)\right|}{c}\right)\right\} \\
-\frac{e}{c} \int_{-\infty}^{\infty} d t^{\prime} \frac{\beta-\boldsymbol{n}}{(1-\boldsymbol{n} \cdot \beta)\left|\boldsymbol{r}_{\boldsymbol{o}}-\boldsymbol{r}^{\prime}\left(t^{\prime}\right)\right|} \\
\times \frac{d}{d t^{\prime}} \exp \left\{i \omega\left(t^{\prime}+\frac{\left|\boldsymbol{r}_{\boldsymbol{o}}-\boldsymbol{r}^{\prime}\left(t^{\prime}\right)\right|}{c}\right)\right\} \tag{39}
\end{array}
$$

where we have used relation

$$
\frac{1}{c} \frac{d}{d t^{\prime}}\left|\boldsymbol{r}_{o}-\boldsymbol{r}^{\prime}\left(t^{\prime}\right)\right|=-\boldsymbol{n} \cdot \boldsymbol{\beta}
$$

Eq. can be integrated by parts. When the ed terms can be dropped (we will discuss this assumpti below) one obtains

$$
\begin{array}{r}
\overline{\boldsymbol{E}}\left(\boldsymbol{r}_{\boldsymbol{o}}, \omega\right)=-e \int_{-\infty}^{\infty} d t^{\prime} \frac{\boldsymbol{n}}{\left|\boldsymbol{r}_{\boldsymbol{o}}-\boldsymbol{r}^{\prime}\left(t^{\prime}\right)\right|^{2}} \\
\times \exp \left\{i \omega\left(t^{\prime}+\frac{\left|\boldsymbol{r}_{\boldsymbol{o}}-\boldsymbol{r}^{\prime}\left(t^{\prime}\right)\right|}{c}\right)\right\} \\
+\frac{e}{c} \int_{-\infty}^{\infty} d t^{\prime} \frac{d}{d t^{\prime}}\left[\frac{\beta-\boldsymbol{n}}{(1-\boldsymbol{n} \cdot \boldsymbol{\beta})\left|\boldsymbol{r}_{\boldsymbol{o}}-\boldsymbol{r}^{\prime}\left(t^{\prime}\right)\right|}\right] \\
\times \exp \left\{i \omega\left(t^{\prime}+\frac{\left|\boldsymbol{r}_{o}-\boldsymbol{r}^{\prime}\left(t^{\prime}\right)\right|}{c}\right)\right\} \tag{41}
\end{array}
$$

With the help of Eq. $\qquad$ and

$$
\begin{equation*}
\frac{d \boldsymbol{n}}{d t^{\prime}}=\frac{c}{\left|\boldsymbol{r}_{o}-\boldsymbol{r}^{\prime}\left(t^{\prime}\right)\right|}[-\beta+\boldsymbol{n}(\boldsymbol{n} \cdot \beta)] \tag{42}
\end{equation*}
$$

one obtains, from Eq. the Fourier transform of the Lienard-Wiechert fields:

$$
\begin{align*}
\overline{\boldsymbol{E}}\left(\boldsymbol{r}_{\boldsymbol{o}}, \omega\right)=-e \int_{-\infty}^{\infty} d t^{\prime} & {\left[\frac{\boldsymbol{n}-\boldsymbol{\beta}}{\gamma^{2}(1-\boldsymbol{n} \cdot \boldsymbol{\beta})^{2}\left|\boldsymbol{r}_{\boldsymbol{o}}-\boldsymbol{r}^{\prime}\right|^{2}}\right] } \\
& \times \exp \left\{i \omega\left(t^{\prime}+\frac{\left|\boldsymbol{r}_{\boldsymbol{o}}-\boldsymbol{r}^{\prime}\left(t^{\prime}\right)\right|}{c}\right)\right\} \\
-\frac{e}{c} \int_{-\infty}^{\infty} d t^{\prime} & {\left[\frac{1}{(1-\boldsymbol{n} \cdot \boldsymbol{\beta})^{2}} \frac{\boldsymbol{n} \times[(\boldsymbol{n}-\boldsymbol{\beta}) \times \dot{\boldsymbol{\beta}}]}{\left|\boldsymbol{r}_{\boldsymbol{o}}-\boldsymbol{r}^{\prime}\right|}\right] } \\
& \times \exp \left\{i \omega\left(t^{\prime}+\frac{\left|\boldsymbol{r}_{\boldsymbol{o}}-\boldsymbol{r}^{\prime}\left(t^{\prime}\right)\right|}{c}\right)\right\} \tag{43}
\end{align*}
$$

Theonly assumption made going from Eq. to Eq. is that the edge term in the integration by parts is smply zero. This assumption can be justified by means of physical arguments in the most general situation accounting for the fact that the integral in $d t^{\prime}$ has to be performed over the entire history of the particle and that at $t^{\prime}=-\infty$ and $t^{\prime}=+\infty$ the electron does not contribute to the field anymore. It is obvious that the line of reasoning can be followed starting from Eq. and going back to Eq. in general, edge terms can be dropped.

The previous statement is very general and per se trivial but it should be interpreted from a physical viewpoint depending on the situation.


FIG. 3: A system constituted by two bending magnets connected by a straight section of length $L$. Radiation is collected at a distance $z_{0}$ from the downstream magnet.

For instance, concider the case of a system like the one sketched -in Fim which will be treated extensively in Paragrapl FIg hows two bending magnets separated by a straight line. Before and after the straight lines are two semi-infinite straight sections. A question arises about what we may take as $t^{\prime}=-\infty$ and $t^{\prime}=+\infty$ in this particular situation. Intuitively the magnets act like switches: the first magnet switches radiation on, the second switches it off. The statement that edge terms can be dropped, combined with the paraxial approximation tell that we can take $t^{\prime}=-\infty$ and $t^{\prime}=+\infty$ as the particle is well inside the first and the second bend, respectively, and neglect other parts of the trajectory.

Note that an expression alternative to Eq. for the T ier transform of the electric fiolds can be rour ${ }^{-}$. After starting with Eq. the authors of organized integration by part in asurforent way compared with what has been done in Eq. First they found that

$$
\begin{align*}
& \frac{\boldsymbol{n} \times[(\boldsymbol{n}-\boldsymbol{\beta}) \times \dot{\boldsymbol{\beta}}]}{\left|\boldsymbol{r}_{o}-\boldsymbol{r}^{\prime}\right|(1-\boldsymbol{n} \cdot \boldsymbol{\beta})^{2}}=\frac{1}{\left|\boldsymbol{r}_{o}-\boldsymbol{r}^{\prime}\right|} \frac{d}{d t^{\prime}}\left[\frac{\boldsymbol{n} \times(\boldsymbol{n} \times \boldsymbol{\beta})}{(1-\boldsymbol{n} \cdot \boldsymbol{\beta})}\right] \\
& \quad-\left[\frac{\dot{n}(\boldsymbol{n} \cdot \boldsymbol{\beta})+\boldsymbol{n}(\dot{\boldsymbol{n}} \cdot \boldsymbol{\beta})-\dot{\boldsymbol{n}}(\boldsymbol{n} \cdot \boldsymbol{\beta})^{2}-\boldsymbol{\beta}(\dot{\boldsymbol{n}} \cdot \boldsymbol{\beta})}{\left|\boldsymbol{r}_{o}-\boldsymbol{r}^{\prime}\right|(1-\boldsymbol{n} \cdot \boldsymbol{\beta})^{2}}\right] \tag{44}
\end{align*}
$$

Note that Eq. $\left.\boldsymbol{r}^{\prime}\left(t^{\prime}\right)\right) /\left\|\boldsymbol{r}_{\boldsymbol{r}}(t)\right\|$ is not a constant in time. Second, using Eq.

$$
\begin{array}{r}
\overline{\boldsymbol{E}}\left(\boldsymbol{r}_{\boldsymbol{o}}, \omega\right)=-\frac{i \omega e}{c} \int_{-\infty}^{\infty} d t^{\prime} \\
\times\left[-\frac{\boldsymbol{n} \times(\boldsymbol{n} \times \beta)}{\left|\boldsymbol{r}_{o}-\boldsymbol{r}^{\prime}\left(t^{\prime}\right)\right|}+\frac{i c}{\omega} \frac{\beta-\boldsymbol{n}-2 \boldsymbol{n}(\boldsymbol{n} \cdot \beta)}{\left|\boldsymbol{r}_{o}-\boldsymbol{r}^{\prime}\left(t^{\prime}\right)\right|^{2}}\right] \\
\times \exp \left\{i \omega\left(t^{\prime}+\frac{\left|\boldsymbol{r}_{o}-\boldsymbol{r}^{\prime}\left(t^{\prime}\right)\right|}{c}\right)\right\} \tag{45}
\end{array}
$$

where, similarly dropped. Eq. before, the edge terms have been includes an integrand which is com-
pletely different with resnect to Eq. This is no mistake. Both Eq. and are correct: using integration by parts in anterent ways simply gives different integrands which anyway, after integration, yield the same value for $\overline{\boldsymbol{E}}\left(\boldsymbol{r}_{\boldsymbol{o}}, \mathrm{c}^{\boldsymbol{1}}\right.$ It is interesting to note that, both in Eq. and Eq. terms in the first and second powers of $\boldsymbol{r}_{o}-\boldsymbol{r}^{\prime}(t) \|$ cannot be interpreted as is usually done in time domain, as acceleration and velocity terms respectively nor they constitute, mathematically, Fourier pairs with $\overline{\boldsymbol{E}}\left(\boldsymbol{r}_{\boldsymbol{o}}, \omega\right)$. In fact, a different organization of the integration by parts leads to different results: such terms have, here, no separate physical meaning. We have just shown that this situation is obtained starting from the Lienard-Wiechert field, applying integration by parts in two different ways and dropping the edge terms.

Going back to the fact that edge terms can be dropped, we can make now some remark which is particularly interesting from a methodological viewpoint. Edge terms are important only when calculation of radiation properties from a given system is performed over a part of it, that is integration is not taken from $t^{\prime}=-\infty$ to $t^{\prime}=+\infty$ but only on a part of the trajectory arbitrarily chosen. However, summing up all non-negligible contributions is equivalent to integrate the system from $t^{\prime}=-\infty$ to $t^{\prime}=+\infty$. From this viewpoint edge radiation can be calculated without accounting for edge torme which are artificial. As we will show in Paragrapl
the lowfrequency compenent of the field generated by a particle moving as in Fig usually referred to as edge radiation, actually arises from the straight line between the bends when one integrates the system over all the particle trajectory.

As caidbefore, on the one hand the term in $\left|\boldsymbol{r}_{\boldsymbol{o}}-\boldsymbol{r}^{\prime}\right|^{-2}$ in Eq. can be dropped in-paraxial approximation but, on the otner hand, Eq. does not coincide with Eq. once the velocity term is dronned. In other words, the term in $\left|\boldsymbol{r}_{o}-\boldsymbol{r}^{\prime}\left(t^{\prime}\right)\right|-1$ of Eq. is not the term in $\left|\boldsymbol{r}_{\boldsymbol{o}}-\boldsymbol{r}^{\prime}\left(t^{\prime}\right)\right|^{-1}$ of Eq. Eyon ${ }^{-19}$ paraxial approximation, the velocity term in Eq. in general, cannot be dropped. In fact, in order to do so, it is required that the ratio between the modulus of the velocity field and the modulus of the acceleration field is much smaller than unity:

$$
\begin{equation*}
\frac{c|\boldsymbol{n}-\boldsymbol{\beta}|}{\gamma^{2}\left|\boldsymbol{r}_{o}-\boldsymbol{r}^{\prime}\right||\boldsymbol{n} \times[(\boldsymbol{n}-\boldsymbol{\beta}) \times \dot{\boldsymbol{\beta}}]|} \ll 1 \tag{46}
\end{equation*}
$$

Then, in paraxial approximation we have

$$
\begin{equation*}
n \times[(n-\beta) \times \dot{\beta}]=-n \times[\dot{\beta} \times(n-\beta)] \simeq[\dot{\beta} \cdot(n-\beta)] n \tag{47}
\end{equation*}
$$

Substitution in condition gives

$$
\begin{equation*}
\frac{\gamma^{2}\left|\boldsymbol{r}_{o}-\boldsymbol{r}^{\prime}\right|}{c}\left(\frac{\boldsymbol{n}-\boldsymbol{\beta}}{|\boldsymbol{n}-\boldsymbol{\beta}|} \cdot \dot{\boldsymbol{\beta}}\right) \gg 1 \tag{48}
\end{equation*}
$$

Condition depends on the system under investigation, but in general is not automatically satisfied. For
instance, in the case of circular motion $\dot{\beta} / c \sim 1 / R, R$ being the circle radius. Then we have

$$
\begin{equation*}
\frac{\gamma^{2}\left|\boldsymbol{r}_{o}-\boldsymbol{r}^{\prime}\right|}{c}\left(\frac{\boldsymbol{n}-\boldsymbol{\beta}}{|\boldsymbol{n}-\boldsymbol{\beta}|} \cdot \dot{\boldsymbol{\beta}}\right) \leq \frac{\gamma^{2} r_{o} \theta_{o}}{R} . \tag{49}
\end{equation*}
$$

where $\theta_{o}$ is the angle between $\boldsymbol{n}$ and $\dot{\boldsymbol{\beta}}$. For instance, it is well known that the radiation formation length at the critical wavelength $\lambda_{c} \sim R / \gamma^{3}$ is simply $L_{f} \sim R / \gamma$ and that $\theta_{o} \sim 1 / \gamma$; then, in the case $r_{o} \sim L_{f}$, we have

$$
\begin{equation*}
\frac{\gamma^{2} r_{o} \theta_{o}}{R} \sim 1 \tag{50}
\end{equation*}
$$

As a result, when $r_{0} \sim L_{f}$ and $\lambda \sim \lambda_{c}$ condition is not satisfied, although the paraxial approximation is enforced. This counterexample shows that paraxial approximation, alone, icnot sufficient to guarantee that the velocity field in Eq. can be dropped.

The region of parameter space for which the velocity field can be neglected is usually referred to as the far field zone. In order to be in the far field zone the paraxial approximation is necessarily enforced.

We take the condition that $\boldsymbol{n}$ is constant as a definition of the far field zone. ${ }^{10}$, this is the case, the classical result (see for instance

$$
\begin{equation*}
\frac{\boldsymbol{n} \times[(\boldsymbol{n}-\boldsymbol{\beta}) \times \dot{\boldsymbol{\beta}}]}{(1-\boldsymbol{n} \cdot \boldsymbol{\beta})\left|\boldsymbol{r}_{o}-\boldsymbol{r}^{\prime}\right|}=\frac{1}{r_{o}} \frac{d}{d t^{\prime}}\left[\frac{\boldsymbol{n} \times(\boldsymbol{n} \times \boldsymbol{\beta})}{1-\boldsymbol{n} \cdot \boldsymbol{\beta}}\right] \tag{51}
\end{equation*}
$$

can be used to perform integration by parts. Starting from Eq. and assuming, as explained before, that the edge terms can be dropped, we arrive at ${ }^{1}$ widely used result presented in textbooks (see again

$$
\begin{align*}
\overline{\boldsymbol{E}}\left(\boldsymbol{r}_{\boldsymbol{o}}, \omega\right)= & -\frac{i \omega e}{c r_{o}} \int_{-\infty}^{\infty} d t^{\prime}[\boldsymbol{n} \times(\boldsymbol{n} \times \beta)] \\
& \times \exp \left\{i \omega\left(t^{\prime}-\frac{1}{c} \boldsymbol{n} \cdot \boldsymbol{r}^{\prime}\right)\right\} \tag{52}
\end{align*}
$$

Now, with ultra relativistic accuracy $1-\boldsymbol{n} \cdot \boldsymbol{\beta}$ one has $\boldsymbol{n} \times(\boldsymbol{n} \times \boldsymbol{\beta}) \simeq \boldsymbol{\beta}-\boldsymbol{n}$ : using this relation wesee straightforwardly that, in the far field zone, Eq. is equivalent to Eq. To conclude, in this discussion we have seen that paraxial approximation can be applied in the calculation of Synchrotron Radiation properties for any set of parameters. Moreover, in general, we should account for both velocity and acceleration term in the LienardWiechert expression: however, in the case $\boldsymbol{n}$ can be taken as a constant (far zone approximation), the velocity term can always be dropped.

## III. BENDING MAGNET RADIATION

## A. Circular motion

Consider a particle moving alono a circular trajectory and an observer as sketched in Fig The radiation from a particle moving with velocity $v$ arong a circle of radius $R$ is observed from a point $P . R$ is the only characteristic length of the system so that we can impose naturally that $L_{c h}$ is $R$. When $\theta_{y}$ and $\theta_{x}$, defined in Fig. are much smaller than unity the reference system ( $x, y, z$ ) indicated in Fig. s a consistent with the conditions for paraxial treatment explained in the previous Section and Eq. at $P$. The motion along the curvilinear abscissa $s$ can be described as

$$
\begin{equation*}
\boldsymbol{r}_{\perp}^{\prime}(s)=-R(1-\cos (s / R)) \hat{\boldsymbol{x}} \tag{53}
\end{equation*}
$$

and

$$
\begin{equation*}
z^{\prime}(s)=R \sin (s / r) \tag{54}
\end{equation*}
$$

where $s=v t^{\prime}$ and the expansion in Eq. is justified, once again, in the framework of the paraxial approximation.

Since the integral in Eq. is performed along $z^{\prime}$ we should invert $z(s)$ in Eq. and find the explicit dependence $s\left(z^{\prime}\right)$ :

$$
\begin{equation*}
s\left(z^{\prime}\right)=R \arcsin \left(z^{\prime} / r\right) \simeq z^{\prime}+\frac{z^{\prime 3}}{6 R^{2}} \tag{55}
\end{equation*}
$$

so that

$$
\begin{equation*}
\boldsymbol{r}_{\perp}^{\prime}\left(z^{\prime}\right)=-\frac{z^{\prime 2}}{2 R} \hat{\boldsymbol{x}} \tag{56}
\end{equation*}
$$

Gubstituting Eq.
we can write $\quad \mathrm{Eq} \quad$ and Eq. $\quad$ in Eq.

$$
\begin{array}{r}
\widetilde{\boldsymbol{E}}_{\perp}\left(z_{o}, \boldsymbol{r}_{\perp \boldsymbol{o}}, \omega\right)=\frac{i \omega e}{c} \int_{-\infty}^{\infty} d z^{\prime} \frac{e^{i \Phi_{T}}}{z_{o}-z^{\prime}} \\
\times\left[\left(\frac{v z^{\prime}}{R c}+\frac{x_{o}+z^{\prime 2} /(2 R)}{z_{o}-z^{\prime}}\right) \hat{\boldsymbol{x}}+\left(\frac{y_{o}}{z_{o}-z^{\prime}}\right) \hat{\boldsymbol{y}}\right] \tag{57}
\end{array}
$$

where $\Phi_{T}$ is given by

$$
\begin{equation*}
\Phi_{T}=\omega\left(\frac{z^{\prime}}{2 \gamma^{2} c}+\frac{z^{\prime 3}}{6 R^{2} v}+\frac{\left[x_{o}+z^{\prime 2} /(2 R)\right]^{2}+y_{o}^{2}}{2 c\left(z_{o}-z^{\prime}\right)}\right) \tag{58}
\end{equation*}
$$

At this stage our expression is still very general and valid for any observation distance $z_{0}$. We keep up to the third
order in $z^{\prime}$ in the expression for $s\left(z^{\prime}\right)$ in the phase, since the term $z^{\prime} /\left(2 \gamma^{2} c\right)$ includes the small parameter $1 / \gamma^{2}$.

Note that, although integration is performed from $-\infty$ to $\infty$, the only part of the trajectory contributing to the integral is of order of the radiation formation length $L_{f}=\left[\lambda R^{2} /(2 \pi)\right]^{1 / 3}$. At the critical wavelength $R / \gamma^{3}$ that is simply $\sim R / \gamma$. Physically, this is included in our paraxial approximation. Mathematically, it is reflected in the fact that $\Phi_{T}$ in Eq. exhibits more and more rapid oscillations as $z^{\prime}$ becomes larger and larger due to non linear terms: in narticular note that, as $z^{\prime} \sim L_{f}$, the term in $z^{\prime 3}$ in Eq. is of order unity. If $z_{o} \geq L_{f}$ we can expand all expressions in $\left(z_{o}-z^{\prime}\right)^{-1}$ around $z_{o}$. We will be considering the so-called far field radiation limit so that, expanding $\left(z_{o}-z^{\prime}\right)^{-1}$ we will retain up to the third order in $z^{\prime}$ in the expression for the phase and up to the first order in $z^{\prime}$ in the rest of the integrand. We introduce angles $\theta_{x}=x_{o} / z_{o}$ and $\theta_{y}=y_{o} / z_{o}$ as in Fig with the restriction $\theta \mathbb{K} 1$ and $\hat{\theta} \mathbb{K} 1$ ). Then, accounting for $v \simeq c$, Eq. and Eq. read respectively

$$
\begin{equation*}
\widetilde{\boldsymbol{E}}=\frac{i \omega e}{c^{2} z_{0}} \int_{-\infty}^{\infty} d z^{\prime} e^{i \Phi_{T}}\left(\frac{z^{\prime}+R \theta_{x}}{R} \hat{\boldsymbol{x}}+\theta_{y} \hat{\boldsymbol{y}}\right) \tag{59}
\end{equation*}
$$

and

$$
\begin{gather*}
\Phi_{T}=\omega\left[\left(\frac{\theta_{x}^{2}+\theta_{y}^{2}}{2 c} z_{o}\right)+\left(\frac{1}{2 \gamma^{2} c}+\frac{\theta_{x}^{2}+\theta_{y}^{2}}{2 c}\right) z^{\prime}\right. \\
\left.+\left(\frac{\theta_{x}}{2 R c}\right) z^{\prime 2}+\left(\frac{1}{6 R^{2} c}\right) z^{\prime 3}\right] \tag{60}
\end{gather*}
$$

One can easily reorganize the terms in Eq. to obtain

$$
\begin{align*}
\Phi_{T}= & \omega\left[\left(\frac{\theta_{x}^{2}+\theta_{y}^{2}}{2 c} z_{o}\right)-\frac{R \theta_{x}}{2 c}\left(\frac{1}{\gamma^{2}}+\frac{\theta_{x}^{2}}{3}+\theta_{y}^{2}\right)\right. \\
& \left.+\left(\frac{1}{\gamma^{2}}+\theta_{y}^{2}\right) \frac{\left(z^{\prime}+R \theta_{x}\right)}{2 c}+\frac{\left(z^{\prime}+R \theta_{x}\right)^{3}}{6 R^{2} c}\right] \tag{61}
\end{align*}
$$

Finally, redefinition of $z^{\prime}$ as $z^{\prime}+R \theta_{x}$ gives the final result

$$
\begin{align*}
& \tilde{\boldsymbol{E}}=\frac{i \omega e}{c^{2} z_{o}} e^{i \Phi_{s}} e^{i \Phi_{o}} \int_{-\infty}^{\infty} d z^{\prime}\left(\frac{z^{\prime}}{R} \hat{\boldsymbol{x}}+\theta_{y} \hat{\boldsymbol{y}}\right) \\
& \times \exp \left\{i \omega\left[\frac{z^{\prime}}{2 \gamma^{2} c}\left(1+\gamma^{2} \theta_{y}^{2}\right)+\frac{z^{3}}{6 R^{2} c}\right]\right\} \tag{62}
\end{align*}
$$

where

$$
\begin{equation*}
\Phi_{s}=\frac{\omega z_{o}}{2 c}\left(\theta_{x}^{2}+\theta_{y}^{2}\right) \tag{63}
\end{equation*}
$$

and

$$
\begin{equation*}
\Phi_{o}=-\frac{\omega R \theta_{x}}{2 c}\left(\frac{1}{\gamma^{2}}+\frac{\theta_{x}^{2}}{3}+\theta_{y}^{2}\right) \tag{64}
\end{equation*}
$$

Note that the linear term in $\left(\theta_{x}^{2}+\theta_{y}^{2}\right) z^{\prime}$ in the phase of Eq. defines the maximal angle of interest. In fact, when $z^{\sim} \sim L_{f}$, this term is of order unity if $\theta_{x}^{2}+\theta_{y}^{2} \sim$ $[\lambda /(2 \pi R)]^{2 / 3}$; this is simply the ratio of $L_{f}^{2}$ to $L_{c h}^{2}$. As the observation angle grows more the linear term becomes larger and larger resulting in an oscillatory behavior of the entire integral in Eq and thus giving no net contribution to the field. A ssmilar mechanism has been discussed in relation with the radiation formation length. Now that we have found an upper limit to the observation angle, $L_{f} / L_{c h}$, it is interesting to discuss the accuracy of our expression. We have

$$
\begin{equation*}
\frac{\left|\boldsymbol{r}_{\perp \boldsymbol{o}}-\boldsymbol{r}_{\perp}\right|^{2}}{2\left(z_{o}-z^{\prime}\right)^{2}} \sim \theta_{x}^{2}+\theta_{y}^{2}-\theta_{x} \frac{L_{f}^{2}}{R z_{0}}+\frac{L_{f}^{4}}{4 R^{2} z_{o}^{2}} \sim \frac{L_{f}^{2}}{R^{2}} \ll 1 \tag{65}
\end{equation*}
$$

In other words, the accuracy of our calculations is given by the square of the mavimal observation angle.
To co Eq. with results in literature (for instance we snould remember that the latter are obtained using a reference system like the one in Fig Therefore, in order to perform a comparison, we should let $\theta_{x}=0$, so that $\Phi_{o}=0$. Then, since results are often obtained in terms of integration along the retarded time $t^{\prime}$ we should use $z^{\prime} \simeq v t^{\prime}$. Finally we obtain

$$
\begin{array}{r}
\tilde{\boldsymbol{E}}=\frac{i \omega e}{c z_{o}} e^{i \Phi_{\mathrm{s}}} \int_{-\infty}^{\infty} d t^{\prime}\left(\frac{c t^{\prime}}{R} \hat{\boldsymbol{x}}+\theta_{y} \hat{\boldsymbol{y}}\right) \\
\times \exp \left\{i \omega\left[\frac{t^{\prime}}{2 \gamma^{2}}\left(1+\gamma^{2} \theta_{y}^{2}\right)+\frac{t^{\prime 3} c^{2}}{6 R^{2}}\right]\right\} . \tag{66}
\end{array}
$$

Tomp Synchrotron Radiation textbook (see, for instance shows that Eq. can be written as

$$
\begin{align*}
& \tilde{\boldsymbol{E}}=-\frac{\sqrt{3} e}{c z_{o}} \frac{2 R \omega}{3 \gamma^{3} c} e^{i \Phi_{s}} \gamma\left(1+\gamma^{2} \theta_{y}^{2}\right) \\
& \times\left[K_{2 / 3}(\xi) \hat{\boldsymbol{x}}-i \frac{\gamma \theta_{y} K_{1 / 3}(\xi)}{\left(1+\gamma^{2} \theta_{y}^{2}\right)^{1 / 2}}\right] . \tag{67}
\end{align*}
$$

Here $K_{2 / 3}$ and $K_{1 / 3}$ are the modified Bessel functions of second kind of fractional order $2 / 3$ and $1 / 3$ respectively, while

$$
\begin{equation*}
\xi=\frac{R \omega}{3 \gamma^{3} c}\left(1+\gamma^{2} \theta_{y}^{2}\right)^{3 / 2} \tag{68}
\end{equation*}
$$

Note that, denending on the definition of Fourior transform Eq. textbook versions of Eq. or Eq. may differ by a factor $1 / \sqrt{2 \pi}$ and (or) by the operation of complex conjugation; moreover textbooks often neglect the exact phase factor for the field, since they are usually more interested in the calculation of the intensity, which involves the sawne modulus of Eq.
The result in Eq.
is far from being trivial. Beccol functions are real, theretore the $\hat{\boldsymbol{x}}$ component in Eq.


FIG. 4: Phase correction for the hor al polarization component of the field; case discussed in
is real, while the $\hat{\boldsymbol{y}}$ component is purely imaginary ${ }^{\text {In }}$ other words, the $\hat{\boldsymbol{x}}$ component of the integral in Eq. is purely imaginary, while the $\hat{\boldsymbol{y}}$ component is real. InIs is not immediately obvious, but it can be easily seen by inspection, accounting for the fact that the exponential function in the integrand can be written as $\exp (i \cdot)=$ $\cos (\cdot)+i \sin (\cdot)$; then, for parity reasons, the term in $\hat{\boldsymbol{x}}$, being odd, couples with the sine function, thus giving an imaginary result while the term in $\hat{\boldsymbol{y}}$, being even, couples with the cosine function, giving a real result.

From the previous remarks it follows that the only non-trivial phase factor is specified by the surviving exponential argument $\Phi_{s}=\omega z_{o} \theta_{y}^{2} /(2 c)$, which is usually neglected in literature. This simply represents, in our paraxial approximation, the phase difference between the point $\left(0, y_{o}, z_{o}\right)$ and the point ( $0,0 \sim \sim$ ). Physically, in the particular reference frame of Fig which we have chosen by setting $\theta_{x}=0$, the electric neld is represented by a spherical wave propagating outwards from the origin of the coordinate system.

It is interesting now to investigate the meaning of the phase $\Phi_{o}$, which is nonzero for nonzero values of $\theta_{x}$. This term has no equivalent in the usual treatment of Synchrotron Radiation, because displacement along the $x$ axis cannet be considered in the reference system sketched in Fig. In the usual treatment, an $x_{0}$ displacement is treated redefining the reference frame so that $x_{o}=0$. This redefinition has simply the effect of shifting the phase of the field expressed in the old reference frame of a quantity $i \Phi_{o}$.

There is a considerable amount of literature dealing with the phase of the Fourier components of the electric fie ${ }^{11}$ Rector in Synchralion (see, for instance . In particular, reports the results of a thorougn simulation of single particle effects. It is obviously found that the wavefront of a single particle is not spherical; a correspondent phase shift (with respect to


FIG. 5: Phase correction for the v . 1 polarization component of the field; case discussed in
the spherical wave) for the field of a single particle was computed and analytical estimations within $1 \%$ of the numerical result were nresented which are in complete agreement with Eq. For the sale of completeness and comparison we present, in Fig. and Fig. the phase shifts calculated for the horizontar and verticar polarization components, respectively by me of our Eq.
for the same example considered in bending magnet emission from a 2.5 GeV particle, constant magnetic field in bending magnet 1.56 T , photon energy 40 eV and distance from tangential source point to optical component 5 m . Note that these parameters correspond to the far zone case where $z_{0} \gg P / a$ The phase for the $y$-polarization component, in Fig is simply the phase for the $x$-polarization component (that is Fig added to $\pi H\left(\theta_{y}\right)$, where $H\left(\theta_{y}\right)=1$ for $\theta_{y} \geq 0$ and $H\left(\theta_{y}\right)=0$ for $\theta_{y}<0$ : this last terms simnly accounts for the fact that the $y$ component of Eq. is odd.

## B. Circular motion with offset and deflection

Electrons following a circular motion are, of course, an approximation. Electron beams have always some small angular spread and offset with respect to the nominal trajectory. Any beam with a small geometrical emittance can be thought, in agreement with paraxial treatment, as a composition of perfectly collimated beams with different deflection angles with respect to the orbital plane of the nominal trajectory. This representation is useful when one is interested in calculating, for instance, the influence of angular spread and offset on the electric field intensity: one can simply compute the contribution for each collimated beam and sum up the results. This method allows to simplify calculations of more complicated quantities like the field autocorrelation function, which is of uttermost importance in the characterization
of the statistical properties of a light source. We have already discussed the advantage of our method regarding calculations of the field autocorrelation function in connection with the choice of a fixed reference frame as in Fig Let us now discuss how it can be used to calculate $\tilde{\boldsymbol{E}}$ from a single particle with a given angular deflection with respect to the orbital plane of a nominal electron. Such an expression was firs ulated, starting from the Lienard-Wiechert fields, in

The meaning of horizontal and vertical deflection angles $\eta_{x}$ and $\eta_{y}$ is clear once we specify the particle velocity

$$
\begin{align*}
\boldsymbol{v}(s)=v\left[\operatorname { s i n } \left(\frac{s}{R}\right.\right. & \left.+\eta_{x}\right) \cos \left(\eta_{y}\right) \hat{\boldsymbol{x}}+\sin \left(\eta_{y}\right) \hat{\boldsymbol{y}} \\
& \left.+\cos \left(\frac{s}{R}+\eta_{x}\right) \cos \left(\eta_{y}\right) \hat{\boldsymbol{z}}\right] \tag{69}
\end{align*}
$$

so that the trajectory can be expressed as a function of the curvilinear abscissa $s$ as

$$
\begin{array}{r}
\boldsymbol{r}^{\prime}=\left[l_{x}+R \cos \left(\frac{s}{R}+\eta_{x}\right) \cos \left(\eta_{y}\right)\right. \\
\left.-R \cos \left(\eta_{x}\right) \cos \left(\eta_{y}\right)\right] \hat{\boldsymbol{x}}+\left[l_{y}+s \sin \left(\eta_{y}\right)\right] \hat{\boldsymbol{y}} \\
+\left[+R \sin \left(\frac{s}{R}+\eta_{x}\right) \cos \left(\eta_{y}\right)-R \sin \left(\eta_{x}\right) \sin \left(\eta_{y}\right)\right] \hat{\boldsymbol{z}} \tag{70}
\end{array}
$$

Here we have introduced, also, an arbitrary offset $\left(l_{x}, l_{y}, 0\right)$ in the trajectory. Using Eq. an approximated expression for $s\left(z^{\prime}\right)$ can be found:

$$
\begin{equation*}
s\left(z^{\prime}\right)=z^{\prime}+\frac{z^{\prime 3}}{6 R^{2}}+\frac{z^{\prime 2} \eta_{x}}{2 R}+\frac{z^{\prime} \eta_{x}^{2}}{2}+\frac{z^{\prime} \eta_{y}^{2}}{2} \tag{71}
\end{equation*}
$$

so that

$$
\begin{equation*}
\boldsymbol{v}_{\perp}\left(z^{\prime}\right)=\left(-\frac{v z^{\prime}}{R}+v \eta_{x}\right) \hat{\boldsymbol{x}}+\left(v \eta_{y}\right) \hat{\boldsymbol{y}} \tag{72}
\end{equation*}
$$

and

$$
\begin{equation*}
\boldsymbol{r}_{\perp}^{\prime}\left(z^{\prime}\right)=\left(-\frac{z^{\prime 2}}{2 R}+\eta_{x} z^{\prime}+l_{x}\right) \hat{\boldsymbol{x}}+\left(\eta_{y} z^{\prime}+l_{y}\right) \hat{\boldsymbol{y}} \tag{73}
\end{equation*}
$$

We will consider $\eta_{x} \ll 1$ and $\eta_{y} \ll 1$ in agreement with the fact that we deal with electron beams with small angular deflection and not with more general kind of plasmas.


$$
\begin{array}{r}
\tilde{\boldsymbol{E}}_{\perp}\left(z_{o}, \boldsymbol{r}_{\perp \boldsymbol{o}}, \omega\right)=\frac{i \omega e}{c} \int_{-\infty}^{\infty} d z^{\prime} \frac{e^{i \Phi_{T}}}{z_{o}-z^{\prime}} \\
\times\left[\left(\frac{z^{\prime}}{R}-\eta_{x}+\frac{x_{o}-l_{x}-\eta_{x} z^{\prime}+z^{\prime 2} /(2 R)}{z_{o}-z^{\prime}}\right) \hat{\boldsymbol{x}}\right. \\
\left.+\left(-\eta_{y}+\frac{y_{o}-l_{y}-\eta_{y} z^{\prime}}{z_{o}-z^{\prime}}\right) \hat{\boldsymbol{y}}\right]
\end{array}
$$

where $\Phi_{T}$ is given by

$$
\begin{array}{r}
\Phi_{T}=\omega\left(\frac{z^{\prime}}{2 \gamma^{2} c}+\frac{z^{\prime 3}}{6 R^{2} v}+\frac{z^{\prime 2} \eta_{x}}{2 R v}+\frac{z^{\prime} \eta_{x}^{2}}{2 v}+\frac{z^{\prime} \eta_{y}^{2}}{2 v}\right. \\
\left.+\frac{\left[x_{o}-l_{x}-\eta_{x} z^{\prime}+z^{\prime 2} /(2 R)\right]^{2}+\left[y_{o}-l_{y}-\eta_{y} z^{\prime}\right]^{2}}{2 c\left(z_{o}-z^{\prime}\right)}\right) \tag{75}
\end{array}
$$

At this stage, as in the previous Paragraph, our expression is still very general and valid for any observation distance $z_{0}$, and again as we did before, we have retained up to the third order in $z^{\prime}$ in the expression for $s\left(z^{\prime}\right)$ in the phase, since the term $z^{\prime} /\left(2 \gamma^{2} c\right)$ includes the small parameter $1 / \gamma^{2}$ and up to the first order in $z^{\prime}$ in the rest of the integrand. We will now consider the far field radiation limit which, as the reader remembers, allows expansion of all expressions in $\left(z_{o}-z^{\prime}\right)^{-1}$ around $z_{0}$ : as before we will retain up to the third order in $z^{\prime}$ in the expression for the phase and up to the firct order in ~/ in the rect of the integrand. From Eq. and Eq. it is evident that the offsets $l_{x}$ and $l_{y}$ are always subtracted from $x_{0}$ and $y_{0}$ respectively: shifting the particle trajectory on the vertical plane is equivalent to a shift of the observer in the onnosite direction. With this in mind, in analogy with Fig we introduce angles $\bar{\theta}_{x}=\theta_{x}-l_{x} / z_{0}$ and $\bar{\theta}_{y}=\theta_{y}-l_{y} / z_{0}$ (with the restriction $\bar{\theta}_{x} \ll 1$ and $\bar{\theta}_{\text {? }} \ll 1$ ). Then, acounting for $\eta_{x} \ll 1$ and $\eta_{y} \ll 1$, Eq. and Eq. can be written down respectively, as Iollows:

$$
\begin{array}{r}
\widetilde{\boldsymbol{E}}=\frac{i \omega e}{c^{2} z_{o}} \int_{-\infty}^{\infty} d z^{\prime} e^{i \Phi_{T}} \\
\times\left(\frac{z^{\prime}+R\left(\bar{\theta}_{x}-\eta_{x}\right)}{R} \hat{\boldsymbol{x}}+\left(\bar{\theta}_{y}-\eta_{y}\right) \hat{\boldsymbol{y}}\right) \tag{76}
\end{array}
$$

and

$$
\begin{align*}
& \Phi_{T}=\left(\frac{\bar{\theta}_{x}^{2}+\bar{\theta}_{y}^{2}}{2 c} z_{0}\right)+\frac{1}{2 c}\left(\frac{1}{\gamma^{2}}+\left(\bar{\theta}_{x}-\eta_{x}\right)^{2}\right. \\
+ & \left.\left(\bar{\theta}_{y}-\eta_{y}\right)^{2}\right) z^{\prime}+\left(\frac{\bar{\theta}_{x}}{2 R c}\right) z^{\prime 2}+\left(\frac{1}{6 R^{2} c}\right) z^{\prime 3} \tag{77}
\end{align*}
$$

One can easily reorganize the terms in Eq. o obtain

$$
\begin{array}{r}
\Phi_{T}=\left(\frac{\bar{\theta}_{x}^{2}+\bar{\theta}_{y}^{2}}{2 c} z_{o}\right)-\frac{R\left(\bar{\theta}_{x}-\eta_{x}\right)}{2 c} \\
\times\left(\frac{1}{\gamma^{2}}+\left(\bar{\theta}_{y}-\eta_{y}\right)^{2}+\frac{\left(\bar{\theta}_{x}-\eta_{x}\right)^{2}}{3}\right) \\
+\left(\frac{1}{\gamma^{2}}+\left(\bar{\theta}_{y}-\eta_{y}\right)^{2}\right) \frac{\left(z^{\prime}+R\left(\bar{\theta}_{x}-\eta_{x}\right)\right)}{2 c} \\
+\frac{\left(z^{\prime}+R\left(\bar{\theta}_{x}-\eta_{x}\right)\right)^{3}}{6 R^{2} c} . \tag{78}
\end{array}
$$

Redefinition of $z^{\prime}$ as $z^{\prime}+R\left(\bar{\theta}_{x}-\eta_{x}\right)$ gives the result

$$
\begin{align*}
& \quad \widetilde{\boldsymbol{E}}=\frac{i \omega e}{c^{2} z_{o}} e^{i \Phi_{s}} e^{i \Phi_{o}} \int_{-\infty}^{\infty} d z^{\prime}\left(\frac{z^{\prime}}{R} \hat{\boldsymbol{x}}+\left(\bar{\theta}_{y}-\eta_{y}\right) \hat{\boldsymbol{y}}\right) \\
& \times \exp \left\{i \omega\left[\frac{z^{\prime}}{2 \gamma^{2} c}\left(1+\gamma^{2}\left(\bar{\theta}_{y}-\eta_{y}\right)^{2}\right)+\frac{z^{\prime 3}}{6 R^{2} c}\right]\right\}, \tag{79}
\end{align*}
$$

where

$$
\begin{equation*}
\Phi_{s}=\frac{\omega z_{o}}{2 c}\left(\bar{\theta}_{x}^{2}+\bar{\theta}_{y}^{2}\right) \tag{80}
\end{equation*}
$$

and

$$
\begin{equation*}
\Phi_{o}=-\frac{\omega R\left(\bar{\theta}_{x}-\eta_{x}\right)}{2 c}\left(\frac{1}{\gamma^{2}}+\left(\bar{\theta}_{y}-\eta_{y}\right)^{2}+\frac{\left(\bar{\theta}_{x}-\eta_{x}\right)^{2}}{3}\right) \tag{81}
\end{equation*}
$$

Except for the phase term $\Phi_{s}$, Eq. can be obtained from Eq. $\quad$ simply by substituting $\theta_{x}$ with $\bar{\theta}_{x}-\eta_{x}$ and $\theta_{y}$ with $\theta_{y}-\eta_{y}$ : besides a common phase factor then, we can say that including a deflection angle has the same effect of shifting the observer position of the same angle. Still, we should remember that $\bar{\theta}_{x}=\theta_{x}-l_{x} / z_{o}$ and $\bar{\theta}_{y}=\theta_{y}-l_{y} / z_{o}$.

In the limit for $l_{x, y} / z_{o} \ll \theta_{-}$with $\theta_{F}=[\lambda /(2 \pi R)]^{1 / 3}$, one can simplify further Eq.

Note how introduction of small parameters allows increasing specialization and simplification of the theory: for instance, in this Paragraph we started with an expressions for the fields obtained in the limit for $1 / \gamma_{z}^{2} \gg 1$, that could be cast into simpler form in the limit $L_{f} / z_{0} \ll 1$ and now further specialized assuming $l_{x, y} / z_{o} \ll \theta_{F}$ leading to:

$$
\begin{align*}
& \tilde{\boldsymbol{E}}=\frac{i \omega e}{c^{2} z_{0}} e^{i \Phi_{s}} e^{i \Phi_{o}} \int_{-\infty}^{\infty} d z^{\prime}\left(\frac{z^{\prime}}{R} \hat{\boldsymbol{x}}+\left(\theta_{y}-\eta_{y}\right) \hat{\boldsymbol{y}}\right) \\
& \times \exp \left\{i \omega\left[\frac{z^{\prime}}{2 \gamma^{2} c}\left(1+\gamma^{2}\left(\theta_{y}-\eta_{y}\right)^{2}\right)+\frac{z^{\prime 3}}{6 R^{2} c}\right]\right\}, \tag{82}
\end{align*}
$$

where

$$
\begin{equation*}
\Phi_{s}=\frac{\omega z_{o}}{2 c}\left(\theta_{x}^{2}+\theta_{y}^{2}\right) \tag{83}
\end{equation*}
$$

and

$$
\begin{align*}
\Phi_{o} \simeq & -\frac{\omega R\left(\theta_{x}-\eta_{x}\right)}{2 c}\left(\frac{1}{\gamma^{2}}+\left(\theta_{y}-\eta_{y}\right)^{2}\right. \\
& \left.+\frac{\left(\theta_{x}-\eta_{x}\right)^{2}}{3}\right)-\frac{\omega}{c}\left(l_{x} \theta_{x}+l_{y} \theta_{y}\right) . \tag{84}
\end{align*}
$$

Eq. is an extremely useful tool, because it describes the ranation from an electron with offset and deflection as in an electron beam with finite emittance, including the sorrect phase factor for the field. Starting from Eq. then, it is possible to calculate the field correlation function, and to provide a study of transverse coherence properties of the radiation from a given electron beam by means of analytical techniques.

As has already been remarked, coherence is a special and important property of Synchrotron Radiation sources. In the far zone, the spatial coherence at different observer angles $\theta_{x, y}^{(1)}$ and $n^{(2)}$ arac $\cdots$ by the autocorrelation function (see and for applications to Synchrotron Radiation sclence):

$$
\begin{array}{r}
\Gamma_{i j}\left(\theta_{x, y}^{(1)}, \theta_{x, y}^{(2)}, \omega\right) \\
=\left\langle\widetilde{E}_{i}^{*}\left(\theta_{x, y}^{(1)}, \eta_{x, y}, l_{x, y}\right) \widetilde{E}_{j}\left(\theta_{x, y}^{(2)}, \eta_{x, y}, l_{x, y}\right)\right\rangle \tag{85}
\end{array}
$$

where $\widetilde{E}_{i}$ is the $i_{-t h}$ Fourier component of the electric field given in Eq. and brackets $\langle\ldots\rangle$ denote an ensemble average with respect to electron parameters. Note that a given electron is correlated just with itself, that is why Eq. only includes the electric field from a single electron and not from two different particles. The ensemble average can be replaced by integration over the electron phase-space density. The intensity distribution can be obtained directly from Eq. by letting $\theta_{x, y}^{(1)}=\theta_{x, y}^{(2)}$.

Of course a numerical can always be developed, either starting from Eq. or just from the LienardWiechert fields, which calcuates the field correlation function in a generic case, but such a code would not help in physical understanding of the situation. On the contrary, Eq. includes all relevant information about an electron in a realistic beam (i.e. with offset and deflection) and, being an analytically manageable expression, constitutes the first step towards the characterization of transverse coherence properties from bending magnet radiation.

## C. Edge radiation

In this Paragraph we will stress the importance of the knowledge of the entire trajectory followed by the electron as we study the effect of a change in longitudinal velocity due to the passage of an electron in a magnetic system. This results in collimated emission of radiation in the low photon energy range, a mechanism analogous to transition radiation, which is ${ }^{11}$ literature under the name of edge radiation

We restrict ourselves to the system depicted in Fig. which shows two bending magnets separated by a straight line of length $L$. Radiation is detected at a screen positioned at distance $z_{0}$ from the downstream magnet. We will require that the bending magnets deflect the electron trajectory of an angle much larger than $[\lambda /(2 \pi R)]^{1 / 3}, \lambda$ being the wavelength of interest: in this way the straight lines before the upstream bend and after the downstream bend do not contribute to the field detected at the screen position. Intuitively, the magnets act like switches: the first magnet switches the radiation on, the second switches it off. The trajectory can be therefore split in three parts: the two bends and the straight
cactipn of length $L$ between them. With the help of Eq. we write the contribution from the straight line as

$$
\begin{equation*}
\tilde{\boldsymbol{E}}_{\boldsymbol{A B}}=\frac{i \omega e}{c^{2} z_{o}} \int_{A}^{B} d z^{\prime} e^{i \Phi_{T}}\left(\theta_{x} \hat{\boldsymbol{x}}+\theta_{y} \hat{\boldsymbol{y}}\right) \tag{86}
\end{equation*}
$$

where we assumed $z_{0} \gg L$. The previous assumption is not always verified in cases of practical interest. Here, however, we are only concerned with an example of application of our method. $\Phi_{T}$ in Eq. is given by

$$
\begin{equation*}
\Phi_{T}=\omega\left[\frac{\theta_{x}^{2}+\theta_{y}^{2}}{2 c} z_{o}+\frac{z^{\prime}}{2 c}\left(\frac{1}{\gamma^{2}}+\theta_{x}^{2}+\theta_{y}^{2}\right)\right] \tag{87}
\end{equation*}
$$

The characteristic length related to the straight section is obviously $L_{c h}=L$. In general, the formation length of radiation at wavelength $\lambda$ is given imposing $\omega z^{\prime} /\left(2 c \gamma^{2}\right) \sim$ 1 , which gives $L_{f} \sim \gamma^{2} \lambda$. However, if we are interested in low frequencies such that $\omega L /\left(2 \gamma^{2} c\right) \ll 1$, we can simply concider $L_{f} \sim L$ and neglect the term in $1 / \gamma^{2}$ in Eq.

Trivial calculations show that

$$
\begin{equation*}
\tilde{\boldsymbol{E}}_{A \boldsymbol{B}}=-\frac{i \omega e L}{c^{2} z_{o}} e^{i \Phi_{s}}\left(\theta_{x} \hat{\boldsymbol{x}}+\theta_{y} \hat{\boldsymbol{y}}\right) \frac{\sin \left[\omega L\left(\theta_{x}^{2}+\theta_{y}^{2}\right) /(4 c)\right]}{\left[\omega L\left(\theta_{x}^{2}+\theta_{y}^{2}\right) /(4 c)\right]}, \tag{88}
\end{equation*}
$$

where $\Phi_{s}$ bac the usual meaning (compare, for instance, with Eq. . The magnitude of the contribution from the straight section $\Delta \mathrm{B}$ an be estimated noting that the sinc function in Eq. drops rapidly as $\theta_{x}^{2}+\theta_{y}^{2}$ reach the value $4 c /(\omega L)=2 \lambda /(\pi L)$. This means that a maximal observation angle of interest related to the straight line can be found in the transverse direction:

$$
\begin{equation*}
\theta_{x, y}^{2} \sim \frac{\lambda}{2 \pi L} \tag{89}
\end{equation*}
$$

At this angle, the formation length for the straight line radiation at wavelength $\lambda$ is simply equal to the straight section length, $L, \underset{\sim}{\sim}$ as it can be seen from Eq. Then, the magnitude of $\widetilde{\boldsymbol{E}}_{\boldsymbol{A B}}$ is of order

$$
\begin{equation*}
\left|\tilde{\boldsymbol{E}}_{A B}\right| \sim \frac{2 e}{c z_{0}}\left(\frac{\omega L}{c}\right)^{1 / 2} \tag{90}
\end{equation*}
$$

On the other hand, the magnitude of the contributions from the bends can be estimated as

$$
\begin{array}{r}
\tilde{\boldsymbol{E}}_{\boldsymbol{b}} \sim-\frac{\omega e}{c^{2} z_{o}} \int_{0}^{\infty} d z^{\prime}\left(\frac{z^{\prime}}{R} \hat{\boldsymbol{x}}+\theta_{y} \hat{\boldsymbol{y}}\right) \\
\times \exp \left\{i \omega\left[\frac{z^{\prime}}{2 \gamma^{2} c}\left(1+\gamma^{2} \theta_{y}^{2}\right)+\frac{z^{\prime 3}}{6 R^{2} c}\right]\right\} . \tag{91}
\end{array}
$$

In Eq. we have redefined the origin of our reference system, as it is clear from the integration limits; however,
here we are interested in the magnitude and not in the phase of the field, so that we can use Eq. without further discussion on the correct phase. The pear term in $z^{\prime}$ in the exponential function in Eq. is of order unity for angles $\theta_{y}$ such that

$$
\begin{equation*}
\frac{\omega L_{f}}{2 c} \theta_{y}^{2} \sim 1 \tag{92}
\end{equation*}
$$

Substituting the formation length for the bends $L_{f B} \sim$ $\left[\lambda R^{2} /(2 \pi)\right]^{1 / 3}$ we obtain a condition for the maximal observation angle of interest related to the bending magnets

$$
\begin{equation*}
\theta_{y}^{2} \sim\left(\frac{\lambda}{2 \pi R}\right)^{2 / 3} \tag{93}
\end{equation*}
$$

The previous condition on $\theta_{y}^{2}$ found for the bends has to be compared with the condition on $\theta_{y}^{2}$ previously found for the straight line, $\theta_{y}^{2} \sim \lambda /(2 \pi L)$. The ratio between the latter and the former is equal to the ratio of the formation length for the straight line to the formation length for the bends respectively, that is $L / L_{f B}$. Assuming $L / L_{f B} \gg 1$, that is always verified in practice, we obtain that the maximal observation angle of interest related the straight line is much smaller than the maximal observation angle of interest related to the bend $A_{c}$ a result the entire linear term in the phase of Eq. can be neglected thus leading to the following simpined expression for $\widetilde{\boldsymbol{E}}_{b}$ :
$\tilde{\boldsymbol{E}}_{\boldsymbol{b}} \sim-\frac{\omega e}{c^{2} z_{o}} \int_{0}^{\infty} d z^{\prime}\left(\frac{z^{\prime}}{R} \hat{\boldsymbol{x}}+\theta_{y} \hat{\boldsymbol{y}}\right) \exp \left\{\frac{i \omega z^{3}}{6 R^{2} c}\right\}$
An estimate of Eq.


$$
\begin{align*}
& \widetilde{\boldsymbol{E}}_{\boldsymbol{b}} \sim-\frac{2 e}{c z_{o}} \frac{\omega}{2 c}\left(\frac{L_{f}^{2}}{2 R} \hat{\boldsymbol{x}}+\theta_{y} L_{f} \hat{\boldsymbol{y}}\right) \\
& \sim-\frac{2 e}{c z_{o}}\left[\frac{1}{2}\left(\frac{\omega R}{c}\right)^{1 / 3} \hat{\boldsymbol{x}}+\left(\frac{\omega R}{c}\right)^{2 / 3}\left(\frac{c}{\omega L}\right)^{1 / 2} \hat{\boldsymbol{y}}\right] . \tag{95}
\end{align*}
$$

The ratio between the magnitude of the bend and the straight section contribution is then

$$
\begin{array}{r}
\frac{\tilde{\boldsymbol{E}}_{\boldsymbol{b}}}{\left|\widetilde{\boldsymbol{E}}_{\boldsymbol{A B}}\right|} \sim-\frac{1}{2}\left(\frac{\omega R}{c}\right)^{1 / 3}\left(\frac{c}{\omega L}\right)^{1 / 2} \hat{\boldsymbol{x}} \\
-\left(\frac{\omega R}{c}\right)^{2 / 3}\left(\frac{c}{\omega L}\right) \hat{\boldsymbol{y}}=-\frac{1}{2} \sqrt{\frac{L_{f}}{L}} \hat{\boldsymbol{x}}-\frac{L_{f}}{L} \hat{\boldsymbol{y}} . \tag{96}
\end{array}
$$

Therefore, under the already accepted condition $L \gg$ $L_{f}$ one can neglect the contribution from the bending manet. The only remaining contribution is given by Eq. which represents an expression for the field at the detector position. We plot the intensity corresponding to


FIC 6. Intensity distribution of radiation from the setup in Fig $\quad \mathrm{t} \lambda=10 \mu \mathrm{~m}$ and for $L=1 \mathrm{~m}$. Radiation is collected at $z_{0}=10 \mathrm{~m}$ from the downstream magnet. A contour plot (upper figure) and a horizontal cut by the median plane (lower figure) are presented.
the field in E $\square$ or the case $\lambda=10 \mu \mathrm{~m}$, $L=4 \mathrm{~m}$ and $z_{o}=20 \mathrm{~m}$.
Eq. Eq. is the same reported in It is interesting to remark that in conventional treatments of Synchrotron Radiation, edge radiation has its origin in the edge term arising in the integration by parts of Eq. in other words it is found from the acceleration part of the Lienard-Wiechert field, which is present only in the magnets. On the other hand, from our method, edge radiation arises as the contribution from the straight section between the magnets. This seems paradoxical, but one has to remember that there is no physical meaning in the calculation of the field harmonic content over a part of the trajectory alone. It does not make any sense, for instance, to calculate the field intensity from the edge of a single bend because there will be either a second bend, as in Fig

## synchrotron radiation production from

circular motion


$$
\begin{aligned}
& \longrightarrow \\
& \begin{array}{l}
\text { Fourier } \\
\text { transform }
\end{array}
\end{aligned}
$$

energy spectrum


FIG. 7: Radiation field from an electron moving along a circle in the time and in the frequency domain
bend which must be taken into account in the calculation of the total field: the sum of all these contributions will give interference terms when the intensity is calculated. Then, accepting the viewpoint that only the knowledge of the entire trajectory of the particle brings physical sense to field calculations, there is no real contradiction: in our method edge radiation appears from the straight section. In the usual approach, instead, it appears from the edge terms in the integration by part of the acceleration field. Yet these terms, alone, have no physical meaning. This solves our paradox.

## D. Short magnet radiation

Our method can be used to compute radiation characteristics from a short magnet, characterized by a bending angle $2 \psi \ll 1 / \gamma$. This device has the quite interesting characteristic that the Fourier transform of the electric field in the far field limit has non-zero value for $\omega \rightarrow 0$ and that the critical frequency does not depend on the magnet radius but only on the magnet length. These features can be explained in a simple way. For circular motion the far field from a single particle has the property:

$$
\begin{equation*}
\int_{-\infty}^{\infty} \boldsymbol{E} d t=0 \tag{97}
\end{equation*}
$$

When the electron moves in arc of circles with different angular extensions $2 \psi$ though, the time-average of the electric field is nonzero; then, its Fourier transform has a nonzero component for $\omega \rightarrow 0$.

The firadies on long wavelength asymptotic can be found in For in may be interesting to consult for a discussion dealing also with - erties of CSR (Conorent Synchrotron Radiation) see

In Fig. Fig. and Fig. ve plot the energy spectrum of the radiation in the case of an electron moving on circular motion, dipole magnet and short bend,
radiation from an electron moving along the arc of a circle
$\left(L_{m}>R / \gamma\right)$


FIG. 8: Radiation field from an electron moving along an arc of a circle in the time and in the frequency domain


FIG. 9: Radiation field from an electron moving along a short bending magnet in the time and in the frequency domain
respectively. All finures refer to the $\hat{\boldsymbol{x}}$ polarization component. As Eq. does not hold we find a nonzero component of the energy spectrum at $\omega \rightarrow 0$. As the magnet extension becomes smaller than $1 / \gamma$ the critical frequency depends only on the magnet length $L_{m}=2 R \psi$ according to $\omega_{c} \simeq 2 c \gamma^{2} / L_{m}$.

The short magnet is a device of particular interest also because its radiation characteristics are roloted to the methodological issue introduced in Section From the very beginning, our method relies on harmonic analysis of the electric field, so that the entire trajectory of an electron is considered known. This gives no particular problem in the case of a closed trajectory, as discussed in the previous Subsections, but a question arises, now that a short magnet is considered, about the trajectory of our particle outside the short magnet. In general, the field at the observation position depends strongly on the trajectory followed by the electron before and after the magnet. So one should clarify what is the meaning of the term short magnet radiation by itself, when it is not specified what follows and what precedes the bend.

Computing the field from the magnet alone as it is usually done has a meaning, but only in a particular sense: one can always break up the beamline in several parts,
calculate contributions separately and finally add them up, accounting for the proper relative phase, to get the total field at the observer position. Then the short magnet radiation is simply a part of the total field, a contribution to be added up to something else, which depends, case by case, on what precedes and follows the magnet.
In conclusion, when we talk about radiation from a short magnet, we mean the contribution to the total field at the observer position $P$ due to the short magnet alone: this makes sense as long as we consider it only a part of the total field, calculated separately just for computational convenience.

With thic in mind we calculate the short magnet field from Eq. limiting the integration to the magnet extent and using $2 \psi \ll 1 / \gamma$. This introduces a further small parameter in our system which leads to extra simplification of already known formulas derived for the case f a bending magnet with arbitrary extension. From Eq. we obtain

$$
\begin{align*}
\tilde{\boldsymbol{E}}=\frac{i \omega e}{c^{2} z_{o}} & e^{i \boldsymbol{\Phi}_{s}} \int_{-R \psi}^{R \psi} d z^{\prime}\left(\frac{z^{\prime}+R \theta_{x}}{R} \hat{\boldsymbol{x}}+\theta_{y} \hat{\boldsymbol{y}}\right) \\
& \times \exp \left\{i \omega \frac{z^{\prime}}{2 \gamma^{2} c}\left[1+\gamma^{2}\left(\theta_{x}^{2}+\theta_{y}^{2}\right)\right]\right\} \\
& \times \exp \left\{i \omega \frac{\theta_{x} z^{\prime 2}}{2 R c}\right\} \exp \left\{i \omega \frac{z^{\prime 3}}{6 R^{2} c}\right\}, \tag{98}
\end{align*}
$$

where $\Phi_{s}$ is defined as in Eq.
 In Eq.
 intentionally separated phase factors $\exp \left\{i \omega \theta_{x} z^{-/ 2 R c}\right\}$ and $\exp \left\{i \omega z^{\prime 3} /\left(6 R^{2} c\right)\right\}$ because we intend to neglect the second and expand the first around unity. For our system the characteristic length is obviously $L_{c h}=R \psi$. In general, the formation length of the radiation is fixed by the first phase factor, $L_{f} \sim \gamma^{2} \lambda$, but we will be interested in studying the long wavelength region such that $L_{f} \sim R \psi$, that is the maximum attainable value, since it is always $L_{f} \lesssim L_{c h}$. Then, the first phase factor imposes, simultaneously, $\omega R \psi /\left(2 \gamma^{2} c\right) \lesssim 1$ and $\omega \theta_{x}^{2} R \psi / c \lesssim 1$. If on the one hand, from the first of these conditions $\omega_{\max } \simeq 2 \gamma^{2} c /(R \psi)$, from the second condition follows that $\theta_{x}^{2} \lesssim 1 /\left(2 \gamma^{2}\right)$ and from the second phase factor one has $\omega \theta_{x}(R \psi)^{2} /(2 R c) \sim \gamma \psi \ll 1$. On the other hand if, from the first of these conditions, $\omega \ll 2 \gamma^{2} c /(R \psi)$, then from the second condition follows that $\theta_{x}^{2} \simeq c /(\omega R \psi) \gg 1 /\left(2 \gamma^{2}\right)$ and from the second phase factor one has $\omega \theta_{x}(R \psi)^{2} /(2 R c) \simeq(\gamma \psi) /\left(\gamma \theta_{x}\right) \ll 1$. It follows from these considerations that we can perform the expansion of $\exp \left\{i \omega \theta_{x} z^{\prime 2} / 2 R c\right\}$ up to the second term with an accuracy $(\gamma \psi)^{2}$ or better and neglect $\exp \left\{i \omega z^{\prime 3} /\left(6 R^{2} c\right)\right\}$ with the same accuracy for any choice of $\omega$. Then we can write

$$
\begin{array}{r}
\widetilde{\boldsymbol{E}}=\frac{i \omega e}{c^{2} z_{o}} e^{i \Phi_{s}} \int_{-R \psi}^{R \psi} d z^{\prime}\left(\frac{z^{\prime}+R \theta_{x}}{R} \hat{\boldsymbol{x}}+\theta_{y} \hat{\boldsymbol{y}}\right) \\
\times\left(1+i \omega \frac{\theta_{x} z^{\prime 2}}{2 R c}\right) \exp \left\{i \omega \frac{z^{\prime}}{2 \gamma^{2} c}\left[1+\gamma^{2}\left(\theta_{x}^{2}+\theta_{y}^{2}\right)\right]\right\}, \tag{99}
\end{array}
$$

Performing calculations and dropping negligible terms we find

$$
\begin{array}{r}
\widetilde{\boldsymbol{E}}=-\frac{e}{z_{o} R c} e^{i \Phi_{\mathrm{s}}} \frac{2 \gamma^{2}}{\left[1+\gamma^{2}\left(\theta_{x}^{2}+\theta_{y}^{2}\right)\right]^{2}}\left[\left(1+\gamma^{2}\left(\theta_{x}^{2}+\theta_{y}^{2}\right)\right.\right. \\
\left.\left.-2 \gamma^{2} \theta_{x}^{2}\right) \hat{\boldsymbol{x}}-\left(2 \gamma^{2} \theta_{x} \theta_{y}\right) \hat{\boldsymbol{y}}\right] \bar{\chi}_{[-R \psi, R \psi]}(\alpha), \tag{100}
\end{array}
$$

where

$$
\begin{equation*}
\alpha=\frac{\omega}{2 c \gamma^{2}}\left[1+\gamma^{2}\left(\theta_{x}^{2}+\theta_{y}^{2}\right)\right] \tag{101}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{\chi}_{[-R \psi, R \psi]}(\alpha)=\int_{-R \psi}^{R \psi} d z^{\prime} \exp \left\{i \alpha z^{\prime}\right\} \tag{102}
\end{equation*}
$$

If we define a function $\chi_{[-R \psi, R \psi]}$ which assumes unitary value on the interval $[-R \psi, R \psi]$ and zero value elsewhere, then $\chi_{[-R \psi, R \psi]}$ simply represents the magnetic field shape at the magnet position, and $\bar{\chi}_{[-R \psi, R \psi]}$ is its Fourier transform with respect to $\alpha$.

Suppose now the magnetic field has a generic shape $B\left(z^{\prime}\right)$. Keeninc the same accuracy as before, we can generalize Eq. substituting relations

$$
\begin{equation*}
x^{\prime}\left(z^{\prime}\right)=-\frac{e}{\gamma m_{e}} \int_{0}^{z^{\prime}} d z^{\prime \prime} \int_{0}^{z^{\prime \prime}} d z^{\prime \prime \prime} B\left(z^{\prime \prime \prime}\right) \tag{103}
\end{equation*}
$$

and

$$
\begin{equation*}
v_{x}\left(z^{\prime}\right)=-\frac{e}{\gamma m_{e}} \int_{0}^{z^{\prime}} d z^{\prime \prime} B\left(z^{\prime \prime}\right) \tag{104}
\end{equation*}
$$

where $m_{e}$ is the electron rest mass, in place of $-z^{\prime 2} /(2 R)$ and $v_{x} / c=-z^{\prime} / R$ directly in Eq. Performing approximations as before and integrating by parts two time the torm in $x^{\prime}$ and one time the term in $v_{x}$ we find that Eq. can be easily generalized.

Results in literature are often given in cylindrical coordinates $(\phi, \theta, z)$ where $\sin \phi=y_{o} / \sqrt{x_{o}^{2}+y_{o}^{2}}$ and $\theta_{x}^{2}+\theta_{y}^{2}$. The same choice can be found, for instance, Making use of this system we obtain:

$$
\begin{array}{r}
\widetilde{\boldsymbol{E}}=\frac{2 r_{e} \gamma}{z_{o}} e^{i \Phi_{s}} \frac{1}{\left(1+\gamma^{2} \theta^{2}\right)^{2}}\left[\left(1-\gamma^{2} \theta^{2} \cos (2 \phi)\right) \hat{\boldsymbol{x}}\right. \\
 \tag{105}\\
\left.-\left(\gamma^{2} \theta^{2} \sin (2 \phi)\right) \hat{\boldsymbol{y}}\right] \bar{B}\left(\frac{1+\gamma^{2} \theta^{2}}{2 c \gamma^{2}} \omega\right)
\end{array}
$$

where $r_{e}$ is the classical radius of the electron

$$
\begin{equation*}
r_{e}=\frac{e^{2}}{m_{e} c^{2}} \tag{106}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{B}(\alpha)=\int_{-\infty}^{\infty} d z^{\prime} B\left(z^{\prime}\right) \exp \left\{i \alpha z^{\prime}\right\} \tag{107}
\end{equation*}
$$

As has been said, the field from a short magnet makes sense only as a part of the total field from a given beamline. In this Paragraph we have colculated, for such contributio he expression in Eq. which can also be found in Our aim, here, is not to review a well-known result, but to cast new light in its physical interpretation. In order to do so we need first a digrecsion. Our Eq. ic haced on the more general $\mathrm{F}_{0}$ In Paragrapl ve have shown that Eq. is equivalent to the Fourler transform of the Lienard-w lechert fields Eq. provided that the edoe term in the integration by parts going from Eq. to Eq. (or viceversa) can be dropped. On the one nand we snowed that this can arways be done since the integral in Eq. and Eq. should be performed over the entire electron history, and only a finite part of the trajectory contributes, practically, to the electric field at the observer position. On the other hand, one is free to break up the beamline in parts and cum up partial contributions to the total field using Eq. followed by integration by parts for each segment. in this case one must retain edge terms to obtain the same result: as an example of thic fact, using our method, we have shown in Paragrapl bat the edge radiation from the system depicted m FIg rises as the contribution from the straight section between the magnets, while conventional calculations indicate its oricincin the edge term from the integration by parts of Eq. in the far field limit.
 Eq. and include the complete expression tor the acceleration field. Then, following conventional derivations, it is not cloar wether edge terms play an important rolo in Eq. or not. Yet, we wore able to obtain Eq. without starting with Eq. in fact we began with Eq. which is Eq. wron different intooration limits which is, in its turn, a reduction of Eq. that, finally, is a simplification of Eq. Since our result coincide with the one in literature it Iollows that edge radiation from the presence of the short magnet is completely ignorable.

Of course, one should still account for contributions from the other parts of the beamline: for instance, if the short magnet were installed in the middle of the straight section in Fig ne should concider the edge radiation contribution as in Paragrapl

However, according to our reasoning we can conclude that one can safely drop the contribution of edge terms due to the presence $\mathrm{of}^{\mathrm{f}+\mathrm{h}}$ e short magnet. On the contrary, beginning with Eq. as is done in usual treatments, one is not able to separate the two physical phenomena and, indeed, may be easily misunderstand and misinterpret results concluding, erroneously, that short magnet radiation cannot be derived without edge contributions.


FIG. 10: Geometry for undulator radiation.

Here we have seen that a critical study of the theoretical status of well-known formulas, can sometimes yield surprises.

## IV. RADIATION FROM INSERTION DEVICES

## A. Standard undulator

For a review of up to date knowledge on undulator lia one may be interested in consulting references An experimental characterization of radiation trom insertion can be found in Eq. can be used to derive the expression for $\bar{E}(\boldsymbol{r}, \omega)$ in the case of an undulator as well.

Again, as before, we remark that, with the term undulator field we actually mean a part of the total field seen by an observer and that one should account, in general, for the entire motion of the particle. The situation is sketched in Fig where a planar undul-consisting of $N_{w}$ periods is sketched. We will follow in deriving well-known relations. For the electron transverse velocity we assume

$$
\begin{equation*}
\boldsymbol{v}_{\perp}\left(z^{\prime}\right)=-\frac{c K}{\gamma} \sin \left(k_{w} z^{\prime}\right) \boldsymbol{x} \tag{108}
\end{equation*}
$$

Here $K$ is the deflection parameter, $k_{w}=2 \pi / \lambda_{w}$, where $\lambda_{w}$ is the undulator period, so that the undulator length is $L_{w}=N_{w} \lambda_{w}$. The undulator length $L_{w}$ is also, naturally, the characteristic length of the system, so that $L_{c h}=L_{w}$. The transverse position of the electron is therefore

$$
\begin{equation*}
\boldsymbol{r}_{\perp}^{\prime}\left(z^{\prime}\right)=\frac{K}{\gamma k_{w}} \cos \left(k_{w} z^{\prime}\right) \boldsymbol{x} . \tag{109}
\end{equation*}
$$

An expression for the curvilinear abscissa $s$ as a function of $z$ is given by

$$
\begin{equation*}
s\left(z^{\prime}\right)=\frac{\beta}{\beta_{a v}} z^{\prime}-\frac{K^{2}}{8 \gamma^{2} k_{w}} \sin \left(2 k_{w} z^{\prime}\right) \tag{110}
\end{equation*}
$$

where $\beta_{a v}$ is the time-averaged velocity along the $z$ di-


FIG. 11: Radiation geometry for the undulator field.
rection, that can be expressed as:

$$
\begin{equation*}
\beta_{a v}=\beta\left(1-\frac{K^{2}}{4 \gamma^{2}}\right) \tag{111}
\end{equation*}
$$

We con now substitute Eq. and Eq. in our Eq. Such a substitution leads to a general expression, valud for any observer distance $z_{0}$. It is possible to obtain, similarly to many Synchrotron Radiation textbooks, a simplified expression valid in the limit for large values of $z_{0}$. Since we are interested in the contribution of the undulator device to the total field at the observer position, we will integrate Eq. only along the undulator. Thon-all terms in $\left(z_{0}-z^{1}\right)^{1}$ in the phase factor of Eq. can be expanded around $z_{0}$. In the limit $z_{o} \gg N_{w} \lambda_{w}$, we can usuallv retain first order terms in $z^{\prime}$ : later on, in Paragrapl we will discuss the applicability region of this approxmmation and we will see that there are particular regions of parameters which do not allow retention of first order terms alone. Droppino necligible terms and defining $\phi$ and $\theta$ according to Fig or nommbering the analogous definition given in Paragraph we obtain

$$
\begin{array}{r}
\tilde{\boldsymbol{E}}_{\perp}\left(z_{o}, \boldsymbol{r}_{\perp \boldsymbol{o}}, \omega\right)=\frac{i \omega e}{c^{2} z_{o}} \int_{-N_{w} \lambda_{w} / 2}^{N_{w} \lambda_{w} / 2} d z^{\prime} e^{i \Phi_{T}} \\
\times\left[\left(\frac{K}{\gamma} \sin \left(k_{w} z^{\prime}\right)+\theta \cos (\phi)\right) \hat{\boldsymbol{x}}+\theta \sin (\phi) \hat{\boldsymbol{y}}\right] . \tag{112}
\end{array}
$$

Here

$$
\begin{array}{r}
\Phi_{T}=\frac{\omega}{\omega_{1}}\left[k_{w} z^{\prime}-\frac{K \theta \cos (\phi)}{\gamma} \frac{\omega_{1}}{k_{w} c} \cos \left(k_{w} z^{\prime}\right)\right. \\
\left.-\frac{K^{2}}{8 \gamma^{2}} \frac{\omega_{1}}{k_{w} c} \sin \left(2 k_{w} z^{\prime}\right)\right]+\Phi_{s} \tag{113}
\end{array}
$$

where $\Phi_{s}=\omega \theta^{2} z_{o} /(2 c)$, as usual, and $\omega_{1}$ is defined as

$$
\begin{equation*}
\omega_{1}^{-1}=\frac{1}{2 k_{w} c \gamma^{2}}\left(1+\frac{K^{2}}{2}+\gamma^{2} \theta^{2}\right) . \tag{114}
\end{equation*}
$$

FIG. 12: Undulator followed and preceded by bending magnets and straight sections. Information about the particle trajectory before and after the undulator is necessary to calculate the radiation spectrum.

Note that as $\omega=\omega_{1}$, the formation length of our system is simply civen by $L_{f}=1 / k_{w}$ as it is seen immediately from Eq. of order unity. Yet it should be stressed here that the formation length $L_{f}=1 / k_{w}$ is obtained in the most general case, without accounting for special conditions which are very often chosen for undulator operation. In fact, when a large number of undulator periods is selected an extra large-parameter is introduced in the system yielding simplifications within the thoonv; then, as it will be clear after reading Paragrapl if the so called resonance condition is met, the actual formation length of the system becomes $L_{f} \sim L_{w}$.

The choice of the integration limits in Eq. press explicitly the fact that the reference syctom nas its origin in the center of the undulator as in Fig As said before, Eq. gives only a partial contribution to the total field, which must be summed up with terms arising fro tructures preceding and following the undulator. In for instance, no particular attention is given to this problem: the calculation of undulator radiation distribution is performed considering the acceleration term of the Lienard-Wiechert fields alone, integrating by parts, and dropping the edge term.

It is ind very useful, at this point, to comment some passage of At page 412 one can read: "No assumptions on the magnetic field parameters have been made to derive the radiation spectrum in the form of equation (7.87) which we use to calculate the ation spectrum from a wiggler magnet". Eq. (7.87) in is the radiation spectrum from a particle moving on a generic trajectory calculated, indeed, starting from the Lienard-Wiechert field expression for the acceleration field, integrating by parts and neglecting the edge terms; it obviously appears in the form of an interration with limits from $-\infty$ to $\infty$ : this is ju ur Eq. that was derived exactly as Eq. (7.87) in Dropping the velocity field in the LienardWiechert expression is done under the sufficient (but not necessary, in general!) condition that $\boldsymbol{n}$ can be considered
constant. This is regarded as the far field approximation. Then, neglecting of edge terms can be done under cal assumptions discussed much earlier in Paragrap Again, the integral in $d t^{\prime}$ has to be performed over the entire history of the particle; the physical meaning of $t^{\prime}=-\infty$ and $t^{\prime}=+\infty$ is that at these times, the electron does not contribute to the field anymore From this viewpoint, the geometry specified in Fig no more sufficient. One has to provide information about what precedes and what follows the undulator; an example is denicted in Fig. In the case of the scheme in Fig. or instance, $t^{\prime}=-\infty$ and $t^{\prime}=+\infty$ refer to moments When the particle is well inside the first and the second bend, respectively, and do not contribute anymore to the resulting radiation spectrum. In order to dron edoe terms in the particular case of the trajectory in Fig one has to consider contributions from the first bena, then from $A$ to $B$ along the straight line, from $B$ to $C$ inside the undulator, from $C$ to $D$ along the second straight line and, finally, from the second bending magnet.
Instead of following this prescription, the author of substitutes characteristic quantities for a trajectory on an infinitely long undulator in Eq. (7.87), and then he simply sets the undulator strength parameter $K$ to zero outside of a given temporal interval, which is simply the physical time that an electron takes to pass through the undulator. This is equivalent to consider two infinite straight lines before and after the end of the undulator. Then, although results are correct in some particular case (namely undor roconant approximation, which we discuss in Paragrap the reader is left with the unsolvable task of understanding what is the physical meaning of two infinite straight lines and, especially, what is the contribution of these infinite parts of the trajectory to the total electric field at the observer position. Again, if one wishes to drop the edge terms, one should start considering the entire trajectory of the electron, not a part of it alone.

In the case depicted in Fig. or instance, we will have different interfering contridutions from the straight lines before and after the undulator and we would end up with both edge radiation and transition undulator radiation. Again, in the most general case, Eq. refers to a part of the electric field seen by the observer and it should be added to other contributions corresponding to the entire history of the particle. Only in particular situations like the one discussed in the following Paramranb
alculation of radiation pronortios from Eq. alone makes sense: in Paragrap ve will discuss the resonant approximation which can be used in the case of a large number of undulator periods, $N_{w} \gg 1$. Again, the presence of an extra large (or small) parameter yields to further simplifications of the theory. However it should be noted that, in practice, $N_{w}$ ranges from a few units, in the case of Far Infrared insertion devices to about one thousand, for X-ray FELs, so that the applicability of the resonant approximation strongly depends on the situation under study.

## B. Resonant approximation

In general, it does not make conce to calculate the intensity distribution from Eq. alone, without extra interfering terms. Yet, we can ind particular situations for which the contribution from Eq. is dominant with resnect to others. In this case, and only in this case, Eq. Tmomethod proposed in to calculate the integral in Eq. is very well-known and used by every textbook treating the detai ${ }^{-r}$ undulator radiation. Again, we will follow notation in during our derivation. The method consists in using the identity

$$
\begin{equation*}
e^{i a \sin (\psi)}=\sum_{p=-\infty}^{\infty} J_{p}(a) e^{i p \psi} \tag{115}
\end{equation*}
$$

where $J_{p}$ indicates the Bessel function of the first kind of order $p$.

After introduction of

$$
\begin{equation*}
Q=\frac{2 K \beta_{a v} \gamma \theta \cos (\phi)}{1+K^{2} / 2+\gamma^{2} \theta^{2}} \tag{116}
\end{equation*}
$$

and

$$
\begin{equation*}
S=\frac{K^{2} \beta_{a v}}{4\left(1+K^{2} / 2+\gamma^{2} \theta^{2}\right)} \tag{117}
\end{equation*}
$$

one can express the exponential function in Eq.


$$
\begin{equation*}
\epsilon^{i \Phi_{T}}=\sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} J_{m}(u) J_{n}(v) e^{i \pi n / 2} e^{-i R_{\omega} k_{w} z^{\prime}} \tag{118}
\end{equation*}
$$

where

$$
\begin{equation*}
u=\frac{\omega}{\omega_{1}} S, \quad v=\frac{\omega}{\omega_{1}} Q, \quad \text { and } \quad R_{\omega}=\frac{\omega}{\omega_{1}}-n-2 m \tag{119}
\end{equation*}
$$

Then, Eq. can be re-written in the more suggestive form:

$$
\begin{align*}
& \widetilde{\boldsymbol{E}}_{\perp}\left(z_{o}, \boldsymbol{r}_{\perp \boldsymbol{o}}, \omega\right)= \frac{i \omega e}{c^{2} z_{o}} e^{i \Phi_{\mathbf{s}}} \sum_{\substack{m, n=-\infty}}^{\infty} J_{m}(u) J_{n}(v) \\
& \times e^{i \pi n / 2} \int_{-N_{w} \lambda_{w} / 2}^{N_{w} \lambda_{w} / 2} d z^{\prime} e^{-i R_{\omega} k_{w} z^{\prime}} \\
& \times\left[\left(\frac{K}{\gamma} \sin \left(k_{w} z^{\prime}\right)+\theta \cos (\phi)\right) \hat{\boldsymbol{x}}+\theta \sin (\phi) \hat{\boldsymbol{y}}\right] . \tag{120}
\end{align*}
$$

Performing the integral in Eq. one gets:

$$
\tilde{\boldsymbol{E}}_{\perp}=\frac{i \omega e \lambda_{w} N_{w} e^{i \Phi_{s}}}{c^{2} z_{o}} \sum_{m, n=-\infty}^{\infty} J_{m}(u) J_{n}(v) e^{i \pi n / 2}
$$

$$
\begin{align*}
\times\{ & {\left[\frac { K } { 2 \gamma } i \left(\frac{\sin \left(\pi N_{w}\left(R_{\omega}+1\right)\right)}{\pi N_{w}\left(R_{\omega}+1\right)}\right.\right.} \\
\left.-\frac{\sin \left(\pi N_{w}\left(R_{\omega}-1\right)\right)}{\pi N_{w}\left(R_{\omega}-1\right)}\right) & \left.+\theta \cos (\phi) \frac{\sin \left(\pi N_{w} R_{\omega}\right)}{\pi N_{w} R_{\omega}}\right] \hat{\boldsymbol{x}} \\
& \left.+\theta \sin (\phi) \frac{\sin \left(\pi N_{w} R_{\omega}\right)}{\pi N_{w} R_{\omega}} \hat{\boldsymbol{y}}\right\} \tag{121}
\end{align*}
$$

As is woll-known, and can be seen by inspection, terms in Eq. exhibit resonant character. Maxima of different terms are found as $R_{\omega}=0, R_{\omega}+1=0$ and $R_{\omega}-1=0$. These correspond to particular frequer ${ }^{-}$multiples of the fundamental $\omega_{1}$. Always following we introduce the harmonic number $k$ and we set $\omega_{k}=k \omega_{1}$. Then, after setting $\Delta \omega_{k}=\omega-\omega_{k}$, the following expression can be obtained for the field around frequency $\omega_{k}$ :

$$
\begin{array}{r}
\widetilde{\boldsymbol{E}}_{\perp, k}=\frac{i \omega e \lambda_{w} N_{w} e^{i \Phi_{s}}}{c^{2} z_{o}} \frac{\sin \left(\pi N_{w} \Delta \omega_{k} / \omega_{1}\right)}{\pi N_{w} \Delta \omega_{k} / \omega_{1}} \\
\times \sum_{m=-\infty}^{\infty}\left\{\left[\frac { K } { 2 \gamma } i \left(J_{m}(u) J_{k-2 m-1}(v) e^{i \pi(k-2 m-1) / 2}\right.\right.\right. \\
\left.-J_{m}(u) J_{k-2 m+1}(v) e^{i \pi(k-2 m+1) / 2}\right) \\
\left.+\theta \cos (\phi) J_{m}(u) J_{k-2 m}(v) e^{i \pi(k-2 m) / 2}\right] \hat{\boldsymbol{x}} \\
\left.+\theta \sin (\phi) J_{m}(u) J_{k-2 m}(v) e^{i \pi(k-2 m) / 2} \hat{\boldsymbol{y}}\right\} . \tag{122}
\end{array}
$$

The factor $\sin (\cdot) /(\cdot)$ represents the well-known resonant character of the device: our electron produces field peaked at frequencies $\omega_{k}$ only. $\omega_{k}$ is a function of the angle $\theta$. Once an observation angle $\theta$ is fixed, a resonant frequency $\omega_{k}(\theta)$ is also defined and the bandwidth of the radiation is determined by $\Delta \omega_{k}(\theta)$ through the resonant factor $\sin (\cdot) /(\cdot)$. If we are interested in the angular width of the peak around the observation angle $\theta$, we can introduce an angular displacement $\Delta \theta$ with respect to $\theta$. The resonant frequency at angle $\theta+\Delta \theta$, that is $\omega_{k}(\theta+\Delta \theta)$, has a different value with respect to $\omega_{k}(\theta)$. When $\Delta \theta$ becomes large enough, $\omega_{k}(\theta+\Delta \theta)$ gets outside the bandwidth $\Delta \omega_{k}(\theta)$. This happens for an angular displacement $\Delta \theta$ such that

$$
\begin{equation*}
N_{w}\left(\omega_{k}(\theta+\Delta \theta)-\omega_{k}(\theta)\right) / \omega_{1}(\theta) \sim 1 \tag{123}
\end{equation*}
$$

which is the first zero of the $\sin (\cdot) /(\cdot)$ function in Eq. If we are interested in the angular width of the peak around $\theta=0$ in the case $k=1$, that is for the fundamental harmonic, we should solve the equation

$$
\begin{equation*}
N_{w}\left(\omega_{1}(\Delta \theta)-\omega_{1}(0)\right) / \omega_{1}(0)=1 \tag{124}
\end{equation*}
$$

with respect to $\Delta \theta$. Eq. should be taken only as a rough indication of the angurar width of the radiation peak. In fact talsing the first zero of the $\sin (\cdot) /(\cdot)$ function in Eq.
only through similarity techniques we will be able to determine the natural angle which fits with the physical situation under study: $\theta$ can be compared in a natural way only with that angle, and not with the solution of Eq. Yet, following textbooks and tradition we will call with $\theta_{c}$ the solution in $\Delta \theta$ of Eq. and we will refer to it as a rough indication of the angular width of the radiation for the 1 st harmonic. The cone with aperture $\theta_{c}$ i ually called central cone. It can be found that (see

$$
\begin{equation*}
\theta_{c}=\frac{1}{\sqrt{2 N_{w}} \gamma_{z}} \tag{125}
\end{equation*}
$$

where $\gamma_{z}=\gamma / \sqrt{1 \perp K^{2} / 2}$. From the previous discussion follows that Eq. can be drastically simplified under the approximation $N_{w} \gg 1$ and within the central cone $\theta \lesssim \theta_{c}$. In particular when $k=1$, that is for the fundamental harmonic, we have

$$
\begin{align*}
\tilde{\boldsymbol{E}}_{\perp}=-\frac{K \omega e \lambda_{w} N_{w} e^{i \Phi_{\mathrm{s}}}}{c^{2} z_{o} \gamma} & \frac{\sin \left(\pi N_{w} \Delta \omega_{1} / \omega_{1}\right)}{\pi N_{w} \Delta \omega_{1} / \omega_{1}} \\
& \times A_{J J}\left(\frac{\omega K^{2}}{8 k_{w} c \gamma^{2}}\right) \hat{\boldsymbol{x}} . \tag{126}
\end{align*}
$$

Here we neglected all terms but the one proportional to $N_{w}$. Also, $A_{J J}(u) \equiv J_{0}(u)-J_{1}(u)$, and we have used the fact that $K \ll \gamma$.

Note that at this point we are not able to specify the accuracy of this approximation precisely: we can only say that, when $\theta \sim \theta_{c}$, our accuracy scales as $1 / N_{w}$. This can be seen showing that the third term in $\hat{\boldsymbol{x}}$ and the term in $\hat{\boldsymbol{y}}$ in the series of Eq. can be neglected with an error $\sim 1 / N_{w}$. First we fix $k=1$, that ic the fundamental harmonic. Second we note, from Eq. that for any value of $K$ and $\theta$ much smaller than $1 / \gamma_{z}$ we have $u$ of order unity while $v$ is much smaller than unity, so that we can take it as a small parametor. then, the largest contributions from the sum in Eq. will be for the smallest indexes of the Bessel functions $\delta(v)$ because of the asymptotic behavior of $J_{q}(v) \sim v^{q}$. It follows that the third term in $\hat{\boldsymbol{x}}$ and the term in $\hat{\boldsymbol{y}}$ in the series of Eq. are of magnitude $\theta J_{0}(u) J_{1}(v)$ or $\theta J_{1}(u) J_{-1}(v)$ to be compared with the first two terms in $\hat{\boldsymbol{x}}$ scaling as $K /(2 \gamma) J_{0}(u) J_{0}(v)$ and $K /(2 \gamma) J_{1}(u) J_{0}(v)$.

This situation refers to the case when trigonometric functions in $\phi$ are of order unity, otherwise extra factors $\cos ^{2}(\phi)$ or $\sin (\phi) \cos (\phi)$ should be included as well. Taking the trigonometric factors of order unity gives an upper limit to the accuracy of our calculation and we will always do this. Whatever the value of $u$, peolecting the third term in $\hat{\boldsymbol{x}}$ and the term in $\hat{\boldsymbol{y}}$ in Eq. can be done with an accuracy given by the ratio

$$
\begin{equation*}
R=\frac{\theta Q / 2}{K /(2 \gamma)}=\gamma_{z}^{2} \theta^{2} \tag{127}
\end{equation*}
$$

Then, when $\theta \sim \theta_{c}$ we obtain $R \sim 1 / N_{w}$. Yet, as has already been remarked, $\theta_{c}$ is not the natural angle to which $\theta$ should be compared and as a result we cannot specify numerical factors in front of the $1 / N_{w}$. Later we will comment further on this point.

Eq. is indeed well-known, but usually no attention is pald to its deeper meaning. As we have said before, it does not make sence to calculate the intensity distribution from Eq. interfering terms. Yet, we have told that in particular situations, the contribution from Eq. with respect to others and that in this case Eq. alone, is endowed with physical meaning. On the ormar hand, we have seen that Eq. simplify to Eq. if $k=1, N_{w} \gg 1$ and withm the central cone $\theta \gtrsim \theta_{c}$. Again, when $\theta \sim \theta_{c}$ such simplification is valid within an accuracy scaling with $1 / N_{w}$. By inspection of Eq.
we see that, due to resonance, the only survivinoterm scales with $N_{w}$. Any extra term added to Eq. due to non resonant devices like bending magnets or straight lines will be simply negligible with respect the field in Eq. with an accuracy scaling with $1 / N_{w}$. Note that Eq. is valid regardless the value of $K$ (in particular, in the Imit for $K \ll 1$ we have an extra small parameter, then $A_{J J}(u) \simeq 1$ and Eq. can be further simplified). This is the power of the resonant approximation.

We can show that the same result is achievable starting with-Eq. and neglecting the gradient terms in Eq. (incruang, therefore, the entire $\hat{\boldsymbol{y}}$-polarization contribution) and also the constrained particle motion in that part of the phase $\Phi_{T}$ which follows from the Green's function, that can be found in the second torm in Eq. In fact, with these prescriptions, Eq. and Eq. reduce to
$\widetilde{\boldsymbol{E}}_{\perp}=\frac{\omega \epsilon K}{2 \gamma c^{2} z_{o}} \int_{-N_{w} \lambda_{w} / 2}^{N_{w} \lambda_{w} / 2} d z^{\prime} e^{i \Phi_{T}}\left(e^{i k_{w} z^{\prime}}-e^{-i k_{w} z^{\prime}}\right) \hat{\boldsymbol{x}}$
and
$\Phi_{T}=\omega\left[\frac{z^{\prime}}{2 \gamma_{z}^{2} c}+\frac{\theta^{2} z^{\prime}}{2 c}-\frac{1}{\beta c} \frac{K^{2}}{8 \gamma^{2} k_{w}} \sin \left(2 k_{w} z^{\prime}\right)\right]+\Phi_{s}$.

Eq


$$
\begin{array}{r}
\widetilde{\boldsymbol{E}}_{\perp}=\frac{\omega e K}{2 \gamma c^{2} z_{o}} \int_{-N_{w} \lambda_{w} / 2}^{N_{w} \lambda_{w} / 2} d z^{\prime}\left\{\exp \left[i\left(\frac{\omega}{2 \gamma_{z}^{2} c}+k_{w}\right) z^{\prime}\right]\right. \\
\left.-\exp \left[i\left(\frac{\omega}{2 \gamma_{z}^{2} c}-k_{w}\right) z^{\prime}\right]\right\} \exp \left[i \omega \left(\frac{\theta^{2} z^{\prime}}{2 c}-\frac{1}{\beta c}\right.\right. \\
\left.\left.\times \frac{K^{2}}{8 \gamma^{2} k_{w}} \sin \left(2 k_{w} z^{\prime}\right)\right)+\Phi_{s}\right] \hat{\boldsymbol{x}} \tag{130}
\end{array}
$$

Introducing the detuning parameter $C$

$$
\begin{equation*}
C=\frac{\omega}{2 \gamma_{z}^{2} c}-k_{w} \tag{131}
\end{equation*}
$$

Eq. can be written as

$$
\begin{array}{r}
\tilde{\boldsymbol{E}}_{\perp}=-\frac{\omega e K}{2 \gamma c^{2} z_{o}} \int_{-N_{w} \lambda_{w} / 2}^{N_{w} \lambda_{w} / 2} d z^{\prime} \\
\times\left[1-\exp \left(2 i k_{w} z^{\prime}\right)\right] \exp \left[i\left(C+\frac{\omega \theta^{2}}{2 c}\right) z^{\prime}\right] \\
\times \exp \left\{i \omega\left[-\frac{1}{\beta c} \frac{K^{2}}{8 \gamma^{2} k_{w}} \sin \left(2 k_{w} z^{\prime}\right)\right]+\Phi_{s}\right\} \hat{\boldsymbol{x}} \tag{132}
\end{array}
$$

Note that $\tilde{\boldsymbol{E}}_{\perp}$ has maximal magnitude when $\omega \theta^{2} / 2 c=0$ because otherwise the integrand in Eq. starts displaying oscillatory behavior. For $\theta=0$ this simply means $C=0$. Condition

$$
\begin{equation*}
C+\frac{\omega \theta^{2}}{2 c}=0 \tag{133}
\end{equation*}
$$

is called the resonant condition With the help of Eq. Eq. can be transformed to

$$
\begin{array}{r}
\widetilde{\boldsymbol{E}}_{\perp}=-\frac{\omega e K}{2 \gamma c^{2} z_{o}} e^{i \Phi_{s}} \sum_{m=-\infty}^{\infty} J_{m}\left(-\frac{\omega}{\beta c} \frac{K^{2}}{8 \gamma^{2} k_{w}}\right) \\
\times \int_{-N_{w} \lambda_{w} / 2}^{N_{w} \lambda_{w} / 2} d z^{\prime}\left[1-\exp \left(2 i k_{w} z^{\prime}\right)\right] \\
\times \exp \left[i\left(C+\frac{\omega \theta^{2}}{2 c}\right) z^{\prime}\right] \exp \left[2 i m k_{w} z^{\prime}\right] \hat{\boldsymbol{x}} \tag{134}
\end{array}
$$

The only non-zero terms are for $m=0$ and $m=-1$ so that

$$
\begin{array}{r}
\widetilde{\boldsymbol{E}}_{\perp}=-\frac{\omega e K}{2 \gamma c^{2} z_{o}} e^{i \Phi_{s}} A_{J J} \\
\times \int_{-L_{w} / 2}^{L_{w} / 2} d z^{\prime} \exp \left[i\left(C+\frac{\omega \theta^{2}}{2 c}\right) z^{\prime}\right] \hat{\boldsymbol{x}}, \tag{135}
\end{array}
$$

where the argument of $A_{J J}$ is implied. Eq.
 integrated leading to
$\widetilde{\boldsymbol{E}}_{\perp}=-\frac{K \omega e L_{w} e^{i \Phi_{s}}}{c^{2} z_{o} \gamma} \frac{\sin \left[C L_{w} / 2+\omega L_{w} \theta^{2} /(4 c)\right]}{C L_{w} / 2+\omega L_{w} \theta^{2} /(4 c)} A_{J J} \hat{\boldsymbol{x}}$.
Eq. is equivalent to Eq. This can be seen noting that the argument in the resonant term can be written as

$$
\pi N_{w} \frac{\Delta \omega_{1}(\theta)}{\omega_{1}(\theta)}=\pi N_{w}\left[\frac{\omega-\omega_{1}(0)}{\omega_{1}(0)}+\frac{\omega \theta^{2}}{2 k_{w} c}\right]
$$

$$
\begin{equation*}
=\left[\frac{L_{w} C}{2}+\frac{\omega L_{w} \theta^{2}}{4 c}\right] \tag{137}
\end{equation*}
$$

as it can be readily shown. The previous result can be cast in a more compact way, suitable for further manipulations, using the following normalized quantities

$$
\begin{array}{r}
\hat{E}_{\perp}=-\frac{c^{2} z_{0} \gamma \tilde{E}_{\perp}}{K \omega e L_{w} A_{J J}}, \\
\hat{C}=L_{w} C=2 \pi N_{w} \Delta \omega_{1} / \omega_{1} \\
\hat{\theta}=\theta \sqrt{\frac{\omega L_{w}}{c_{z}}},  \tag{138}\\
\hat{z}=\frac{z}{L_{w}}
\end{array}
$$

As remarked before, introduction of similarity techniques involves recognition of natural quantities which enter in the normalization of equations in one possible way only and fit with the physical nature of the problem. For instance, after the introduction of the normalized angle $\hat{\theta}$ we can say that $\theta$ is to be compared, naturally, with the angle $\left[c /\left(\omega L_{u}\right) 11 / 2\right.$ and not with $\theta_{c}$. When $\theta \sim\left[c /\left(\omega L_{w}\right)\right]^{1 / 2}$, Eq. gives, naturally, the numerical factor in front of $1 / / N_{w}$ that we were not able to specify before. In particular, substitution in Eq. gives the following accuracy for our calculations:

$$
\begin{equation*}
R=\frac{1}{4 \pi N_{w}} \tag{139}
\end{equation*}
$$

Using Eq.
respectively as $\quad$ and Eq. can be written

$$
\begin{equation*}
\hat{E}_{\perp}=e^{i \Phi_{s}} \int_{-1 / 2}^{1 / 2} d \hat{z}^{\prime} \exp \left[i\left(\hat{C}+\frac{\hat{\theta}^{2}}{2}\right) z^{\prime}\right] \tag{140}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{E}_{\perp}=e^{i \Phi_{s}} \frac{\sin \left[\hat{C} / 2+\hat{\theta}^{2} / 4\right]}{\hat{C} / 2+\hat{\theta}^{2} / 4} \tag{141}
\end{equation*}
$$

which are valid in the limit for $\hat{z} \gg 1,4 \pi N_{w} \gg 1$, and $\hat{C}+\hat{\theta}^{2} / 2 \ll 4 \pi N_{w}$. The last relation comes from the fact that we are interested in the fundamental harmonic of our device; then $\Delta \omega_{1} / \omega_{1} \ll 1$; use of Eq. gives then $\hat{C}+\hat{\theta}^{2} / 2 \ll 4 \pi N_{w}$. Note that for $\hat{C}+\theta^{2} / 2 \lesssim 1$, that is near resonance, the formation length of the system becomes $L_{f} \sim L_{w}$, as one can readily see imposing that the phase of the integrand in Eq. be order unity. As already remarked, althougn Eq. and Eq. are well known in literature (at least in their dimensional form), our discussion is far from being a mere repetition of textbook material. In fact we put particular attention to the assumptions used in order to obtain
them, which are completely neglected in textbooks. Our method helped colarify theco ascumptions. Now, after this step, Eq. and Eq. constitute the starting point for further manipulations: the investigation of the near-field effects treated in the next Paragraph, and the derivation of the field in case of an oloctron with offset and deflection, treated in Paragrapl

## C. Near-field effects

As it has just been said, Eq. is derived under several assumptions: $\hat{z}_{o} \gg 1,4 \pi N_{w} \gg 1$, and $\hat{C}+\hat{\theta}^{2} / 2 \ll$ $4 \pi N_{w}$. Here we will relax the condition $\hat{z}_{o} \gg 1$ and we will treat near field effects, showing how we can control the accuracy of calculations using our method.

We start considering the near field region, where $\hat{z}_{o} \gtrsim$ $1 / 2$. In practice, the field at the very end of the undulator is not interesting because detectors are, in practice, never put at $\hat{z}_{o}=1 / 2$. Therefore in practical situation we will be always interested in situation where $\hat{z}_{o} \gtrsim 1$ or $\hat{z}_{o} \gtrsim 2$. In this region, suitable for our investigations, the assumption $4 \pi N_{w} \gg 1$, and the resonant approximation are still retained valid, and allow substantial simplification of the equation for the field at the fundamental harmonic, much like Eq. is a simplification of Eq. Using the same line or reasoning in the last Paragrapn, Dut without expanding expressions $\left(\hat{z}_{0}-\hat{z}^{\prime}\right)^{-1}$ around $\hat{z}_{o}$, we obtain the following simplified expression for the field, that is

$$
\begin{array}{r}
\hat{E}_{\perp}=\hat{z}_{o} \int_{-1 / 2}^{1 / 2} d \hat{z}^{\prime} \frac{1}{\hat{z}_{o}-\hat{z}^{\prime}} \\
\times \exp \left[i\left(\hat{C} z^{\prime}+\frac{\hat{x}_{o}^{2}+\hat{y}_{o}^{2}}{2\left(\hat{z}_{o}-\hat{z}^{\prime}\right)}\right)\right] \tag{142}
\end{array}
$$

Here we introduced normalized units $\hat{x}_{0}=$ $x_{o}\left[\omega /\left(L_{w} c\right)\right]^{1 / 2}$ and $\hat{y}_{o}=y_{o}\left[\omega /\left(L_{w} c\right)\right]^{1 / 2}$. These definition for normalized units, together with the ones given in are naturally dictated by the system itself, through the non-normalized equations which describe it. In particular, $\hat{x}_{o}$ and $\hat{\boldsymbol{u}}$ can be derived from the definitions of $\hat{\theta}$ and $\hat{z}$ in $\quad$ Using normalized units allows one to compare each physical quantity with its natural measure and has the advantage of reducing the number of parameters that the system depends on to the few fitting the physical characteristics of the problem. Note that because of the resonant approximation, the phase factor in Eq. is much smaller than $4 \pi N_{w}$.

Eq. is validror any value of $\hat{z}_{o}$ with an accuracy $1 /\left(4 \pi N_{w}\right)$. We may wish to push analytical investigations further: in fact we have now full control over the expansion of $\left(\hat{z}_{o}-\hat{z}^{\prime}\right)^{-1}$, meaning that we can decide when to truncate the series

$$
\begin{equation*}
\left(\hat{z}_{o}-\hat{z}^{\prime}\right)^{-1}=\frac{1}{\hat{z}_{o}} \sum_{n=0}^{\infty}\left(\frac{\hat{z}^{\prime}}{\hat{z}_{o}}\right)^{n} \tag{143}
\end{equation*}
$$

botb in the first factor and in the exponential factor of Eq.

Neglecting terms of order higher than $n=m$ in the expansion of the first factor in Eq.
 with an accuracy better than $\left(\hat{z}^{\prime} / \hat{z}_{o}\right)^{m+} \sim 1 /\left(\hat{z}_{o}\right)^{m+1}$ so that, with this accuracy, we have

$$
\begin{array}{r}
\hat{E}_{\perp}=\sum_{n=0}^{m} \frac{1}{\hat{z}_{o}^{n}} \int_{-1 / 2}^{1 / 2} d \hat{z}^{\prime} \hat{z}^{\prime n} \\
\times \exp \left[i\left(\hat{C} z^{\prime}+\frac{\hat{x}_{o}^{2}+\hat{y}_{o}^{2}}{2\left(\hat{z}_{o}-\hat{z}^{\prime}\right)}\right)\right] \tag{144}
\end{array}
$$

Now we should study the exponential factor. Let us keep orders up to $l=j$ :

$$
\begin{equation*}
\frac{\hat{x}_{o}^{2}+\hat{y}_{o}^{2}}{2\left(\hat{z}_{o}-\hat{z}^{\prime}\right)}=\frac{\hat{\theta}^{2} \hat{z}_{o}}{2} \sum_{l=0}^{j}\left(\frac{\hat{z}^{\prime}}{\hat{z}_{o}}\right)^{l}+O\left(\hat{z}^{\prime j+1}\right) \tag{145}
\end{equation*}
$$

where $\hat{\theta}^{2}=\hat{x}_{o}^{2} / \hat{z}_{o}^{2}+\hat{y}_{o}^{2} / \hat{z}_{o}^{2}$. The first term to be neglect will give a contribution to the integrand equal to $\exp \left[i \hat{\theta}^{2} \hat{z}^{\prime j+1} /\left(2 \hat{z}_{o}^{j}\right)\right]$. Now, if $\left(\hat{z}_{o}\right)^{-j} \cdot \hat{\theta}^{2} / 2<1$, this exponential contribution can be expanded too, and the dominant term in the expansion, after unity, will be just of order $\hat{\theta}^{2} /\left(2 \hat{z}_{o}^{j}\right)$. Neglecting this term can therefore be done with an accuracy $\left(\hat{z}_{o}\right)^{-j} \cdot \hat{\theta}^{2} / 2$. If we impose that this accuracy be of order $1 /\left(\hat{z}_{o}\right)^{m+1}$, we have automatically that $\left(\hat{z}_{o}\right)^{-j} \cdot \hat{\theta}^{2} / 2<1$ and we find the useful condition

$$
\begin{equation*}
\frac{\hat{\theta}^{2}}{2} \sim\left(z_{o}\right)^{j-m-1} . \tag{146}
\end{equation*}
$$

This can be used to retain important terms: for instance, given a maximal observation angle of interest and an accuracy to be reached, for a certain setup, we find $j$ such that $\left(\hat{z}_{o}\right)^{-j} \cdot \hat{\theta}^{2} / 2$ is the desired accuracy; then we find $m$ such that Eq. is satisfied. To give a numerical example, if we choose $\hat{z}_{o} \simeq 5$ and $\hat{\theta}^{2} / 2 \simeq 1$ and we want to get our result with an accuracy of about $4 \%$ we can put $j=2$; of course we should compare this $4 \%$ accuracy with the accuracy of the resonant approximation $1 /\left(4 \pi N_{w}\right)$, which is usually about $1 \%$ or smaller. Then, solving Eq. for $m$ we find $m=1$. Note that expansions up to $m=1$ and $j=2$ are easy to solve analytically. One obtains the following result:

$$
\begin{array}{r}
\hat{E}_{\perp}=e^{i \Phi_{s}} \\
\times\left\{\int_{-1 / 2}^{1 / 2} d \hat{z}^{\prime} \exp \left[i\left(\bar{U} z^{\prime}+\bar{W} \hat{z}^{\prime 2}\right)\right]\right. \\
\left.+\frac{1}{\hat{z}_{o}} \int_{-1 / 2}^{1 / 2} d \hat{z}^{\prime} \hat{z}^{\prime} \exp \left[i\left(\bar{U} z^{\prime}+\bar{W} \hat{z}^{\prime 2}\right)\right]\right\} \tag{147}
\end{array}
$$

where

$$
\begin{equation*}
\bar{U}=\hat{C}+\frac{\hat{\theta}^{2}}{2} \tag{148}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{W}=\frac{\hat{\theta}^{2}}{2 \hat{z}_{o}} \tag{149}
\end{equation*}
$$

The parameter $\bar{W}$ is closely related to the field parameter $W=L_{w}^{2} \theta^{2} /\left(2 \lambda z_{o}\right)$ introduced in $\quad$ In fact, once translated in dimensional units, $\bar{W}=\cdots$. We are therefore able to reproduce the results in but this time accounting, thanks to our approach, for accuracy and applicability region of the approximations.
The integrals in Eq.
can be calculated analytically leading to

$$
\begin{equation*}
\hat{E}_{\perp}=e^{i \Phi_{s}}\left[B_{1}+\frac{B_{2}}{\hat{z}_{o}}\right] \tag{150}
\end{equation*}
$$

where

$$
\begin{align*}
B_{1} & =\frac{\sqrt{\pi}(1+i)}{2 \sqrt{2 \bar{W}}}\left[\operatorname{erf}\left(\frac{e^{3 i \pi / 4}(\bar{U}-\bar{W})}{2 \sqrt{\bar{W}}}\right)\right. \\
& \left.-\operatorname{erf}\left(\frac{e^{3 i \pi / 4}(\bar{U}+\bar{W})}{2 \sqrt{\bar{W}}}\right)\right] \exp \left[i \frac{\bar{U}^{2}}{4 \bar{W}}\right] \tag{151}
\end{align*}
$$

and

$$
\begin{array}{r}
B_{2}=\frac{1}{8 \bar{W}^{3 / 2}}\left\{-4 i \exp \left[i \frac{2 \bar{U}^{2}+\bar{W}^{2}}{4 \bar{W}}\right] \sqrt{\bar{W}}\right. \\
\times[-1+\exp (i \bar{U})]+(1+i) \bar{U} \exp \left[i \bar{U} \frac{\bar{U}+2 \bar{W}}{4 \bar{W}}\right] \sqrt{2 \pi} \\
\times\left[-\operatorname{erf}\left(\frac{e^{3 i \pi / 4}(\bar{U}-\bar{W})}{2 \sqrt{W}}\right)\right. \\
\left.\left.+\operatorname{erf}\left(\frac{e^{3 i \pi / 4}(\bar{U}+\bar{W})}{2 \sqrt{\bar{W}}}\right)\right]\right\} \exp \left[i \frac{\bar{U}(\bar{U}+\bar{W})}{2 \bar{W}}\right] \tag{152}
\end{array}
$$

It might be remarked that the erf function can be represented in terms of Fresnel rutions which were used in presentati fresults in For the sake of comparison with it may be interesting to plot $\left|B_{1}\right|^{2}$ as a function of $\theta$. When terms in $B_{2}$ are negligible this represents, in normalized units, the intensity in the near field. This is the case, for instance, if we choose $\hat{z}_{0} \simeq 5$, $\hat{\theta}^{2} / 2 \simeq 1$ and we want to get our result with an accuracy of about $20 \%$ : then we may set $j=2$ and $m=0$. Results are plotted in Fig. and in Fig. as intensity as a function of $\bar{U}$ for antrerent values of $W$.

The understanding of the recion of applicability involved in the derivation of Eq. allows us to make interesting remarks. For instance, note that for any given negative value of the detuning parameter $\hat{C}$ there is a value of $\hat{\theta}$ such that $\bar{U}=0$. This means that even when $\hat{C}=-40$, for example, the value $\hat{\theta}^{2} / 2=40$ is such that $\bar{U}=0$ and the contribution of the near field $\bar{W}$ is dominant. In this case, even choosing $\hat{z}_{o}=40, W=1$ and


FIG. 13: Intensity, in arbitrary units, from the term $B_{1}$, as $\varepsilon$ function of $\bar{U}$ for $\bar{W} /(2 \pi)=8$ (upper plot) and for $\bar{W} /(2 \pi)=$ 4 (lower plot).
letting $m=0$ and $j=2$, the term in $\bar{W}$ is the only contribution up to an accuracy of $5 \%$ (note that this is consistent with Eq. $\qquad$ which gives a maximal angle $\hat{\theta}^{2} / 2 \sim 40$. This is a very particular region of parameters, where the electric field depends on the near field parameter $\bar{W}$ even though $\hat{z}_{o} \gg 1$. In this particular situation we can write

$$
\begin{equation*}
\hat{E}_{\perp}=-e^{i \Phi_{s}} \frac{\sqrt{\pi}(1+i)}{\sqrt{2 \bar{W}}} \operatorname{erf}\left[\frac{e^{3 i \pi / 4} \sqrt{\bar{W}}}{2}\right] \tag{153}
\end{equation*}
$$

## D. Electron motion with offset and deflection

The same remark given in Paragrap or electrons on a circular trajectory is valid here or particles in an undulator: the nominal trajectory is just an approximation. Electron beams have always some finite geometrical emittance and they can be thought, in agreement with paraxial treatment, as a composition of perfectly


FIG. 14: Intensity, in arbitrary units, from the term $B_{1}$, as a function of $\bar{U}$ for $\bar{W} /(2 \pi)=2$ (upper plot) and for $\bar{W} /(2 \pi)=$ 0 (lower plot).
collimated beams with different deflection angles with respect to the orbital plane of the nominal trajectory. As remarked in Paragrap this representation will be of great importance in the calculation of complicated quantities like the field autocorrelation function, which is of uttermost importance in the characterization of the statistical properties of a light source. Let us now discuss how to calculate $\widetilde{\boldsymbol{E}}$ from a single particle moving in an undulator with a given angular deflection and offset with respect to the orbital plane of a nominal electron. Once we answer this question for a single particle, we can add up contributions from different electrenc the way we want, in perfect symmetry with Paragrap Let us introduce electron deflection angles $\eta_{x}$ and $\eta_{y}$ and displacements $l_{x}$ and $l_{y}$. The particle velocity will be characterized, as a function of $z^{\prime}$, as

$$
\begin{equation*}
\boldsymbol{v}_{\perp}\left(z^{\prime}\right)=\left[-\frac{c K}{\gamma} \sin \left(k_{w} z^{\prime}\right)+\eta_{x} v_{z}\right] \boldsymbol{x}+\left[\eta_{y} v_{z}\right] \boldsymbol{y} \tag{154}
\end{equation*}
$$

so that

$$
\begin{array}{r}
\boldsymbol{r}_{\perp}^{\prime}\left(z^{\prime}\right)=\left[\frac{K}{\gamma k_{w}}\left(\cos \left(k_{w} z^{\prime}\right)-1\right)+\eta_{x} z^{\prime}+l_{x}\right] \boldsymbol{x} \\
+\left[\eta_{y} z^{\prime}+l_{y}\right] \boldsymbol{y} . \tag{155}
\end{array}
$$

## Using

$$
\begin{align*}
s\left(z^{\prime}\right)= & \int_{0}^{z} d z^{\prime}\left[1+\left(\frac{d x^{\prime}}{d z^{\prime}}\right)^{2}+\left(\frac{d y^{\prime}}{d z^{\prime}}\right)^{2}\right]^{1 / 2} \simeq \\
& \int_{0}^{z} d z^{\prime}\left[1+\frac{1}{2}\left(\frac{d x^{\prime}}{d z^{\prime}}\right)^{2}+\frac{1}{2}\left(\frac{d y^{\prime}}{d z^{\prime}}\right)^{2}\right] \tag{156}
\end{align*}
$$

one has

$$
\begin{gather*}
s\left(z^{\prime}\right)=\left(\frac{\beta}{\beta_{a v}}+\frac{\eta_{x}^{2}+\eta_{y}^{2}}{2}\right) z^{\prime}-\frac{K \eta_{x}}{k_{w} \gamma} \\
-\frac{K^{2}}{8 \gamma^{2} k_{w}} \sin \left(2 k_{w} z^{\prime}\right)+\frac{K \eta_{x}}{\gamma k_{w}} \cos \left(k_{w} z^{\prime}\right) . \tag{157}
\end{gather*}
$$

We will now work under the approximations: $\hat{z}_{o} \gg 1$, $4 \pi N_{w} \gg 1$ and we are interested in the fundamental harmonic of our device. We can uco mocedure analoand to the one used in Paragrap aragraph to get the following simplitied expression for the Held m normalized units in resonant approximation:

$$
\begin{array}{r}
\hat{E}_{\perp}=e^{i \Phi_{U}} \int_{-1 / 2}^{1 / 2} d \hat{z}^{\prime} \exp \left[i \hat{z}^{\prime}(\hat{C}\right. \\
\left.\left.+\frac{1}{2}\left(\hat{\theta}_{x}-\frac{\hat{l}_{x}}{\hat{z}_{o}}-\hat{\eta}_{x}\right)^{2}+\frac{1}{2}\left(\hat{\theta}_{y}-\frac{\hat{l}_{y}}{\hat{z}_{o}}-\hat{\eta}_{y}\right)^{2}\right)\right] \tag{158}
\end{array}
$$

where

$$
\begin{equation*}
\Phi_{U}=\left[\left(\hat{\theta}_{x}-\frac{\hat{l}_{x}}{\hat{z}_{o}}\right)^{2}+\left(\hat{\theta}_{y}-\frac{\hat{l}_{y}}{\hat{z}_{o}}\right)^{2}\right] \frac{\hat{z}_{o}}{2} \tag{159}
\end{equation*}
$$

The same normalization for $\theta$ holds also for $\eta_{x, y}$. The accuracy of Eq. is given by the ratio of $\hat{C}+1 / 2\left(\hat{\theta}_{x}-\hat{l}_{x} / \hat{z}_{o}-\hat{\eta}_{x}\right)+1 / 2\left(\hat{\theta}_{y}-\hat{l}_{y} / \hat{z}_{o}-\hat{\eta}_{y}\right)^{2}$ to $4 \pi N_{w}$. When $\hat{C} \lesssim 1$ and $\left(\hat{\theta}_{x, y}-\hat{l}_{x, y} / \hat{z}_{o}-\hat{p} \quad\right)^{2} \leq 1$ the accuracy is just $\sim 1 /\left(4 \pi N_{w}\right)$. Finally, Eq. can be integrated giving

$$
\begin{equation*}
\hat{E}_{\perp}=e^{i \Phi_{U} \frac{\sin \zeta}{\zeta}} \tag{160}
\end{equation*}
$$

where $\Phi_{U}$ is given in Eq. while

$$
\begin{equation*}
\zeta=\frac{\hat{C}}{2}+\frac{1}{4}\left(\hat{\theta}_{x}-\frac{\hat{l}_{x}}{\hat{z}_{o}}-\hat{\eta}_{x}\right)^{2}+\frac{1}{4}\left(\hat{\theta}_{y}-\frac{\hat{l}_{y}}{\hat{z}_{o}}-\hat{\eta}_{y}\right)^{2} \tag{161}
\end{equation*}
$$

In the limit when $\hat{l}_{x, y} / \hat{z}_{o} \ll 1$, one can simplify further Eq. thus getting:

$$
\begin{equation*}
\hat{E}_{\perp}=e^{i \Phi_{\mathrm{s}}} e^{i \Phi_{o}} \frac{\sin \zeta}{\zeta} \tag{162}
\end{equation*}
$$

where

$$
\begin{align*}
& \Phi_{s}=\left(\hat{\theta}_{x}^{2}+\hat{\theta}_{y}^{2}\right) \hat{z}_{o},  \tag{163}\\
& \Phi_{o}=-\hat{\theta}_{x} \hat{l}_{x}-\hat{\theta}_{y} \hat{l}_{y} \tag{164}
\end{align*}
$$

and

$$
\begin{equation*}
\zeta=\frac{\hat{C}}{2}+\frac{1}{4}\left(\hat{\theta}_{x}-\hat{\eta}_{x}\right)^{2}+\frac{1}{4}\left(\hat{\theta}_{y}-\hat{\eta}_{y}\right)^{2} . \tag{165}
\end{equation*}
$$

The same remarks given for Eq. hold for Eq. and we will repeat them hare cince we consider them of great importance. Eq. is an extremely useful tool, because it describes the rađiation from an electron with offset and deflection as in an electron beam with finite emittancs including the correct phase factor for the field. Eq. was derived here from first principles. An alternative derivation based on the intuitive picture that the undulator radiation can be approximated as a sum of spheric ${ }^{-1}$ - ves emitted at the entrance of each pole is given in Accounting for correct phase means that contributions from different electrons can be simply added up to give the field from a beam with given mittance at any observer position. Starting from Eq.
then, it is possible to calculate the field correlation runction, and to provide a study of transverse coherence properties of the radiation from a given electron beam by means of analytical techniques. Again, in perfoct onology with what has been remarked in Paragrapl numerical code can always be developed, either starting from Eq. or just from the Lienard-Wiechert fields, which calcuates the field correlation function in a generic case, but such a code would not help in physical un standing of the situation. On the contrary, Eq. includes all relevant information about an electron in a realistic beam (i.e. with offset and deflection) and, being an analytically manageable expression, constitutes a first step towards the more ambitious goal of characterization of transverse coherence properties from undulator radiation, which we leave for future work.
E. The effects of electron beam emittance on the basic characteristics of undulator radiation

In the next Sectio we will make use of Eq. to calculate radiation irom a complex system: we wIII demonstrate in this way the power and the practical convenience of our computational method. In this Paragraph instead, we will study in detail how to apply Eq.
to calculate angular distribution and frequency spectrum of radiation produced by an electron beam in a standard undulator when electron beam emittance is present. We restrict our attention to the asymptotic case of a large horizontal and a small vertical emittance. This limiting situation is, in fact, of great practical interest for today's third generation light sources and it will be discussed here in order to illustrate the effectiveness of similarity techniques.

First we assume that we can use Eq in place of Eq. $\quad$ Indicating with $\beta_{o x, y}$ the minmal values of the Detatron function in the $x$ and $y$ directions and with $h_{x, y}\left(\eta_{x, y}\right)$ the angular distributions of the particles, again with respect to horizontal and vertical directions we have

$$
\begin{equation*}
h_{x, y}\left(\eta_{x, y}\right)=\frac{N_{p}}{\sqrt{2 \pi} \sigma_{x^{\prime}, y^{\prime}}} \exp \left(-\frac{\eta_{x, y}^{2}}{2 \sigma_{x^{\prime}, y^{\prime}}^{2}}\right), \tag{166}
\end{equation*}
$$

where $\sigma_{x^{\prime}, y^{\prime}}^{2}=\varepsilon_{x, y} / \beta_{o x, y}$. Upon introduction of

$$
\begin{align*}
\hat{\beta}_{o} & =L_{w}^{-1} \beta_{o}, \\
\hat{\varepsilon} & =(\omega / c) \varepsilon, \tag{167}
\end{align*}
$$

where we neglected all indoxes in $x, y, x^{\prime}$ and $y^{\prime}$ for notational simplicity, Eq. can be rewritten as a function of normalized quantities as

$$
\begin{equation*}
h(\hat{\eta})=\frac{1}{\sqrt{2 \pi \hat{\varepsilon} / \hat{\beta}_{o}}} \exp \left(-\frac{\hat{\eta}^{2} \hat{\beta}_{o}}{2 \hat{\varepsilon}}\right) \tag{168}
\end{equation*}
$$

We will treat the limiting case $\hat{\varepsilon}_{y} / \hat{\beta}_{o y} \ll 1$. When $\hat{\beta}_{o y} \sim$ 1 as it usually is the case, this is simply a condition on the normalized emittance $\hat{\varepsilon}_{y} \ll 1$.

In this particular case, the particle density distribution in the vertical phase space behaves like a $\delta$-distribution. Then, the beam intensity is simply given by

$$
\begin{equation*}
I_{b}=\frac{N_{p} c}{4 \pi \sqrt{2 \pi} \sigma_{x^{\prime}}} \int_{-\infty}^{\infty} d \eta_{x}\left|\tilde{E}_{\perp}\right|^{2} \exp \left(-\frac{\eta_{x}^{2}}{2 \sigma_{x^{\prime}}^{2}}\right) \tag{169}
\end{equation*}
$$

or, in normalized units

$$
\begin{equation*}
\hat{I}_{b}=\frac{1}{\sqrt{2 \pi \hat{\varepsilon}_{x} / \hat{\beta}_{o x}}} \int_{-\infty}^{\infty} d \hat{\eta}_{x} \frac{\sin ^{2} \zeta}{\zeta^{2}} \exp \left(-\frac{\hat{\eta}_{x}^{2} \hat{\beta}_{o x}}{2 \hat{\varepsilon}_{x}}\right) \tag{170}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{I}_{b}=\frac{4 \pi}{N_{p} c}\left(\frac{c^{2} z_{o} \gamma}{K \omega e L_{w} A_{J J}}\right)^{2} I_{b} \tag{171}
\end{equation*}
$$



FIG. 15: Solid line : relative intensity $\hat{\bar{I}}$ from a beam in the limit $\hat{\varepsilon}_{x} \rightarrow \infty, \hat{\varepsilon}_{y} \rightarrow 0$. The intensity is plotted as a function of $\hat{C}+\hat{\theta}_{y}^{2} / 2$. Dashed line : single particle intensity $\hat{I}$ as a function of $\hat{C}+\hat{\theta}_{y}^{2} / 2$ for $\theta_{x}=0$

Eq. simplifies further in the limit $\hat{\varepsilon}_{x} / \hat{\beta}_{o x} \gg 1$. Also in this case, when $\hat{\beta}_{o x} \sim 1$ as it is usually verified, this is a condition on the normalized emittance $\hat{\varepsilon}_{x} \gg 1$. In this limiting situation, the function $\sin ^{2} \zeta / \zeta^{2}$ in Eq. behaves as the $\delta$-distribution $\delta\left(\hat{\theta}_{x}-\hat{\eta}_{x}\right)$ when-com pared with the exponential function, so that Eq. can be simplified as

$$
\begin{equation*}
\hat{I}_{b}=\frac{\exp \left[-\hat{\theta}_{x}^{2} \hat{\beta}_{o x} /\left(2 \hat{\varepsilon}_{x}\right)\right]}{\sqrt{2 \pi \hat{\varepsilon}_{x} / \hat{\beta}_{o x}}} \int_{-\infty}^{\infty} d \hat{\eta}_{x} \frac{\sin ^{2} \zeta}{\zeta^{2}} \tag{172}
\end{equation*}
$$

Now we can introduce the relative intensity

$$
\begin{equation*}
\hat{\bar{I}}=\frac{3 \sqrt{2 \hat{\varepsilon}_{x}}}{8 \sqrt{\hat{\beta}_{o x}}}\left[\exp \left(-\frac{\hat{\theta}_{x}^{2} \hat{\beta}_{o x}}{2 \hat{\varepsilon}_{x}}\right)\right]^{-1} \hat{I}_{b} \tag{173}
\end{equation*}
$$

so that

$$
\begin{equation*}
\hat{\bar{I}}=\frac{3}{8 \sqrt{\pi}} \int_{-\infty}^{\infty} d \hat{\eta}_{x} \frac{\sin ^{2} \zeta}{\zeta^{2}} \tag{174}
\end{equation*}
$$

and according to our approximations

$$
\begin{equation*}
\zeta=\frac{\hat{C}}{2}+\frac{1}{4}\left(\hat{\theta}_{x}-\hat{\eta}_{x}\right)^{2}+\frac{\hat{\theta}_{y}^{2}}{4} . \tag{175}
\end{equation*}
$$

With an obvious change of integration variable $\hat{\eta}_{x} \rightarrow \hat{\theta}_{x}-$


FIG. 16: Solid line : approximation of $\hat{\bar{I}}$ using Eq.
Dashed line : relative intensity $\hat{\bar{I}}$ from a beam in the limit $\hat{\varepsilon}_{x} \rightarrow \infty, \hat{\varepsilon}_{y} \rightarrow 0$. The intensity is nlotted as a function of $\hat{C}+\hat{\theta}_{y}^{2} / 2$, as the solid line in Fig


FIG. 17: Solid line : relative intensity $\hat{\bar{I}}$ from a beam in the limit $\hat{\varepsilon}_{x} \rightarrow \infty, \hat{\varepsilon}_{y} \rightarrow 0$. The intensity is plotted as a function of $\hat{\theta}_{y}$ for $\hat{C}=0$. Dashed line : single particle intensity $\hat{I}$ as a function of $\hat{\theta}_{y}^{2}$ for $\theta_{x}=0$ and $\hat{C}=0$
$\hat{\eta}_{x}$ we finally obtain

$$
\begin{equation*}
\hat{\bar{I}}=\frac{3}{8 \sqrt{\pi}} \int_{-\infty}^{\infty} d \hat{\eta}_{x} \frac{\sin ^{2}\left[\left(\hat{C} / 2+\hat{\theta}_{y}^{2} / 4\right)+\hat{\eta}_{x}^{2} / 4\right]}{\left[\left(\hat{C} / 2+\hat{\theta}_{y}^{2} / 4\right)+\hat{\eta}_{x}^{2} / 4\right]^{2}}, \tag{176}
\end{equation*}
$$

It is now evident that similarity techniques we used are not only a theoretical tool. in fact $\hat{\bar{I}}$ is a universal function of $\hat{C}+\hat{\theta}_{y}^{2} / 2$ and Eq. $\square$ can be integrated with the


FIG. 18: Relative intensity $\hat{\bar{I}}$ from a beam in the limit $\hat{\varepsilon}_{x} \rightarrow$ $\infty, \hat{\varepsilon}_{y} \rightarrow 0$. The intensity is plotted as a function of $\hat{\theta}_{y}$ for different values of $\hat{C}$. The symbol $C$ in the figure legend should be read as $\hat{C} \geq 0$.


FIG. 19: Relative intensity $\hat{\bar{I}}$ from a beam in the limit $\hat{\varepsilon}_{x} \rightarrow$ $\infty, \hat{\varepsilon}_{y} \rightarrow 0$. The intensity is plotted as a function of $\hat{\theta}_{y}$ for different values of $\hat{C} \leq 0$. The symbol $C$ in the figure legend should be read as $\hat{C}$.
help of simple mumerical techniques to get the universal plot in Fig. solid line). This universal plot is compared, always in Fig dashed line), with the relative intensity in the case when also $\hat{\varepsilon}_{x} / \hat{\beta}_{o x} \ll 1$. In this case we simply have the single particle intensity

$$
\begin{equation*}
\hat{I}=\frac{\sin ^{2}\left[\hat{C} / 2+\hat{\theta}_{y}^{2} / 4+\hat{\theta}_{x}^{2} / 4\right]}{\left[\hat{C} / 2+\hat{\theta}_{y}^{2} / 4+\hat{\theta}_{x}^{2} / 4\right]^{2}} . \tag{177}
\end{equation*}
$$

The dashed line in Fig, $\square$ efers to the case $\hat{\theta}_{x}=0$;
note the different normalization factor between $\hat{\bar{I}}$ and $\hat{I}$. It pave be useful to provide a fit of the universal plot in Fig sing the following function:

$$
H(\xi)=\left\{\begin{array}{cc}
A \exp \left[-\frac{\left(\xi-\xi_{1}\right)^{2}}{2 \xi_{2}^{2}}\right] & \xi>\xi_{0}, \xi_{0}<0  \tag{178}\\
B \frac{\exp \left[\xi / \xi_{3}\right]}{\sqrt{-\xi / \xi_{3}}} & \xi<\xi_{0}<0
\end{array} .\right.
$$

Fitting for $A, B, \xi_{1}, \xi_{2}$ and $\xi_{3}$ and using, for instance, a reasonable value for $\xi_{0}=-3.00$ we find $A \simeq 5.7$, $B \simeq 0.24, \xi_{1} \simeq 1.7, \xi_{2} \simeq 2.8$ and $\xi_{3} \simeq 1.4 \cdot 10^{3}$ which result in the solid curve in Fig the dashed curve being a comnarison with the real universal function plotted in Fig. It should be noted that $H(\xi)$ has no particular pnysical sense: it simply gives an analytical approximation for the univeral nlot in Fig, vith graphical accuracy shown in Fig

After Fig, stabulated, one can plot the intensity as a function of $\theta_{y}$ for given values of $\hat{C}$ simply solving $\hat{C}+\hat{\theta}_{y}^{2} / 2=X$ for $\hat{\theta}_{y}, X$ being any of the tabulated abscissas with constraint $X-\hat{C}>0$ By fixing $\hat{C}=0$ we obtain the universal plot in Fig solid line). This universal plot is compared, always in Fig. dashed line), with the normalized intensity as a function of $\hat{\theta}_{y}$ in the case when also $\hat{\varepsilon}_{x} / \hat{\beta}_{o x} \ll 1$. The dashed line in Fig efers to the case $\hat{\theta}_{x}=0$; again, note the different normalization factor between $\hat{\bar{I}}$ and $\hat{I}$. Note that, for this case, Eq. calculated for $\hat{C}=0$ already constitutoc a relativery good approximation for the plot in Fig

Letting $\hat{C}$ vary we obtain universal plots of the intensity parameterized with recnect to $\hat{C}$; we show some of them in Fig and Fig vith respect to $\hat{C} \geq 0$ and $\hat{C} \leq 0$.

Finally, with the help of a Monte Carlo simulation described in more detail in the following Sectio we compared our results with the case of a beam witn different values of $\hat{\varepsilon}_{x}$ and $\hat{\varepsilon}_{y}$, always assuming $\hat{\beta}_{o x}=\hat{\beta}_{o y}=1.0$ and no energy spread is present. Note that in general, the spectrum (at $\hat{\theta}_{x, y}=0$ ) or the angular intensity (at $\hat{C}=0, \theta_{x}=0$ ) is a function of two parameters: $\hat{\epsilon}_{x} / \hat{\beta}_{x}$ and $\hat{\epsilon}_{y} / \hat{\beta}_{o y}$. Results are shown in Fig, and Fig, where relative intensities are plotted as a function of $C$ for $\hat{\theta}_{x}=0$ and $\hat{\theta}_{y}=0$ and as a function of $\hat{\theta}$, for $\hat{C}=0$ and $\hat{\theta}_{x}=0$, respectively. Fig and Fin Ilustrate the accuracy of the asymptotic immit Eq.

## V. SET OF TWO UNDULATORS WITH A FOCUSING TRIPLET IN BETWEEN

In this Section we use our understanding of approximations and region of applicability discussed before to deal with a difficult setup constituted by two or more undulator segments separated by strong focusing quadrupoles.


FIG. 20: Plots of relative intensities $\hat{\bar{I}}$ as a function of $\hat{C}$ for $\hat{\theta}_{x}=0$ and $\hat{\theta}_{y}=0$. Here $\hat{\beta}_{o x}=\hat{\beta}_{o y}=1.0$. Curve 1: relative intensit, $\hat{\bar{I}}$ from a beam in the limit $\hat{\varepsilon}_{x} \rightarrow \infty, \hat{\varepsilon}_{y} \rightarrow 0$, as in Fig. Curve 2 : relative intensity from a beam with $\hat{\varepsilon}_{x}=40, \varepsilon_{y}=1$. Curve 3 : relative intensity from a beam with $\hat{\varepsilon}_{x}=40, \hat{\varepsilon}_{y} \rightarrow 0$. Curve 4 : relative intensity from a beam with $\hat{\varepsilon}_{x}=80, \hat{\varepsilon}_{y} \rightarrow 0$. Curve 5 : relative intensity from a beam with $\hat{\varepsilon}_{x}=80, \hat{\varepsilon}_{y}=1$.


FIG. 21: Plots of relative intensities $\hat{\bar{I}}$ as a function of $\hat{\theta}_{y}$ for $\hat{\theta}_{x}=0$ and $\hat{C}=0$. Here $\hat{\beta}_{o x}=\hat{\beta}_{o y}=1.0$. Curve 1: relative intensitu $\hat{\bar{I}}$ from a beam in the limit $\hat{\varepsilon}_{x} \rightarrow \infty, \hat{\varepsilon}_{y} \rightarrow 0$, as in Fig. Curve 2: relative intensity from a beam with $\hat{\varepsilon}_{x}=40, \varepsilon_{y}=1$. Curve 3: relative intensity from a beam with $\hat{\varepsilon}_{x}=40, \hat{\varepsilon}_{y} \rightarrow 0$. Curve 4 : relative intensity from a beam with $\hat{\varepsilon}_{x}=80, \hat{\varepsilon}_{y} \rightarrow 0$. Curve 5 : relative intensity from a beam with $\hat{\varepsilon}_{x}=80, \hat{\varepsilon}_{y}=1$.


FIG. 22: Undulator system geometry: two undulator segments are separated by strong focusing quadrupoles.

In this Section, and in Fig we consider the particular case of two undulator segments separated by a focusing triplet.

This scheme is known as segmented undulator scheme.
Insertion devices at PETRA III are due to work according to an on top injection scheme and must therefore be compatible with injection of new particles during operation. In general, injection operations require a larger beam acceptance with respect to an already circulating beam and this poses a strict limit to a safe choice of the length of the insertion devices.

Since no focusing element is present inside the undulator the $\beta_{T}$ function increases quadratically with the distance from the minimal value in the middle of the undulator. In practice, then, the maximal length of the insertion device is also fixed and one has the rule of thumb $L_{w} \sim \beta_{T}$. Here we can safely talk about the vertical direction only, because the vertical $\beta_{T}$ function is also the shortest.

In principle, given a certain acceptance $\varepsilon_{a c c}$, it is possible to increase the $\beta_{T}$-function by increasing the undulator gap according to $\beta_{T} \sim \sigma_{g a p}^{2} \varepsilon_{a c c}$. However, the particle energy and the radiation wavelength are nearly fixed at PETRA III. Moreover restrictions related with the number of photons required and with operation of third harmonic scheme apply, which allow only values of $K$ around unity. Then, $\lambda_{w}$ is fixed as well as the magnetic field on axis and, as a result, the undulator gap too. This means that an upper limit on the $\beta_{T}$ function and therefore to the insertion device length $L_{w}$ is also fixed.

In practical situation, when enough experience with the machine, safety margins might be bent. For instance a single 25 m -long in vacuum undulator operates at SPring-8 in on top injection mode with a vertical $\beta_{T} \simeq 10 \mathrm{~m}$. However, safety limits indicate, for a first design, much more stringent constraints.

For a first conservative design, the segmented undulator scheme constitutes a reliable alternative for filling the first straight section at the new arc of PETRA III, which can accommodate a 20 m long insertion device. Breaking a long insertion device in several parts allows one to "keep the average vertical $\beta_{T}$-function rather small which in turn is essential to allow for a small geon cal vertical aperture and magnetic gap" (cited from

Section 4.1.8). "The maximal vertical $\beta$-function along this undulator will be about 10 m . Therefore a vertical inner size of 9.5 mm essary for the corresponding chambers" (cited from Section 3.2.1).

With this motivation in mind we start our investigation. We are interested in computing the radiation intensity seen by an observer at angles $\hat{\theta}_{x}$ and $\hat{\theta}_{y}$. We will be interested in both angular and spectral intensity distribution. Although it is possible to advantage of the analysis performed in Paragrap. nd treat near field effect, in this paper we will restrict our attention to the far field limit. Then we will compare our results with the case of an uniform undulator.

Of course radiation intensity can be obtained, numerically, from the Lienard-Wiechert expressions for the electromagnetic field without approximations of any kind. The previous statement though, sounds like declaring that solution to all electromagnetic problems can be found solving Maxwell's equation: it is undoubtedly true, but quite generic. The most general expressions for the Lienard- ${ }^{-1}$. $\mathrm{rt}^{\text {c-1 }}$ can be used, and have been used (again, sef and for instance) as a basis for numerical codes, Dut understanding of correct approximations and their region of applicability can simplify many tasks a lot, including practical and non-trivial ones like the one we are going to study here. Instead of relying on computational power we propose a simple technique for dealing with the segmented undulator scheme which minimizes numerical difficulties and computation time and can be implemented straightforwardly also by non-expert programmers. In order to reach this result we will use our understanding of approximations in undulator radiation theory, thus simplifying equations as much as possible before using, in the final step, some numerical integration technique. It is worthwhile to stress the fact that we will have full control of our approximations at every step, meaning that we will be able to get the radiation intensity and the accuracy with which this is computed as well.

We will consider the undulators tuned at the fundamental frequency. Therefore we start mominding the resonant approximation seen in Section In particular, using our method we were able to demonstrate that under the resonant approximation the field contribution from non-resonant structures can be neglected with respect to the undulator field with an accuracy of $1 /\left(4 \pi N_{w}\right)$. Here we will restrict our attention to a region of parameters where such an-pproximation is valid. Having indicated, as in Fig. with $L_{s}$ the straight section length, we will therefore De interested in the fundamental harmonic of the system within the assumptions: $\hat{z}_{o} \gg 1+L_{s} / L_{w}$, $4 \pi N_{w} \gg 1$, and $\hat{C}+\hat{\theta}^{2} / 2 \ll 4 \pi N_{w}$.

Also, for the same reason and with the same accuracy we can neglect the constrained motion in the Green's function phase and consider the particle moving on a straight line when calculating this phase term.
In Paragrap
ve treated the case of a single electron with offset and deflection. If one is interested in
the far field limit case, one can use Eq.
to obtain the contributions from each segment but special attention must be taken in summing up the fields with the correct relative phase fac

With the help of F, and the coordinate system depicted in Fig ve start accounting for the field contributions from the itrst and the second undulator in the case there is no straight section between the two segments that is $\hat{L}_{s}$, defined as $L_{s} / L_{w}$, is zero. In this case we have:

$$
\begin{equation*}
\hat{E}_{1}=\frac{1}{2} e^{i\left(\Phi_{s}+\Phi_{o}\right)} e^{-i \zeta_{1} / 2} \frac{\sin \zeta_{1} / 2}{\zeta_{1} / 2}, \tag{179}
\end{equation*}
$$

while

$$
\begin{equation*}
\hat{E}_{2}=\frac{1}{2} e^{i\left(\Phi_{s}+\Phi_{o}\right)} e^{i \zeta_{2} / 2} \frac{\sin \zeta_{2} / 2}{\zeta_{2} / 2} \tag{180}
\end{equation*}
$$

where

$$
\begin{gather*}
\Phi_{o}=-\hat{\theta}_{x} \hat{l}_{c x}-\hat{\theta}_{y} \hat{l}_{c y}  \tag{181}\\
\zeta_{1}=\frac{\hat{C}}{2}+\frac{1}{4}\left(\hat{\theta}_{x}-\hat{\eta}_{x 1}\right)^{2}+\frac{1}{4}\left(\hat{\theta}_{y}-\hat{\eta}_{y 1}\right)^{2} \tag{182}
\end{gather*}
$$

and

$$
\begin{equation*}
\zeta_{2}=\frac{\hat{C}}{2}+\frac{1}{4}\left(\hat{\theta}_{x}-\hat{\eta}_{x 2}\right)^{2}+\frac{1}{4}\left(\hat{\theta}_{y}-\hat{\eta}_{y 2}\right)^{2} \tag{183}
\end{equation*}
$$

Here $\Phi_{s}$ is defined as usual by Eq. offsets $\hat{l}_{c(x, y)}$ refer to the middle point of the system (i.e. the point with zero value of $z$ in Fig. and deflections $\hat{\eta}_{(x, y) 1}$ and $\hat{\eta}_{(x, y) 2}$ refer to the first and the second undulator respectively, and the relation between the two is determined by the focusing elements only: therefore it makes sense to talk about deflections for the first and the second undulator without specifying the point.

The next step is to account for the phase shift in the case $\hat{L}_{s} \neq 0$. On the one hand, shifting the first segment of a quantity $-L_{s} / 2$ gives a phase contribution:
$\Delta \Phi_{1}=-\frac{\omega L_{s}}{2}\left[\frac{1}{2 c \gamma^{2}}+\frac{1}{2}\left(\theta_{x}-\eta_{x 1}\right)^{2}+\frac{1}{2}\left(\theta_{y}-\eta_{y 1}\right)^{2}\right]$.
On the other hand, shifting the second segment of a quantity $L_{s} / 2$ leads to an extra phase term:

$$
\begin{equation*}
\Delta \Phi_{2}=\frac{\omega L_{s}}{2}\left[\frac{1}{2 c \gamma^{2}}+\frac{1}{2}\left(\theta_{x}-\eta_{x 2}\right)^{2}+\frac{1}{2}\left(\theta_{y}-\eta_{y 2}\right)^{2}\right] . \tag{185}
\end{equation*}
$$

To complicate the situation further, we should account for the fact that, in order to practically control the relative phase between the two contributions phase shifters will be installed. These devices are also useful in FEL
technology (see ; in the case of PETRA III, they will be usually designed and tuned in order to provide matching condition for particles at nominal energy moving at zero angle with respect to the undulator axis, and with zero detuning. This means that the phase shifter will contribute for a relative phase $\phi_{s h}$ such that

$$
\begin{equation*}
\phi_{s h}+\frac{\omega_{1} L_{s}}{2 c \gamma^{2}}=2 \pi n \tag{186}
\end{equation*}
$$

where $n$ is an integer number. Taking out the unessential $2 \pi n$ contribution (or setting $n=0$ ) and accounting for $\phi_{s h}$ one gets
$\Delta \Phi_{1}=-\frac{\omega_{1} L_{s}}{2}\left[\frac{\omega-\omega_{1}}{2 c \gamma^{2} \omega_{1}}+\frac{1}{2}\left(\theta_{x}-\eta_{x 1}\right)^{2}+\frac{1}{2}\left(\theta_{y}-\eta_{y 1}\right)^{2}\right]$
and
$\Delta \Phi_{2}=\frac{\omega_{1} L_{s}}{2}\left[\frac{\omega-\omega_{1}}{2 c \gamma^{2} \omega_{1}}+\frac{1}{2}\left(\theta_{x}-\eta_{x 2}\right)^{2}+\frac{1}{2}\left(\theta_{y}-\eta_{y 2}\right)^{2}\right]$.
Finally, we make use of the relation $C=\Delta \omega /\left(2 \gamma_{z}^{2} c\right)$ and we express $\Delta \Phi_{1}$ and $\Delta \Phi_{2}$ in normalized units thus writing

$$
\begin{equation*}
\Delta \Phi_{1}=-\frac{\hat{C}}{2} \hat{L}_{s}^{\prime}-\left[\frac{1}{4}\left(\hat{\theta}_{x}-\hat{\eta}_{x 1}\right)^{2}+\frac{1}{4}\left(\hat{\theta}_{y}-\hat{\eta}_{y 1}\right)^{2}\right] \hat{L}_{s} \tag{189}
\end{equation*}
$$

and

$$
\begin{equation*}
\Delta \Phi_{2}=\frac{\hat{C}_{2}}{2} \hat{L}_{s}^{\prime}+\left[\frac{1}{4}\left(\hat{\theta}_{x}-\hat{\eta}_{x 2}\right)^{2}+\frac{1}{4}\left(\hat{\theta}_{y}-\hat{\eta}_{y 2}\right)^{2}\right] \hat{L}_{s} \tag{190}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{L}_{s}^{\prime}=\frac{\hat{L}_{s}}{1+K^{2} / 2} . \tag{191}
\end{equation*}
$$

We can account for a given energy deviation $\Delta \gamma / \gamma$ expanding $\hat{C}$ around the nominal energy. Trivial calculations show that, for $\omega=\omega_{1}, \omega_{1}$ being now calculated at $\theta=0$ and at nominal energy we obtain a shift $\Delta_{E}$ in the detuning parameter given by

$$
\begin{equation*}
\hat{\Delta}_{E}=4 \pi N_{w} \frac{\Delta \gamma}{\gamma} \tag{192}
\end{equation*}
$$

Including $\hat{\Delta}_{E}$ in our equations we obtain the final results:

$$
\begin{equation*}
\hat{E}_{1}=\frac{1}{2} e^{i\left(\Phi_{s}+\Phi_{o}\right)} e^{-i \zeta_{1} / 2} e^{i \Delta \Phi_{1}} \frac{\sin \zeta_{1} / 2}{\zeta_{1} / 2} \tag{193}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{E}_{2}=\frac{1}{2} e^{i\left(\Phi_{s}+\Phi_{o}\right)} e^{i \zeta_{2} / 2} e^{i \Delta \Phi_{2}} \frac{\sin \zeta_{2} / 2}{\zeta_{2} / 2} \tag{194}
\end{equation*}
$$

with

$$
\begin{gather*}
\zeta_{1}=\frac{\hat{C}+\hat{\Delta}_{E}}{2}+\frac{1}{4}\left(\hat{\theta}_{x}-\hat{\eta}_{x 1}\right)^{2}+\frac{1}{4}\left(\hat{\theta}_{y}-\hat{\eta}_{y 1}\right)^{2},(195) \\
\zeta_{2}=\frac{\hat{C}+\hat{\Delta}_{E}}{2}+\frac{1}{4}\left(\hat{\theta}_{x}-\hat{\eta}_{x 2}\right)^{2}+\frac{1}{4}\left(\hat{\theta}_{y}-\hat{\eta}_{y 2}\right)^{2},(196) \\
\Delta \Phi_{1}=-\frac{\hat{C}+\hat{\Delta}_{E}}{2} \hat{L}_{s}^{\prime}-\left[\frac{1}{4}\left(\hat{\theta}_{x}-\hat{\eta}_{x 1}\right)^{2}+\frac{1}{4}\left(\hat{\theta}_{y}-\hat{\eta}_{y 1}\right)^{2}\right] \hat{L}_{s},  \tag{197}\\
\Delta \Phi_{2}=\frac{\hat{C}+\hat{\Delta}_{E}}{2} \hat{L}_{s}^{\prime}+\left[\frac{1}{4}\left(\hat{\theta}_{x}-\hat{\eta}_{x 2}\right)^{2}+\frac{1}{4}\left(\hat{\theta}_{y}-\hat{\eta}_{y 2}\right)^{2}\right] \hat{L}_{s}, \tag{198}
\end{gather*}
$$

where $\hat{C}$ is now the detuning parameter for a particle with nominal energy and other quantities are as defined before.

As we have said, focusing elements simply change the electron trajectory, but they do not contribute directly to the total field at the observer position. We will treat them like a thin lens with focal length $f_{x}$ and $f_{y}$ in the horizontal and vertical planes respectively. We can, therefore, introduce normalized focal lengths $\hat{f}_{x}=f_{x} / L_{w}$ and $\hat{f}_{y}=f_{y} / L_{w}$.

From now on, when possible, we will neglect indexes $x$ or $y$ for notational simplicity. If we have offset and deflection $\hat{l}_{1}$ and $\hat{\eta}_{1}$ at the entrance of the system (where $\hat{z}=-\hat{L}_{2} / 2-1 / 2$, see Fig we can easily calculate

$$
\begin{equation*}
\hat{\eta}_{2}=-\frac{\hat{l}_{1}}{\hat{f}}+\left(1-\frac{1+\hat{L}_{s}}{2 \hat{f}}\right) \hat{\eta}_{1} \tag{199}
\end{equation*}
$$

It is worth to note here that if we take the limit for $\hat{f} \rightarrow \infty$ and $\hat{L}_{s} \rightarrow 0$, the sum $\hat{E}_{1}+\hat{E}_{2}$ gives back Eq. as it must.
since we have many particles here we can consider a collective description of the beam, for instance in terms of the Twiss parameters $\alpha_{T}, \beta_{T}$ and $\gamma_{T}$ for the horizontal and vertical planes at the entrance of the system, where $\gamma_{T}=\left(1+\alpha_{T}^{2}\right) / \beta_{T}$. Knowing the Twiss parameters and the emittance $\varepsilon$ at the entrance of the first undulator it is easy to write down the number of particles with offset between $l_{1}$ and $l_{1}+\delta l_{1}$ and with deflection angles between $\eta_{1}$ and $\eta_{1}+\delta \eta_{1}$, always at the entrance of the system; in fact, one can simply write it as $g\left(l-\delta l_{1} \delta \eta_{1}\right.$, where $g$ is the following density distribution

TABLE I: Set of parameters for the segmented undulator scheme

| Quantity | Unit | Value |
| :--- | :--- | :--- |


| $L_{w}$ | m | 20.0 |
| :---: | :---: | :---: |
| $N_{w}$ | - | 690 |
| $L_{s}$ | m | 6.5 |
| $\gamma$ | - | 11742.0 |
| $\lambda$ | m | $2.5 \cdot 10^{-10}$ |
| $\alpha_{T x}$ | - | 0.218 |
| $\beta_{T x}$ | m | 24.005 |
| $\gamma_{T x}$ | $\mathrm{~m}^{-1}$ | 0.044 |
| $\varepsilon_{x}$ | m | $1.0 \cdot 10^{-9}$ |
| $f_{x}$ | m | 5.0 |
| $\alpha_{T y}$ | - | 1.291 |
| $\beta_{T y}$ | m | 10.272 |
| $\gamma_{T y}$ | m | 0.260 |
| $\varepsilon_{y}$ | m | $1.0 \cdot 10^{-11}$ |
| $f_{y}$ | m | 5.8 |
| $\sigma_{E}$ | - | $1.1 \cdot 10^{-3}$ |
| $K$ | - | 1.66 |

Here $N_{p}$ is the number of particles in the beam and again, for notational simplicity, we are taking indexes $x$ and $y$ as implicit. Upon introduction of

$$
\begin{gather*}
\hat{\alpha}_{T}=\alpha_{T}, \\
\hat{\beta}_{T}=L_{w}^{-1} \beta_{T}, \\
\hat{\gamma}_{T}=L_{w} \gamma_{T}, \\
\hat{\varepsilon}=(\omega / c) \varepsilon \tag{201}
\end{gather*}
$$

we can write Eq. as a function of dimensionless quantities as
$g\left(\hat{l}_{1}, \hat{\eta}_{1}\right)=\frac{1}{2 \pi \hat{\varepsilon}} \exp \left[-\frac{\hat{\gamma}_{T} \hat{l}_{1}^{2}+2 \hat{\alpha}_{T} \hat{l}_{1} \hat{\eta}_{1}+\hat{\beta}_{T} \hat{\eta}_{1}^{2}}{2 \hat{\varepsilon}}\right]$.

The local energy spread of the beam will be assumed to be a gaussian function with standard deviation $\hat{\sigma}_{E}$ :

$$
\begin{equation*}
F\left(\hat{\Delta}_{E}\right)=\frac{1}{\sqrt{2 \pi \hat{\sigma}_{E}^{2}}} e^{-\hat{\Delta}_{E}^{2} /\left(2 \hat{\sigma}_{E}^{2}\right)} \tag{203}
\end{equation*}
$$

TABLE II: Set of normalized parameters for the segmented undulator scheme

| $\hat{\alpha}_{T x}$ | 0.218 |
| :---: | :---: |
| $\hat{\beta}_{T x}$ | 1.20 |
| $\hat{\gamma}_{T x}$ | 0.873 |
| $\hat{\varepsilon}_{x}$ | 25.1 |
| $\hat{f}_{x}$ | 0.250 |
| $\hat{\alpha}_{T y}$ | 1.29 |
| $\hat{\beta}_{T y}$ | 0.514 |
| $\hat{\gamma}_{T y}$ | 5.19 |
| $\hat{\varepsilon}_{y}$ | 0.251 |
| $\hat{f}_{y}$ | 0.290 |
| $\hat{L}_{s}$ | 0.325 |
| $\hat{\sigma}_{E}$ | 9.54 |
| $\hat{L}_{s}^{\prime}$ | 0.137 |

where $\hat{\sigma}_{E}=4 \pi N_{w} \sigma_{E}$ and

$$
\begin{equation*}
\sigma_{E}^{2}=\left\langle\left(\frac{\Delta \gamma}{\gamma}\right)^{2}\right\rangle \tag{204}
\end{equation*}
$$

brackets indicating the ensamble average over the particle distribution.

A set of realistic normalized parameters for the -9 gmented undulator is given in Table and Table or dimensional and dimensionless quantities, respectively. From these tables we can already foresee a large effect of the normalized energy spread parameter $\hat{\sigma}_{E}$ which is, in our case, comparable with the normalized horizontal emittance.

We can now average the normalized intensity over the particle distribution function and the energy spread of the beam at the entrance of the system thus finding the final expression for the total intensity $\hat{I}_{b}$

$$
\begin{array}{r}
\hat{I}_{b}=\left|\hat{E}_{1}+\hat{E}_{2}\right|^{2}=\int_{-\infty}^{\infty} d \hat{\Delta}_{E} F\left(\hat{\Delta}_{E}\right) \int_{-\infty}^{\infty} d \hat{l}_{x 1} \\
\times \int_{-\infty}^{\infty} d \hat{\eta}_{x 1} \int_{-\infty}^{\infty} d \hat{l}_{y 1} \int_{-\infty}^{\infty} d \hat{\eta}_{y 1} g_{x}\left(\hat{l}_{x 1}, \hat{\eta}_{x 1}\right) g_{y}\left(\hat{l}_{y 1}, \hat{\eta}_{y 1}\right) \\
\times\left|e^{-i \zeta_{1} / 2} e^{i \Delta \Phi_{1}} \frac{\sin \zeta_{1} / 2}{\zeta_{1} / 2}+e^{i \zeta_{2} / 2} e^{i \Delta \Phi_{2}} \frac{\sin \zeta_{2} / 2}{\zeta_{2} / 2}\right|^{2} \tag{205}
\end{array}
$$

As in Eq. the normalized intensity $\hat{I}_{b}$ is related to the non-normallzed intensity $I_{b}$ by

$$
\begin{equation*}
\hat{I}_{b}=\frac{4 \pi}{N_{p} c}\left(\frac{c^{2} z_{o} \gamma}{K \omega e L_{w} A_{J J}}\right)^{2} I_{b} \tag{206}
\end{equation*}
$$

Moreoper $\hat{\eta}_{2}$ is expressed in terms of $\hat{l}_{1}$ and $\hat{\eta}_{1}$ in Eq.

We now reached an expression, Eq. which can be integrated with the help of numerical tecmmques. Results of numerical integration are the intensity as a function of the detuning parameter $\hat{C}$ for fixed observation angles or the intensity as a function of angles for a fixed detuning parameter.

We developed a short codo which uses a Monte Carlo method to compute Eq. A quasi-random generator is used to fill the horizontal and vertical transverse phase space with a given number of particles. The actual simulation makes use of Sobol sequences to reduce the formation of cluster of particles, - ell known phenomenon described, for instance, in and references therein. Then, the intensity for eacn particle is calculated and all contributions are summed up to give an estimation of Eq. The critical parameter in this kind of codes is the number of particles used. In general the higher the number of particles is, the smaller the fluctuation of the results from run to run and the higher the accuracy of the integration. On the other hand numerical algorithm designers warn that quasi-random sequences start to display unwanted correlations after several tens of millions calls to the generating routine. We observed that a choice of several million particles is more than sufficient to ensure that results converge fast enough so that no relevant fluctuation is present in the outcome (with graphical accuracy of the results which will be described in the next few figures).

First, we compared results from the Monte Carlo approach in the limiting case $\hat{L}_{s} \rightarrow 0, \hat{f}_{x, y} \rightarrow \infty, \hat{\varepsilon}_{x} \rightarrow \infty$, $\hat{\varepsilon}_{y} \rightarrow 0$ and $\hat{\sigma}_{E} \rightarrow 0$. Results were in nerfect agreoment with the ones shown in Fig. Fig. Fig. and
Fig as it chould be. Then, as has already been said Fig is it chould be. Then, as has already been said
in Faragrapl ve compared this asymptotic situation with a more practical case of a uniform undulator with $\hat{\varepsilon}_{x} \simeq 40$ and $\hat{\varepsilon}_{y} \simeq 1$. Pecults have been already described, and shown in Fig and Fig

Finally we used all the features of our program in order to deal with the segmonted undulator case. We set up parameters as in Tabl which correspond to a decion set for the PETRA In case. The solid line in Fig. epresents the intensity as a function of the detuning parameter $\hat{C}$ at $\hat{\theta}_{x}=0$ and $\hat{\theta}_{y}=0$. The dashed line in Fig, $s$ the intensity for the uniform undulator case, corresponding to the limit $\hat{L}_{s} \rightarrow 0 \mathrm{~m}$ and $\hat{f} \rightarrow \infty$, while $L_{w}=20 \mathrm{~m}$. In this case we set the minimal betatron function values to $\beta_{o x}=20 \mathrm{~m}$ in the horizontal direction and $\beta_{o y}=10 \mathrm{~m}$ in the vertical one. Beam energy, wavelength, undulator deflection parameter, relative energy spread and electron beam emittances are left unvaried as in Tabl Assuming the minimal $\beta_{T}$ function in the center of the undulator we can calculate the Twiss parameters at the system entrance usin both horizontal and vertical plane (see, for instance,

$$
\begin{equation*}
\beta_{T}(z)=\beta_{o}\left[1+\left(\frac{z-z_{w}}{\beta_{o}}\right)^{2}\right] \tag{207}
\end{equation*}
$$



FIG. 23: Solid line : relotion intensity from a beam with parameters listed in Tabl The intensity is plotted as a function of $\hat{C}$ for $\hat{\theta}_{x}=0$ and $\hat{\theta}_{y}=0$. It is normalized to the maximal intensity from a beam in a uniform undulator. Dashed line : relative intensity from a beam in a uniform undulator ( $\hat{L}_{s} \rightarrow 0 \mathrm{~m}$ and $\hat{f} \rightarrow \infty$ ). We set the minimal betatron function values $\hat{\beta}_{o x}=1$ in the horizontal direction and $\hat{\beta}_{o y}=0.5 \mathrm{~m}$ vertical one. $\hat{\varepsilon}_{x, y}$ and $\hat{\sigma}_{E}$ are left unvaried as in Tabl


FIG. 24: Solid line : relotion intensity from a beam with parameters listed in Tabl The intensity is plotted as a function of $\hat{\theta}_{y}$ for $\hat{\theta}_{x}=0$ and $\hat{C}=0$. It is normalized to the maximal intensity from a beam in a uniform undulator. Dashed line : comparison with the relative intensity from a beam in a uniform undulator ( $\hat{L}_{s} \rightarrow 0 \mathrm{~m}$ and $\hat{f} \rightarrow \infty$ ). We set the minimal betatron function values $\hat{\beta}_{o x}=1$ in the horizontal direction and $\hat{\beta}_{o y}=0.5$ min the vertical one. $\hat{\varepsilon}_{x, y}$ and $\hat{\sigma}_{E}$ are left unvaried as in Tabl

$$
\begin{gather*}
\gamma_{T}(z)=\gamma_{o}=\frac{1}{\beta_{0}},  \tag{208}\\
\alpha_{T}(z)=-\gamma_{o}\left(z-z_{w}\right), \tag{209}
\end{gather*}
$$

where $z_{w}$ indicates the $z$-position at the beam waist, while subscripts "o", as usual, denote minimal values of the Twiss parameters. Taking $z_{w}=0 \mathrm{~m}$ at the center of the system and $z=-10 \mathrm{~m}$ we obtain the initial Twiss parameters to enter in our program: $\alpha_{T x}=0.5, \beta_{T x}=25.0$ m and $\gamma_{T x}=0.05 \mathrm{~m}^{-1}, \alpha_{T y}=1.0, \beta_{T y}=20.0 \mathrm{~m}$ and $\gamma_{T y}=0.1 \mathrm{~m}^{-1}$.

It is important to remark that we normalized the solid line in Fig hat is the result for the segmented undulator, to the maximal intensity found for the uniform undulator while the dashed line represents the relative intensity for the uniform undulator. This allows direct comparison between uniform undulator and segmented undulator schemes.

To conclude, in Fig solid line) we plot again the intensity as a function of $\theta_{y}$ at $\hat{C}=0$ and $\hat{\theta}-0$. Similarly as for Fig the dashed line in Fi epresents a comparison with the uniform undulator case $\hat{L}_{s}=0 \mathrm{~m}$ and $\hat{f} \rightarrow \infty$ where the other parameters are left unvaried Tabl Normalization of the curves are as in Fig.
The final results for the two schemes do not appear to De dramatically different.

## As a comment for both Fig. and Fig. $t$ is

 interesting to note the smoothing action of finte Deam emittance combined with finite energy spread.
## VI. CONCLUSIONS

In this paper we have shown that even well-known and long studied subjects, like Synchrotron Radiation, continue to retain interest from a theoretical viewpoint. In particular we have proposed a technique to compute harmonic contributions of the electric field from a moving charge particularly suitable for analytical investications. We showed that our general expression, Eq. an be obtained from already known expression Eq. with the use of a paraxial approximation, but also much more straightforwardly from Maxwell's equation in paraxial form, with the help of a parabolic Green's function method. The main advantage of our approach with respect to standard techniques is that we separated from very beginning approximations independent from the system under study (paraxial approximation) and assumptions that, from time to time, arise in the study of a particular magnetic system. This gave us the possibility to specify region of applicability and accuracy of well known results, which we were, of course, able to recover using our method, like the field from a charge moving on a circle, in a short bending magnet or in an undulator and also edge radiation effects from a particular
setup. Again, our particular approach is logically much less involved with respect to the others, since it relies on direct integration of the paraxial Maxwell's equations for a given harmonic. As a result, our expression gives a clearer and completely fresh insight in old results. Besides being able to discuss their region of applicability and their accuracy, we pointed out that phase corrections with respect to the spherical wavefront for an electron on a circle arise naturally from analytical treatment. We have seen that short magnet radiation is a complete separate phenomenon with respect to edge radiation. We stressed the importance of the knowledge of the entire electron trajectory in order to obtain a correct calculation of the field: from this viewpoint we have seen how edge radiation from two dipoles separated by a straight section arises, in our method, from the contribution due to the straight section alone, and that the field term from the magnets is completely negligible. We discussed, under resonance approximation, accuracy and applicability region of the far field undulator radiation and we dealt with near field effects as well: in particular we were able to reproduce already known results studying their region of applicability in detail, and we found also other regions of interest, where the near field parameter $\bar{W}$ is of fundamental importance.

Besides this, our method proved to be a reliable basis for calculation of more complicated quantities like field autocorrelation functions, either from bending magnets or undulators, which are of fundamental importance in the understanding of spatial coherence properties of Synchrotron Radiation. In fact, by direct application of our general formula Eq. we were able to provide analytically manageable expressions for bending magnet or undulator radiation in the case of an electron with a transverse offset and deflection. These expressions can be integrated over realistic beam particle distributions and can be used in very practical calculations. Their strength stems from the fact that they correctly account for the field phase and that they can be simply summed up to give results for apparently complicated situations.

Complete treatment of spatial coherence would probably double the size of this paper. For this reason, this first work focuses on the basis of Synchrotron Radiation theory only.

A few applications which exploit the power of our approach have been selected for the final part of the paper. At the end of Section ve addressed basic characteristics of undulator radration in the presence of electron beam emittance. We discussed the asymptotic situation for a large horizontal and a small vertical emittance.

Finally, in Section we considered a novel undulator configuration (setup or two undulators separated by a focusing element) which is planned for installation at PETRA III. Computation of radiation characteristics from new setups by means of numerical techniques alone requires, almost always, modifications of existing simulation codes which can be better done by the code authors themselves. Up to date, the particular case we chose to study has not been included in existing simulation codes. For this reason we selected this particular example: our goal was to demonstrate that, in general, the application of our method allows solution of apparently difficult problems relying on simple computer algorithm which can be developed by non-expert programmers, with obvious advantages in saving time and better physical understanding.

We expect that our technique will be used in the future as a basis for developments of simulation codes and for physical understanding of complex situation as well.
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