ANALYSIS OF A QUASILINEAR COUPLED
MAGNETO-QUASISTATIC MODEL. PART I:
SOLVABILITY AND REGULARITY OF SOLUTIONS

RALPH CHILL*, TIMO REIST, AND TATJANA STYKEL?

Abstract. We consider a quasilinear model arising from dynamical magnetization. This model
is described by a magneto-quasistatic (MQS) approximation of Maxwell’s equations. Assuming that
the medium consists of a conducting and a non-conducting part, the derivative with respect to time is
not fully entering, whence the system can be described by an abstract differential-algebraic equation.
Furthermore, via magnetic induction, the system is coupled with an equation which contains the
induced electrical currents along the associated voltages, which form the input of the system. The
aim of this paper is to study well-posedness of the coupled MQS system and regularity of its solutions.
Thereby we rely on the classical theory of gradient systems on Hilbert spaces combined with the
recent concept of £-subgradients, using in particular the magnetic energy. The coupled MQS system
precisely fits into this general framework.

This paper is the first part of a sequence of two papers on coupled MQS systems. The second
part is devoted to the analysis of systems theoretic properties, such as passivity, port-Hamiltonian
formulation, stability and dependence on the initial value and the applied voltage.
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1. Introduction. Maxwell’s equations play a fundamental role in modeling and
numerical analysis of electromagnetic field problems. They describe the dynamic and
spatial behavior of the electromagnetic field in a medium. These equations were
discovered in the early 1860s and have since then received a lot of attention by math-
ematicians, physicists and engineers [12]. The unknown variables are given by the
R3-valued functions

D : electric displacement, B : magnetic flux intensity,
E : electric field intensity,  H : magnetic field intensity,

J : electric current density,

which depend on a spatial variable ¢ € 2 C R? and time ¢t € [0,7] C R. Assuming
that there are no electric charges, Maxwell’s equations are given by

V-D=0
V-B=0
__0
VXxE=-4B
VxH=J+2D

the medium contains no electric charges),
field lines of the magnetic flux are closed),

Faraday’s law of induction),

~ o~ o~ o~

magnetic flux law),
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where V- stands for the divergence and Vx denotes the curl of a vector field. In
addition, the above variables fulfill constitutive relations, which are determined by
the physical properties of the medium. Denoting the Euclidean norm by || - ||2, the
constitutive relations are, in the quasilinear and isotropic case, of the form

D(gat) = E(é-a HE(Eﬂt)”Q)E(g?t)a
H(f,f) = V(ga ||B(§7t)”2)B(€’t>7
J<£7t> = 0(57 ||E(€7t)H2)E(§’t) + Jext(gﬁt)

for some functions €, v, 0 : 2 x R — R which respectively express the electric
permittivity, magnetic reluctivity and electric conductivity of the material, and Joyxs
stands for the externally injected currents.

In this paper, we consider a problem where the displacement currents %D are
negligible compared to the conduction currents, and therefore they can be omitted.
We also assume that the conductivity is linear, that is, (&) := o (&, || E(,t)||]2) does
not depend on E. Further, under some additional topological conditions on {2, the
fact that the magnetic flux intensity is divergence-free implies that we can make the
ansatz B = V x A for some function A, which is called the magnetic vector poten-
tial. Plugging this into Faraday’s law of induction, we obtain V x E = —%V x A
whence A can be chosen in a way that £ = —%A. Finally, inserting the constitutive
relations for H and J into the magnetic flux law and using the derived representa-
tions for B and E in terms of A, we obtain the so-called magneto-quasistatic (MQS)
approzimation of Mazwell’s equations (also called eddy current model) given by

(1.1) D (0A)+V x (v, |V X Al)V x A) = Jey  in 2 x (0,7,

see [7,11]. Such equations are used, for example, in the modeling of accelerator
magnets, electric machines and transformers operating at low frequencies. If a part of
the medium is non-conducting, then the function o vanishes on some subset of (2. In
this case, the MQS equation (1.1) becomes of degenerate parabolic or mixed parabolic-
elliptic type.

The coupling of electromagnetic devices to an external circuit can be realized as
a solid conductor model or as a stranded conductor model, see [23] for details. Here,
we restrict ourselves to the stranded conductor model where the external current is
induced by m windings

(1.2) Jext(gat) :X(g)i(t)v

where 7 is the R™-valued current function, and y is the R3*™-valued winding density
function which expresses the geometry of the windings. The windings are assumed to
have an internal resistance R € R™*™ to which m time-dependent voltages are ap-
plied, where the latter is expressed by the R™-valued prescribed function v. Further,
by using the fact that the electric field induces another voltage f o x T E d¢ along the
windings, the relation E = —%A together with Kirchhoff’s voltage law gives rise to

(1.3) 4/ XTAd¢+Ri= v on(0,7)
Q

Altogether, we obtain the quasilinear partial integro-differential-algebraic equations

with unknown functions A and 4. These equations are further equipped with some

initial and boundary conditions which are specified in Section 4.
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Existence, uniqueness and regularity results for the linear MQS system (1.1) with
the coupling relations (1.2) and (1.3) are - under some additional topological condi-
tions on the conducting domain - presented in [15]. They are based on a theorem
by Showalter on degenerate linear parabolic equations [24]. Quasilinear elliptic and
non-degenerate parabolic equations in MQS field problems, that is, (1.1) and (1.2)
with a prescribed function ¢ and bounded and strictly positive mapping o, have been
studied in the context of optimal control in [28] and [16], respectively. The solvability
of linear degenerate MQS equations have been investigated in [2] by deriving a uni-
fied variational formulation and in [18] by using the theory of evolutionary equations.
Further, a comprehensive analysis of quasilinear MQS problems based on a Schur com-
plement approach has been provided in [3]. However, the extension of these results to
MQ@QS systems with the coupling relation has remained a challenging problem which
requires considerable care due to structurally different properties of the solution on
conducting and non-conducting subdomains, and the additional integral constraint.
In [17], a convergence analysis of solutions of linear Maxwell equations to the MQS
model is performed while taking the limit of the electric permittivity to zero.

In this paper, we follow a different approach to analyze the existence and unique-
ness of solutions of the general coupled MQS model (1.1)—(1.3). It relies on a for-
mulation of this model as an abstract differential-algebraic equation involving the
subgradient of the magnetic energy. This novel approach gives rise not only to well-
posedness but further allows us to prove regularity results for the solutions which are
new even in the linear case. Hereby the well-established theory of gradient systems
involving subgradients of convex functions [4, 5] forms the basis for our generaliza-
tion to the differential-algebraic case, which is subsequently applied to the coupled
quasilinear MQS model.

The paper is organized as follows. Section 2 contains a brief overview on the nota-
tion and function spaces used in the subsequent analysis. In Section 3, we present the
MQ@QS model problem and state assumptions on geometry and material parameters. In
Section 4, we define the solution concept and prove the uniqueness result. In Section 5,
we introduce the magnetic energy and examine its essential properties. Section 6 and
Section 7 contain our main results. First, we present some operator-theoretic results
on a class of abstract differential-algebraic systems involving subgradients. Thereafter,
we show that the coupled nonlinear MQS system fits into this framework, which allows
us to establish the existence and regularity properties of solutions to this model.

2. Notations and function spaces. Let R>( denote the set of all nonnegative
real numbers, and R™*" the set of real matrices of size m x n. Further, x - y and
x X y stand, respectively, for the Euclidean inner product and the cross product of
x,y € R3, and ||z||2 is the Euclidean norm of z € R3. For a function A : Q — R3, the
expression ||All2 stands for the scalar-valued function £ — || A(€)||2. The restriction
of a function f to a subset S of its domain is denoted by f|g.

The inner product on a Hilbert space H is denoted by (), and the induced
norm is denoted by | - |g. The duality pairing between a Hilbert space H and its
dual space H’ is denoted by (-,-). Note that, throughout this paper, all spaces are
assumed to be real.

The set of linear, bounded operators between two Banach spaces X and Y is
denoted by £(X,Y) and, in the case X =Y, simply by £(X). In the case when
X and Y are Hilbert spaces, A* € L(Y, X) stands for the adjoint of A. Moreover,
MT € R™™ denotes the transpose of a matrix M € R™*™,

Lebesgue and first order Sobolev spaces of functions defined on a domain 2 C R™
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and with values in a Banach space X are denoted by LP(£2;X), W1P(§2; X) and
H'(0; X), respectively. We shortly write LP(£2), W1P(£2) and H'(£2) when X = R.
Especially, when 2 = I is an interval, we also consider the space L] (I; X) which
consists of all (equivalence classes of) functions f : I — X such that f € L?(K; X) for
all compact intervals K C 1. Similarly, one defines Wb?(I; X) and HL (I; X). The
integrals of Banach space valued functions are to be understood in the Bochner sense.
Writing f € C(I; X) for some measurable function f : I — X means that there is
a representative in the equivalence class of f which is continuous on I. In this case,
we use the notation f(s+) :=lim;_, s f(¢), where the limit on the right-hand side is
taken by using the continuous representative.

Let 2 C R? be an open domain. The weak (distributional) gradient of ¢ € L?(£2)
is denoted by V¢, and V x A stands for the weak curl of a vector field A € L?(§2;R3).

We consider the Sobolev space

H(curl, 2) = { A€ L*(2;R%) : VxAeL*(;R%)},
which is a Hilbert space endowed with the inner product

(A, F)gcu,0) = (A, F)r2ors) +(V X A,V X F)r20Rs).

If 2 C R3 is bounded and has a Lipschitz boundary 92, then for almost any & € 942,
there exists the outward unit normal vector n,(£) € R3 of 2 in &. Here, “almost
any” refers to the hypersurface Lebesgue measure in R3. It has been proven in
[9, Theorem I1.2.11] that any A € H(curl, 2) has a well-defined tangential trace
A x n, € L?(002;R?). This allows us to define the space

Hoy(curl, 2) ={ A€ H(cwl,2) : Axmn,=00ndR},

which is a closed subspace of H (curl, 2). It has also been proven in [9, Theorem 1.2.11]
that for all A € Hy(curl, 2) and F € H(curl, £2),

(21) <V X A7F>L2(Q;R3) = <A,V X F>L2(Q;R3)~

This relation is an extension of the formula of integration by parts to the weak curl
operator.
Further, the space of divergence-free and square integrable functions is defined as

(2.2) L3(div=0, 2;R?)
={A € L*(2R®?) : (A, V¥)r2(0rs) =0 for all v € Hj(R2) }.

It is a closed subspace of L?(§2;R3) and, therefore, a Hilbert space with respect to
the standard inner product in L?(£2;R3). Recall here, that as usual the Sobolev space
H}(Q) is the closure of the space of test functions in H* ().

3. Model problem and assumptions. In this section, we consider the coupled
MQS system as motivated in Section 1 in more detail. We start with the introduction
of the model, and, thereafter, we collect the assumptions on the spatial domain and
the system parameters.

3.1. The coupled MQS model. Let 2 C R? be a bounded domain with
boundary 9f2 and let T' > 0. We consider the coupled MQS system in magnetic
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vector potential formulation

(3.1a) 2 (cA)+V x (v ||V x A|2)V x A) = xi in 2 x (0,77,
(3.1b) 4 [ xTAd¢+Ri=w on (0,77,
(3.1c) ’ Axn,=0 in 002 x (0,77,
(3.1d) cA(-,0) = 0 A in 2,

(3.1) [T acoe= [ 3T Avas

where A : 2 x [0,7] — R? is the magnetic vector potential, v : 2 x R>q — R is the
magnetic reluctivity, o : 2 — R is the electric conductivity, and v : [0,7] — R™
and i : [0,7] — R™ are, respectively, the voltage and the electrical current through
the electromagnetic conductive contacts. Furthermore, x : 2 — R3*™ is the winding
function, R € R™*™ is the resistance of the winding, and Ag : 2 — R? is the initial
value for the magnetic vector potential. The boundary condition (3.1c) implies that
the magnetic flux through the boundary 92 is zero. Moreover, equations (3.1d) and
(3.1e) describe the initial conditions for the magnetic vector potential. Note that
we only initialize the parts of A whose derivatives occur in (3.1a) and (3.1b). The
coupled MQS system (3.1) can be considered as a control system, where the voltage
v takes the role of the input and (A, ) is the state.

3.2. The spatial domain. This part contains the assumptions on the spatial
domain {2 which are made throughout this paper.

AsSUMPTION 3.1 (Spatial domain, geometry and topology). The set 2 C R?
is a simply connected bounded Lipschitz domain, which is decomposed into two Lip-
schitz regular, open subsets 2c, 21 C {2, called, respectively, conducting and non-
conducting subdomains, such that 2c C 2 and 21 = 2\2¢. Furthermore, the subdo-

main 2c is connected, and {21 has finitely many connected components {21 1,...,821 4

and 21 ext, where

a) each of the sets 211,..., 124 has exactly one boundary component, these are de-
noted by I'1,...,I'q and called the internal interfaces;

b) the external non-conducting subdomain (25 ext has two boundary components 012
and the external interface Doyt := 27 oxt N 2¢.

Note that by a boundary component of a subdomain (2, C (2, we mean a con-
nected component of its boundary 0f2,. Since {2; has a Lipschitz boundary, the
closed connected components ﬁf,l, ... ,ﬁl’q and ﬁ[,ext are disjoint. The subdomains
211,...,821 4 can be interpreted as “interior cavities” of the conducting subdomain
2¢. In particular, we do not assume that the conducting subdomain is simply con-
nected, it may also have some “handles”. Note that the lapidarily formulated notions
of “interior cavities” and “handles” can be made mathematically precise in terms
of the so-called Betti numbers [22]. We later assume that the electric conductivity
is a scalar multiple of the indicator function on the conducting subdomain, which
justifies the above naming.

3.3. The space X ({2, {2-) the initial conditions and the winding function.
Next, we present a space in which the solutions of the coupled MQS system (3.1)
evolve. As a preliminary thought, note that equation (3.1a) does not change, if
we replace A by A + V4 for an arbitrary but fixed 1 € H'(§2) which is constant
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on each boundary component I'i,...,I'y,T'ext and 042. Therefore, we restrict our
considerations to solutions which are pointwise orthogonal to all gradient fields of
functions being constant on each set I'y,...,I'y,I'ext and 942. Since the conducting
and non-conducting subdomains are both Lipschitz regular, the trace theorem [27,
Theorem 1.39] yields that the following space is well-defined:

(3.2) G(02,20) = {Vw e HYD) st Ten, ..., cq, Coxt € R with
w|1"i =¢ for i = ]-7 -4, 1Z)|1"ext = cht}‘

We are seeking for solutions with values in the orthogonal space of G(£2, {2¢) in
L?(£2;R?), that is, in the space

(33) X(2,0c)={AcL*(;R%) : (A F)r2ors =0 forall F € G(2,0c)},

which is a Hilbert space when it is equipped with the inner product (-, -)r2(o;rs). We
further consider the space

(3.4) Xo(curl, 22, 2c) = Hy(curl, 2) N X (2, Nc),

which is again a Hilbert space, now provided with the inner product in Hy(curl, 2).
The space X ({2, f2¢) enables us to formulate our assumption on the initial magnetic
vector potential and the winding function.

AssuMPTION 3.2 (Initial magnetic vector potential and winding function).

a) The initial magnetic vector potential Ag : 2 — R3 belongs to X (2, 2¢).

b) The columns of the winding function x : 2 — R3*™  denoted by X1, .., Xm, belong
to X(12, c).

Note that

(Vg : e Hi(Rc U2} CG(2,0c) C{Vy : ¥ e HL (D)},
Therefore, by using (2.2), we obtain
(3.5) L*(div=0, 2;R?) C X (2, 2c) C L*(div=0, 2c U 2r; R?).

In particular, the first inclusion in (3.5) implies that Assumption 3.2 b) on the winding
function x is fulfilled, if the columns of x belong to L2(div =0, 2;R3). In practice,
the current is often injected through the contacts in the non-conducting subdomain
£2;, that is, supp(x) C £2;. In this case, x1,...,xm € X(£2, %) is even equivalent to
X1,-- -5 Xm € L2(div=0, 2;R3).

Further, note that any A € X ({2, {2¢) is indeed divergence-free on the conducting
subdomain {2 as well as on the non-conducting subdomain {2;. Since the curl of
a function is divergence-free, this yields

VxAeX(£2 Q) for all A € Hy(curl, £2).
In the following, we collect some further properties of the space X (2, 2¢). The

subsequent lemma establishes that this space is closed with respect to multiplication
by the indicator function of the conducting subdomain {2¢.
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LEMMA 3.3. Let 2 C R® and ¢, 21 C 2 be as in Assumption 3.1, and let
1o, : £2 = R be the indicator function of the set 2c, that is,

1 £
M&OZ{d o

Then, for every A € X (2, 2¢), one has 1o, A € X(£2,2¢).

Proof. Let A € X(2,2¢) and let F € G({2, f2¢) be arbitrary. Then there exists
some 1) € H}(2) and c1,. .., ¢, Cext € R such that F = V), Ylp, =cifori=1,...,4q,
and ¢|Fext = cext- Consider the function

’(/}(E) — Cext € € QC;
"/}(5): Ci — Cext, EEQ]J', 1=1,...,q,
07 fe Ql,ext-

Then J € H'(2cU ;) and the traces of 7:2; from both sides of the interfaces I'y, ..., I’y
and Tey; coincide. Hence, ¢ € H'(£2) and, by ¥|o, ... = 0, we even have 1 € Hj(£2).
This gives Vi € G(£2, f)¢). Taking into account that Vi vanishes on 27, we obtain

oz/QA.v{ngz/QcA-qudg:/QCA-wdgz/ﬂ(ﬂgcA)-ng,

and, thus, ]I_QCA S )((Q7 .Qc) 0

Next, we show that Xo(curl, £2, 2¢) is dense in X (£2, f2c). Moreover, we derive
an estimate on the L2-norm of A € Xy(curl, £2, £2¢) by means of the L2-norm of V x A
and the L2-norm of the restriction of A to the conducting subdomain 2¢.

LEMMA 3.4. Let 2 C R® and Qc, 21 C 2 be as in Assumption 3.1. Then
Xo(curl, 2, 2¢) is dense in X (02, 2c). Further, there exists Lc > 0 such that, for all
A € Xy(curl, 2, 02¢),

(3.6) 1A ey < Lo (1412 (gems) + IV % Alfaos)) -

Proof. The existence of a constant Lc > 0 such that the estimate (3.6) holds
for all A € Xg(curl, 2, ) immediately follows from [3, Lemma 4]. Hence, it only
remains to prove the density statement. To this end, let A € X ({2, 2¢) and € > 0.
Since Hy(curl, 2) contains the space of test functions on 2, it is dense in L?(£2;R3).
Hence, there exists some C € Hy(curl, 2) such that

|A = Cllr2ars) <e.

Now consider the orthogonal decomposition C = G + V¢ with G € X (2, 2¢) and
Vi € G(12, ). Since V x (Vi) =0, we have G = C — Vi € H(curl, 2). Further,
since the boundary trace of 1 € H}(2) is constant, the tangential component of
the gradient of ¢ vanishes at 02, that is, Vi) x n, = 0 on 9f2. This gives rise to
G € Hy(curl, £2). Then, by using the Pythagorean identity, we obtain

A = Gl72(ams) <A = GlF2(0msy + IVYIT2 (m3)
=[A-(G+ V¢)||%2(Q;R3) =[A- CH%’-’(Q;RB) <&

This completes the proof. 0
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3.4. The material parameters. We now state the assumptions on the mag-
netic reluctivity, the electric conductivity and the resistance matrix. Note that we
consider only isotropic materials without hysteresis effects.

ASSUMPTION 3.5 (Material parameters).
a) The electric conductivity o : 2 — Rsq is of the form o = oclg, with a real
number oo > 0.
b) The magnetic reluctivity v : {2 x R>g — R>q has the following properties:
(i) v is measurable;
(i) the function ¢ — v(&, )¢ is strongly monotone with a monotonicity constant
my > 0 independent of & € (2. In other words, there exists m, > 0 such that

(& Q¢ —v(€,9)9) (=) =mu((—<)* forall§ € 2, (s € Rxo;

(iii) the function ¢ — v(§, ()¢ is Lipschitz continuous with a Lipschitz constant
L, > 0 independent of £ € 2. In other words, there exists L, > 0 such that

|l/(£7<)< - I/(g,C)q S Ll/|< - §| fO’f‘ all £ € Qv Cvg S RZO~
c) The resistance matriz R € R™*™ s symmetric and positive definite.

It immediately follows from the second and third conditions on the magnetic
reluctivity v that

(3.7) m, <v( () <L, forall{e andall >0.

4. The solution concept. In this section, we explain what we mean by a so-
lution of the coupled MQS system (3.1) and prove the uniqueness result. Notice that
by using the canonical isomorphism L'(2 x [0,T]) = L([0,T]; L' (£2)), we identify
integrable functions defined on 2 x [0,7] with integrable functions [0,T] — L(2).
Sometimes we skip the placeholders for the arguments for sake of brevity.

DEFINITION 4.1 (Solution of the MQS system). Let £2 C R3 with subdomains
¢ and 25 satisfy Assumption 3.1, and let X ({2, £2¢) and Xo(curl 2, £2c) be defined
as in (3.3) and (3.4), respectively. Further, let the initial and winding functions be as
in Assumption 3.2 and the material parameters as in Assumption 3.5. Let 7' > 0 be
fixed and v € L%([0, T]; R™). Then (A,3) with A : 2x[0,7] — R?>and ¢ : [0,T] — R™
is called a weak solution of the coupled MQS system (3.1), if
a) cA € C([0,T); X(2,02c))NHL.((0,T); X (£2, 2c)) and 0 A(0) = 0 Ay,

b) [,x"Ad¢ e C([0,T;R™) N HL ((0,T];R™) and [, xTA(0)d¢ = [, x " Ag d&,
c) A e L*([0,T); Xo(curl, 2, 2¢)) and i € L _((0, T};R™),
d) for all F € Xo(curl, 2, £2¢), the equations
(4.1)
& [ sAW® - Fag+ [ (VX AW (TxAW) - (TxF) ¢ = [ xilt) e,
0 0 Q

%/g x At dE+ Ri(t) = v(t)

hold for almost all ¢ € [0, 7).

REMARK 4.2. The first equation in (4.1) is motivated by an integration by parts
with the weak curl operator (cf. (2.1)). In particular, if (A,1) is a classical solution
in the sense that all partial derivatives in (3.1) exist in the classical sense and are
continuous up to the boundary of 2, and (3.1) holds pointwise everywhere in 2 x [0, T]
together with the boundary condition, then (A1) is a weak solution.
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Condition a) in Definition 4.1 means that %O’A : [0, 7] = Xo(curl, 2, 02¢) is
measurable, where Xy (curl, £2, 2¢) is the dual of Xy(curl, 2, 2c) with respect to the
pivot space X ({2, 2). Define the operators

(4.2a) i1 : X(2,00) — X(2,0¢),
A — oA,
(42b) fgl : X(Q, .Qc) — Rm,

A / x AdE,
Q
(4.2¢) Aqq: Xo(eurl, 2, 2c) — Xo(curl, 2, 2c),

A — (F > /Qu(', IV x All2)(VxA)-(VxF) df),

(4.2d) Ao R™ — X (02, ),
1 — X1,
(4.2e) Ao - R™ — R™,
i— RY?4,
and
E: X(2,00) xR™ — X(£2,0c) x R™,

(A,i) = (E;,E A By A),

A Xo(curl, 2, 2c) x R™ — Xo(curl, 2, 2c)" x R™,
(A7) = (=A11(A) + A8, — A A0, 1),

B R™ — Xy(curl, 2, 2c) x R™,
v — (0,v).

Then the coupled MQS system (3.1) can equivalently be written as an abstract
differential-algebraic system

(4.3) L Ex(t) = A(x(t) + Bu(t),  Eax(0) = Emx,

with the input u(t) = v(t), the state z(t) = (A(t),4(¢)), and the initial condition
zo = (Ap,0). Note that the operators E11, Eo21 (and thus also E), A1 and Aoy are
linear, whereas A4 (and thus also A) is nonlinear unless the reluctivity v is constant
with respect to the second argument.

Our aim is to derive existence, uniqueness and qualitative behavior of solutions
of the MQS system (3.1). The existence proof is more involved and is subject of
Section 6. The proof of uniqueness is by far more simple and is presented here in
Theorem 4.4 below. The essential ingredient is that the operator A;; is monotone
in some sense. This is subject of the subsequent lemma, which is a straightforward
consequence of Assumption 3.5 b)(iii), whence the proof is omitted, see [28] for details.

LEMMA 4.3. Let 2 C R3 be a bounded Lipschitz domain and let the operator A,
be defined as in (4.2c) with v satisfying Assumption 3.5 b)(iii). Then for all functions
Ay, Ay € Xo(curl, 2, 2¢), the operator Ay fulfills

(4.4) (A1 — A5, A1 (A1) — A1 (A2)) > my, |V x (A1 — As) 1720z

where m,, is the monotonicity constant of v.
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We now present the uniqueness result.

THEOREM 4.4 (Uniqueness of the solutions). Let 2 C R?® with subdomains Q¢
and 25 satisfy Assumption 3.1, and let X (02, 2c) be defined as in (3.3). Further, let
the initial and winding functions be as in Assumption 3.2 and the material parameters
as in Assumption 3.5. Let T > 0 be fized and let v € L2([0,T]; R™) be a given voltage.
Then the coupled MQS system (3.1) admits at most one weak solution (A, ) on [0,T].

Proof. Assume that (Ag, ), k = 1, 2, are two weak solutions of the coupled MQS
system (3.1). Consider the operators E;; and A;; as defined in (4.2). Note that A,
is the adjoint of Eq, that is, 4,5 = E5;, and that E],E,; : X(2,02c) — X(£2, Q)
and Ay, 45, : R™ — R™ are both self-adjoint and positive. Then

FENEnA®) = — A (A(h) + Egyin(0),
(4.5) SEnAR(E) = — App Anpin(t) + v(1),
£T1£11Ak(0) = ZilfllAO’
Fo1A,(0) =FE91 Ao

for k =1, 2. Resolving the second equation in (4.5) for
(4.6) i (t) = _%(ﬂ;2ﬂ22)71£2114k(t) + (,‘2[;2,‘2122)*11;(75)

and substituting it into the first one, we obtain, for k =1, 2,
(4.7)
%(Zilzll"_ E;(/qmﬂzz)_lfm)flk(t) = _/qll(Ak(t)) + le(/q22/qzz)_1”(t)~

Using (4.7) and Lemma 4.3, we obtain for 0 < tg <t < T that
(4.8)

/ <A1(7') — Az(7), %(Zil Eq + Z;1(/‘ZF2F2/'422)_1‘£21)(Al(7') - A2(T)>> dr

to

_ —/t (A1(7) — As(r), A1 (AL (1)) — Aui (As(r))) dr

< —my [ IV % (Ai(7) = Ao(7))[|Z2(ms) dT-

to

On the other hand, the self-adjointness of E},E,; and A5y 4,, together with the
product rule imply that
(4.9)

/ <A1(7') — Ay (1), %(fﬁ Eqq + f;l(ﬂ;2ﬂ22)_lle)(A1(7) - AQ(T))> dr

to

= %<A1(t) — As(t), (BN Eqy + B3y (A5nA0s) " Egy )(Ax(t) — Ax(t)))

=% [, 1410 - Axl3ac+ s [T - aamy o

%8 [ At~ Astto) B - 5 B2 [ T (Aut) — Astto) e[

2()@ 1]
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Since A; and A, satisfy the continuity properties in Definition 4.1 a), b) and the
initial conditions

(0A1)(0) = 0dAg = (0A2)(0),
T _ T _ T
/Qx A (0) dé = /Qx Aodg—/gx A,(0) de,

then taking the limit g — 0+, we obtain from (4.8) and (4.9) that

%C QC||A1(t)—A2(t)%df—k;HR—l/Q/QXT(Al(t)_AQ(t))dgHz

t
< =, [ 1V % (A1(r) = Aalr) oz dr < 0.

Since the left-hand side is nonnegative and the right-hand side is nonpositive, we
obtain that ||A1(t) - A2(t)||L2(Qc;]R3) =0 and ||V X (Al(t) - Ag(t))”Lz(Q;Ra) =0 for
almost all ¢ € [0,7]. Then the estimate (3.6) in Lemma 3.4 implies A;(t) = Aa(t)
for almost all ¢ € [0, T]. As a consequence, we obtain from (4.6) that 41 (t) = 42(t) for
almost all ¢ € [0, 7). This completes the proof. 0

5. The magnetic energy. Our existence and regularity results for the coupled
MQS model (3.1) rely on the observation that this model is a special instance of
a differential-algebraic gradient system. In this system, the magnetic energy plays
a central role. Therefore, in the following, we define the magnetic energy for the
coupled MQS system (3.1) and collect some of its properties.

First, however, we introduce some useful general concepts and notation.

DEFINITION 5.1. Let X and Z be Hilbert spaces, and let ¢ : X — R U {oo}
be a function with values in the extended real line. We call D(p) = ¢~ 1[0,00) the
effective domain of ¢, and we say that ¢ is proper, if its effective domain is nonempty.
The function ¢ is conver, if

Va,ze € X,A€[0,1] 1 p(Azy + (1 — Naz) < Ap(zr) + (1 — N)p(xs),

and it is lower semicontinuous, if for every A € R, the sublevel set ¢ 1[0, \] is closed
in X. We say that ¢ is coercive if for every A € R the sublevel set ¢ 1[0, \] is bounded.
Finally, given £ € L(X, Z), we say that ¢ is E-elliptic if there exists w € R such that
the shifted functional
Yo : X —>RU{oc0},
z = $lEz|% + ¢(2)

is convex and coercive.
The relation

p(z+Av) —p(x)

3@:{($,q)EX><X : 2€D(p) and )1\1{‘% 3

> (q,v)x for allveX}

on X is called subgradient of p. For x € X, we write

do(x) ={qe X : (x,q) € v},

and we call
D(0p) ={zx € X : Jq€ X such that (z,q) € Op}

the domain of the subgradient Jep.
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Now, starting from the magnetic reluctivity v as in Assumption 3.5 b), consider
the function ¥ : 2 X R>¢ — R>( defined by

I Ve
(51) 060 =5 | e Vo= [T ue o
0 0
Using this function, we further define the functional £ : X (§2, 2c) — RU {c0} by

/ IENY x A©)2)de if A € Xo(ewrl, 2, 2c),
0

00 else.

(5.2) E(A) =

Note that for the magnetic vector potential A, the function 9(¢, ||V x A(&,t)[|3) is the
magnetic energy density, and E describes the magnetic energy [10]. This is a special
kind of energy function in the sense that its effective domain D(E) = Xy (curl, £2, 2¢)
is a vector space, actually a Hilbert space with the natural inner product induced
from Hy(curl, £2).

In the following, we collect some properties of the magnetic energy, where we fur-
ther use the notions of Gdateaux differentiability and Gateauz derivative as introduced
in [29, Definition 4.5].

PROPOSITION 5.2 (Properties of the magnetic energy function). Let 2 C R? with
subdomains ¢ and 25 satisfy Assumption 3.1, and let X (§2, Q¢) and Xo(curl, 2, 2¢)
be as in (3.3) and (3.4), respectively. Further, let the material parameters satisfy
Assumption 3.5, let ¥ be as in (5.1), and let the magnetic energy E be defined as
in (5.2). Then the following statements hold:

a) For all A1, Ay € D(E),

|E(A1) —E’L(Az)l
< S IV x Asllz@ms) + 1V % Azllrziam) [V % (A1 = Ao) 22w,
where L, is the Lipschitz constant of v.
b) For all A € D(E),
my, Lu
(53) TNV X Al o) < B(A) < 2NV x Al oz

where m,, and L, are the monotonicity and Lipschitz constants of v.

c) If E is considered as a mapping from the Hilbert space Xo(curl, 2, 2¢) to R, then
E is Gateaux differentiable, and for all A € D(E) = Xo(curl, 2, £¢),
(5.4)

VF € Xo(curl, 2,02¢): (F,DE(A)) = / v( ||V x Al2) (Vx A)-(Vx F) dE,
Q

where DE(A) € Xo(curl, 2, 2c)" denotes the Gateaur derivative of E at A.
d) The magnetic energy E is conver and lower semicontinuous. Its effective domain

D(E) = Xo(curl, 2, 2¢) is dense in X (12, 2¢).
e) The subgradient of E is given by

OF = {(A,C) € X(2,00)x X(2,020) + A€ Xoleutl, 2, 2c) and
/ v( ||V x Al2) (Vx A)-(Vx F)d¢ :/ C-Fd¢
Q 0

for all F € Xo(curl, £, rzc)}.
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The subgradient OF is single-valued and its domain D(OF) is dense in X (12, 2¢c).
f) Let £ € L(X(£2,2c), X(2,02c) x R™) be defined as

(5.5) A= (VoA R [ Ta).

0

where R~1/% denotes the inverse of the principal square root of R. Then E is
E-elliptic.

Proof. a) Let Ay, Ay € D(E). Then using (3.7) and the Cauchy-Schwarz in-
equality, we obtain

E(A,) — E(Ay)|
IVxAL(&)l2 IVxA2(E)l2
< /Q /0 v(€,0)Cd¢ /0 V€, Q)¢ dC

IVxA1(&)l2
- /Q /| V(€,C)CdC

VxA2(8)]2
< LV/
2

IV xAL(&)l]2
/l ¢d¢
Ly
=5 [ IV x 4@ =17 x A1 o

dg

dg

dg

VxA2(8)ll2

= 5[ (I A+ 9% Ax(O 1) 1V Ax(€) o= [V % Ax(©)]: | a¢

<z /Q<||v X Ar(©)ll2 + [V x A2(&)]12) IV x (A1(6) — A2(6))]|2 ¢
L,
2

IN

(”V X A1||L2(Q;R3) + ||V X A2||L2(Q;R3)) ||V X (A1 - A2)||L2(Q;]R3)-

b) This statement follows immediately from (3.7).

¢) The proof of this assertion is perhaps tedious but elementary; it mainly relies
on the differentiability of ¥ and growth estimates of v (compare with (3.7)). We omit
the details.

d) By assumption, for almost every ¢ € {2, the function ¢ — v(&,{)( is positive
and increasing on R>(. As a consequence, by definition of ¥, for almost every ¢ € {2,
the function g — Y(&, 0?) is increasing and convex on R>. Using these properties and
the triangle inequality for the norm, we can easily show the convexity of E. Indeed,
for all Ay, Ay € D(E) and all A € [0, 1], we have

EOA, +(1—)\)Ay) = /Q (E IV % (VAL (E) + (1 — ) As(6))]2) de
< /Q (E IV x A1 ()2 + (1= NIV x Ag(E)]2)?) de

< /{2(/\19(5, IV x AL(©)]I5) + (1 = MI(E, IV x Az(§)]13)) dE
= AE(A1) + (1 — \)E(Ay).

In order to prove lower semicontinuity of E, let A € R. From assertion a), or
alternatively from c), we see that the magnetic energy is continuous as a map-
ping from the Hilbert space Xg(curl, 2, 2¢) to R, and, therefore, the sublevel set
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{A € X(2,0c) | E(A) + ||Al|72(q.ps) < A} is closed in that space. By convexity
of E, this set is also convex, and hence, by Mazur’s theorem, this set is weakly closed.
Further, by (5.3), the sublevel set is bounded in Xy (curl, 2, f2c), and hence, since
every Hilbert space is reflexive, it is weakly compact. By continuity of the embed-
ding of Xg(curl, 2, ) into X ({2, £2¢), it follows that this sublevel set is also weakly
compact in the latter space, and then it is necessarily norm closed there. We have
thus proved that the mapping A — E(A) + HAH%Q(Q;RB) is lower semicontinuous on

X (92, 0¢). Since |- ||2L2(Q;R3) is continuous on that space, it follows that the magnetic
energy itself is lower semicontinuous. The fact that E is densely defined follows from
Lemma 3.4.

Assertion e) is a direct consequence of the definition of the subgradient, the fact
that the effective domain of E is a linear space, and from assertion c). By [4, Propo-
sition 1.6], D(OF) and D(F) have the same closure, and hence the subgradient is
densely defined, too.

f) Let Z = X(£2,02c) x R™ and let £ € L(X(£2,2¢),Z) be as in (5.5). First,
note that £ is well-defined, since by Assumption 3.5 ¢) the matrix R is symmetric
and positive definite. In order to prove that F is E-elliptic, we show that the shifted
functional

E,: X(£2,02:) = RsoU {0},
A~ ZEA|L + E(A)
is convex and coercive for all w > 0. Convexity follows from the fact that E,, is the
sum of two convex functions. To show coercivity, we use Lemma 3.4, which states
that there exists some Lo > 0 such that (3.6) holds for all A € D(E). Further, by
using (5.3), we obtain

w
E.(A) =B(A4) + S[EA]3

woc w _ 2
—B(4)+ %3¢ [ adgsgar [ A
Q¢ N 2

m woc
> 7D IV x All72(qms) + T”AH%Z(QC;JRS)

> || All72 (oms)
with ¢ = min{m,,,woc}/(2L¢). This implies the coercivity of E,,. O

6. On a class of abstract differential-algebraic gradient systems. In this
section, we study the solvability of an abstract differential-algebraic gradient system

(6.1) E f(t)—ErLEa(t) € 0p(x(t), Ex(0+) = 20,

where £ € L(X,Z), X and Z are Hilbert spaces, f € L*([0,T],Z), ¢ is a densely
defined, convex, lower semicontinuous and E-elliptic functional with a subgradient
Op, and zp € Z. We present an extension of some results from [4,5] to this more
general class of gradient systems, which will be useful in establishing the existence of
solutions of the MQS system (3.1).

We start by proving an auxiliary lemma providing the concept of £-subgradients.

LEMMA 6.1. Let X and Z be Hilbert spaces, and let € € L(X,Z) have a dense
range. Assume that the functional p : X — RU{oo} is densely defined, convez, lower
semicontinuous and E-elliptic with a subgradient Op. Define the functional

e 4 — R,

(6.2) inf :
S aceél'{ll{z} @(l‘)



ANALYSIS OF A COUPLED MQS. PART I 15

Then D(pg) = ED(p), and pg is densely defined, convex and lower semicontinuous.
Its subgradient is given by

6<pg={(z,g)EZ><Z : Jx € D(p) such that Ex = z and
i P&+ A0) — p(2)
AN

> (g,€v)z for allv € X}.

In particular, (z,9) € Opg if and only if there exists (x,q) € d¢ such that Ex = z,
&g =q, and p(x) = pe(2).

Proof. The statement is, except for the assertion on the density of the domain
of pg, proven in [6, Theorem 2.9]. The density of the domain of ¢¢ can be inferred
from the identity D(pg) = ED(p), the assumption that ¢ is densely defined and by
employing the property that £ has a dense range. ]

Next, we prove the existence and regularity properties of solutions of the abstract
differential-algebraic gradient system (6.1). Note that the initial value in (6.1) is only
in the closure of the range of £, and that the initial condition is to be understood to
hold for the continuous representative of £x.

THEOREM 6.2. Let X and Z be Hilbert spaces, let £ € L(X,Z), and let 7 C 7 be
the closure of the range of £. Furthermore, let ¢ : X — RU{oo} be a densely defined,
convez, lower semicontinuous and E-elliptic functional with subgradient Op. Then for
every T >0, f € L*([0,T); Z) and 29 € Z, the abstract differential-algebraic gradient
system (6.1) admits a solution x : [0,T] — X in the following sense:

a) Ex € C([0,T);Z) N HL.((0,T); Z) and Ex(04) = zo,
b) x(t) € D(Op) and the differential inclusion in (6.1) hold for almost all t € [0,T].
This solution has the following properties:

(6.3) (t = @(=(t))) € L*([0,T]) N Wi (0, T)),
(6.4) (t = to(a(t)) € L=([0, TY),
(6.5) (t s t/2dEx(t)) € L2([0,T); 2),

and for almost all 0 < tqg <t; <T

66)  pla(t) - plx(te) = / f(r), L))z dr — / g (r)|2 dr.

to to

If, further, yo € ED(y), then

(6.7) (t = p(x(t)) e WH([0,T7),
(6.8) Ex e HY([0,T]; 2),

and the identity (6.6) holds for all 0 <ty <t; <T.

Before proving this result, we note that, except for the relation (6.4), a proof of
Theorem 6.2 for the special case X = Z and £ = I can be found in [5, Théoreme 3.6,
p.72] or [4, Theorem 4.11 & Lemma 4.4]. These results for £ = I are indeed the basis
for our proof of Theorem 6.2.

Proof. Since Z C Z is the closure of the range of £, then £ : X — Z has dense
range, and Lemma 6.1 implies that the functional ¢ : Z — R U {oo} in (6.2) is
densely defined, convex and lower semicontinuous. Further, let IT € £(Z) be the
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orthogonal projection onto Z. Then IIf € L2([0,T); Z), and, by [5, Théoreme 3.6,
p.72] or [4, Theorem 4.11], the gradient system

(6.9) I f(t) — §2(t) € dpe(2(t), 2(0) =2

admits a unique solution z € C’([O, T); Z) NHL.((0,T7; Z) in the sense that z(0) = z,
2(t) € D(pg) and the differential inclusion in (6.9) hold for almost all ¢ € [0,T].
Moreover, this solution has the following properties:

(6.10) (t = pe(=(t)) € L ([0, T1),

(6.11) (t — 124 2(1)) € L*([0,T); Z).

The fact that the differential inclusion (6.9) holds for almost all ¢ € [0, T is equivalent
to saying that for almost all ¢ € [0, 17,

(2(0), T f(t) = §2(1)) € Ope.

Then, by Lemma 6.1, there exist functlons x, w: [0,T] — X such that, for almost all
t€[0,T), (z(t),w(t )) € 6<,0, Ex(t) = z(t) and w(t) = EXIIf(t) — £*L2(t). In partic-
ular, £z = z € C([0,T); Z) N H _((0,T; Z), that is, z is a continuous representative
of £z, and therefore £x(0+) = lim;—,04 Ex(t) = lim;,04 2(t) = 2zp. In addition, by
using that I1€ = & together with IT = IT* implies £* = £*II, we have
EXf(t)—E LEx(t) = E M f(t) — E LEx(t)
= EIf(t) — £ Ga(t) = w(t) € dp(x(1)),

that is, a) and b) hold. Moreover, (6.11) implies (6.5). Using Lemma 6.1, we obtain
(6.12) we(2(t)) = p(x(t)) for almost all ¢ € [0,T],
and then (6.10) leads to (¢ — ¢(z(t))) € L*([0,T7]). An application of [5, Lemme 3.3,
p.73] or [4, Lemma 4.4] gives (t — ¢g(2(1))) € Wﬁjcl((o T]), whence (6.12) implies
(t — p(x(t))) € W21 ((0,T7), which shows (6.3).

In order to prove (6.6), recall that the property z € HIOC((O T); Z) together
with [4, Lemma 4.4] implies that the weak derivative of (¢ — @g(2(t))) fulfills

%gpg(z(t)) <Hf( ), 57 (t)>Z — H%z(t)”z for almost all ¢ € [0, T].
Then, for 0 < tg < ¢; < T, an integration over [tg, t1] gives
t1
2
cex(t) = pe(atto)) = | (T1F). 2, = | =t ar
0

Using the equality £z = z, (6.12) and the self-adjointness of IT, we obtain (6.6).
For the proof of (6.4), let t € (0,T]. Then (6.6) together with Young’s inequality
[1, p. 53] leads to

T

T
toalt) =telalT) +1 [ IEa@Gar—t [ (7). e zar
T T
<tem)+t [ lEeamlzar+ s [ (e +170l) i
T
<o)+ 3 [ I geaigars S [ e e

3 T
<o)+ 3 [ I gemigar st [ e



ANALYSIS OF A COUPLED MQS. PART I 17

As the latter expression is independent of ¢ and finite by f € L%([0,7T]; Z) and the
already proved relation (6.5), we obtain (6.4).

It remains to prove the statements under the additional assumption that the
initial value fulfills zo € ED(p) or, by Lemma 6.1, zg € D(pg). Then we can apply [4,
Theorem 4.11] to obtain that the solution z of (6.9) fulfills

(6.13) (t = pe(2(t))) e Wh1([0,T7),
(6.14) zeH'Y([0,T); Z).

Then £x = z together with (6.12), (6.13) and (6.14) implies (6.7) and (6.8). The
statement that the identity (6.6) further holds for all 0 < ¢3 < t; < T can be
concluded from (6.13) and the argumentation of the proof of (6.6) in the case to > 0.0

REMARK 6.3. In numerical analysis of finite-dimensional differential-algebraic
equations, the notion of (differentiation) index plays a fundamental role [13, 14].
That is, the number of differentiations needed until an ordinary differential equation
is obtained. Though there exist several attempts to generalize the index to infinite-
dimensional differential-algebraic equations [19-21,25,26], these approaches have in
common that they are applicable to a rather limited class, which in general excludes
equations of type (6.1) even when Oy is linear and single-valued. On the other hand,
system (6.1) has intrinsic properties which are - in the finite-dimensional case - only
fulfilled by differential-algebraic equations with index at most one. Namely, it fol-
lows from [14, Theorem 3.53] that a finite-dimensional differential-algebraic equation
of type %Zm = a(t,z) with E € R™*™ has index at most one if and only if for any
xog € R™, there exists a solution which fulfills the initial condition Ex(0) = Exg. Note
that, by Theorem 6.2, system (6.1) has this property of unrestricted initializability.

Now let us apply Theorem 6.2 to the following special differential-algebraic gra-
dient system

E;lxz(t) — £T1%£11$1

—~

t) € 9p(z1(1)),

(6.15) Az Agga(t) + %1321331(2?) =u(t),
E1121(0+) = 21,0,
Z:211'1(0"‘) =220

with a given function u : [0,7] — U and given initial values 219 € Y, 229 € U.
In the subsequent section, we show that, by involving the magnetic energy and its
subgradient, the coupled MQS system (3.1) fits into this abstract framework, and we
apply our results for (6.15) to prove the existence of solutions together with some
further regularity results.

The following corollary establishes the existence result for system (6.15).

COROLLARY 6.4. Let X, Y and U be Hilbert spaces and let Asy € L(U) have

a bounded inverse, E11 € L(X,Y), Ea1 € L(X,U), and ¢ : X — RU{o0} be densely
defined, convez, lower semicontinuous and E-elliptic for £ € L(X,Y x U) given by

(6.16) Ex = (Enz, Ayy Enrz).

Further, let T > 0, u € L*([0,T);U) and (21,0, 22,0) belong to the closure of the range
of £ in'Y x U. Then the abstract differential-algebraic gradient system (6.15) has
a solution (x1,x2) : [0,T] = X x U in the following sense:

a) £111171 € C([O,T], Y) n Hlloc((O’T]; Y) and Z11$1(0+) = 21,0,
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b) 1:211'1 S C([O, T], U) N Hlloc

c) w3 € L?oc((O’T]a U);

d) z1(t) € D(0¢), and the differential inclusion as well as the differential equation in
(6.15) are satisfied for almost all t € [0,T].

This solution has the following propertieS'

((0,T);U) and Eo121(0+) = 29,05

(6.17) loc
(6.18) (t = to(zi(1))) GL""([, 1I),
(6.19) (t s Y2 L Eyya (1)) € LX([0,T);Y),
(6.20) (t = /2 S Eoya4(t)) € L*([0,T];U),
(6.21) (t = t"225(t)) € L2([0,T]; U),

and for all 0 <tog <t; <T,

(622)  plar(t) — plar(te) = / a(r), u(r))y dr — / A pa(r)|2 dr

to tO
t1
- [ I Eun @l o
to

If, further, (1,0, Asy ' 0) € ED(p), then

(6.23) (t = (a1 (t)) e WH([0,T]),
(6.24) Enay € H([0,T];Y),
(6.25) Enar € H'([0,T];U),
(6.26) z9 € L*([0,T): U),

and the identity (6.22) holds for all 0 < tg <t; <T.

Proof. Let £ € L(X,Y x U) be as in (6.16). By the assumption, the functional
@ is E-elliptic. Consider the function
(6.27) f=(0,45u) € L*([0,T};Y x U).

Theorem 6.2 implies that the abstract differential-algebraic gradient system (6.1) with
£ as in (6.16) and 2y = (210,45 22,0) has a solution z : [0,7] — X in the sense that
Ex € C([0,T; Y xU)NHLE ((0,T); Y xU), Ex(0+) = (21,0, Ags 22,0), and z(t) € D(9p)
and the differential inclusion in (6.1) hold for almost all ¢ € [0, T.

We now consider (z1,z2) : [0,T7] — X x U with

x1(t) =x(t),
a(t) = (A ) Ay (ul(t) — S Ep(t)).

Then the above properties of x imply that Ey121 : [0,7] = Y and Eoy2 : [0,T] = U
are continuous with E1121(04) = 210, E2121(0+) = 22,0, E1121 € Hlloc((07T], Y),
Eorz1 € HL ((0,T),U) and x5 € LIOC((O, T),U). Furthermore, for almost all ¢ € [0, T
x1(t) € D(0p) and

Z;1352(15) - f;%fnﬂh( )

(6.28)

)

( 28 — *

E E21(/{2122) 2221 (U(t) - %leﬂﬁ(t)) — £11%f11$(t)
(616) fu i oud _
S8 £ f(0) — £ Ealt) € Dpla(t) = Dl (1),

(6.28)

ﬂ22ﬂ32$2(t)+%£211}1(t) = U(t)
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So far, we have proven that (x1,xz9) fulfills a)-d). Since, by Theorem 6.2, x satisfies
(6.3)—(6.5), we obtain from (6.16) and (6.28) that (6.17)—(6.21) hold. Moreover, for
a110<t0§t1§T,

(a1 (t)— (a1 (to) "2 p(a(tr)) — (@ (to))

t1
(() 6)
/ o), Lea(r >>YXUdT—/ | &E(r)lE sy dr
to to

(6.16)
o d
&(627)/t0 22“ 22 - Earz(r )>U T

-1
—/ Il Eua (DY + 1Az £ Ena(n)|f dr

to

. t1
(©.28) / (Aztu(r), Agtu(r) — Aoyas(r)), dr
' h * 2
—/t ||(%_£11£E1(T)HY+||/‘422U .54221'2(7')”[](31’7'
— [ WA DI - Apsea(r) A5 )y = | Bpn () o

t1
~ [N Enn O + 12 )} -2 Ayra(r), A u(r)  dr

to

tl tl
:/t (xa(7), u(r)), dr */t | Ao (r)]2 dr */t | L Eyy ()] dr
0 0

Thus, (6.22) is fulfilled.

If, further, (210,455 220) € ED(y), then Theorem 6.2 yields (6.7) and (6.8),
whence (6.28) leads to (6.23)—(6.26). The identity (6.22) for all 0 < to <¢; < T can
be concluded from the corresponding statement in Theorem 6.2 and the argumentation
of the proof of (6.22). |

REMARK 6.5.

a) The additional features of the solution of system (6.15) in the case where
(21,0, Ags 20.0) € ED(p) are guaranteed if and only if (21,0, Ay 220) = Exo for
some xo € D(p) + (ker E11 Nker Eay).

b) Loosely speaking, Corollary 6./ states that Eq1x1 and Eoixy are differentiable
almost everywhere on the open interval (0,00), and this for every choice of initial
values in the closure of the range of £. This regularization effect occurs in the
theory of linear semigroups in the case of differentiable semigroups or, in particular,
in the case of analytic semigroups. In other words, in the theory of linear abstract
ordinary differential equations of type &(t)+Ax(t) = f(t), this phenomenon occurs,
for example, if the operator A is densely defined and sectorial [8, Chapter II.4]. If
system (6.15) is linear (equivalently, ¢ is a quadratic functional), then by a careful
inspection of the proofs of Lemma 6.1 and Corollary 6.4, it can be seen that the
dynamics of (6.15) is governed by a nonnegative and self-adjoint linear operator 4.
Such an operator is sectorial, whence the associated abstract ordinary differential
equation has the aforementioned smoothing property.

¢) Note that we have not proven the measurability of the solution (r1,x2) of (6.15),
but only measurability of the functions t — %anl(t), t— %Zzlxl(t), t — xo(t)
and, if additionally O¢ is a function, t — dp(x(t)). To prove measurability of o,
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some additional assumptions have to be imposed. As compositions of continuous
and measurable functions are measurable, such an assumption guaranteeing mea-
surability of x1 can be, for instance, that the mapping (E11x1, Eo121, 0p(x1)) — 21
is well-defined in some sense and moreover continuous. Such an argument is used
in the forthcoming section, where we study the solvability of the coupled MQS sys-
tem (3.1).

7. Back to the coupled MQS system: existence and regularity of so-
lutions. Having developed the framework on abstract differential-algebraic gradient
systems, we are now ready to prove the main result of this paper, namely the ex-
istence of solutions to the coupled MQS system (3.1). A key ingredient is that, by
Proposition 5.2 e), the second summand in the equation (3.1a) of the coupled MQS is
the subgradient of the magnetic energy E as defined in (5.2).

THEOREM 7.1 (Existence, uniqueness and regularity of solutions to the coupled
MQS system). Let 2 C R3 with subdomains ¢ and §2; satisfy Assumption 3.1,
and let X(92,02c) and Xo(curl, £2, 2¢) be defined as in (3.3) and (3.4), respectively.
Further, let the initial and winding functions be as in Assumption 3.2 and the material
parameters as in Assumption 3.5. Let T > 0 be fized and v € L*([0,T);R™). Then
the coupled MQS system (3.1) admits a unique weak solution (A,%) on [0,T)] in the
sense of Definition 4.1. This solution has the following properties:

(7.1) (£ t1/2i(aA(t))) € L2([0,T); X (2, 2c)),
(7.2) (t 124 ) e L*([0, T); R™),

(7.3) (thW (V x A(t ) e ([0, T); X (2, 2c)),
(7.4) (thl/Q ) e L2([0, T|; R™),

(7.5) (thW v(, |V x A()[2)V x A(t ) e L2([0,T); H(curl, 2)).
For almost all t € [0,T],

(7.6) 5 (A1) +V x (v, [V x A(t)[2)V x A(t)) = x (1),
(7.7) 4 ; xTA(t)dE + Ri(t) = v(t).

If, moreover, Ay € Xo(curl, 2, 2c), then the solution fulfills

(7.8) V x AcL®(0,T]; X(£2,2)),
(7.9) oA € HY([0,T); X(2, 2c)),
(7.10) / x'Ad¢ € HY([0,T];R™),

2
(7.11) i € L*([0,T);R™).

Proof. Step 1: First, we verify that, by taking the spaces X =Y = X (42, {2¢) and
U = R™, the operators Eq1 : X(£2,2c) — X(£2,0¢c), E12 : X(2,2c) — R™ and
Aaz : R™ — R™ defined in (4.2) and the functional ¢ = F with the magnetic energy E
as in (5.2) fulfill the assumptions of Corollary 6.4. It follows from Proposition 5.2 that
E: X — RsgU{oo} is densely defined, convex, lower semicontinuous and &-elliptic
for £ € L(X(2,020),X(2,0c) x R™) as in (6.16).
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Step 2: By using the representation of F from Proposition 5.2 e), we conclude
from Corollary 6.4 that there exists a function (A, %) : [0,7] — X (82, 2c) x R™ with
the following properties, by respectively referring to a)-d) in Corollary 6.4:

a) cA € C([0,T); X(2,02c))NHL.((0,T); X (2, 2¢)) and 0 A(0) = 0 Ao;

b) [ox"Ad¢ e C(0,T;R™) N HL((0,T];R™) and [, xTA(0)d¢ = [, x " Ag d&;

c) i€ Li (0, T];R™);

d) v(,, ||V x A(t)]]2)V x A(t) € H(curl, 2), and the equations (7.6) and (7.7) hold
for almost all ¢ € [0, T7.

Step 3: We show that (A, 1) is a weak solution of the coupled MQS system (3.1)
in the sense of Definition 4.1. By using the results from Step 2, it remains to prove
that

(i) A € L3([0,T], Xo(curl, 2, 2¢)), and
(i) for all F € Xo(curl, £2, 2c), equations (4.1) are fulfilled for almost all ¢ € [0, T1.
Statement (ii) is a simple consequence of d), that is, equations (7.6) and (7.7), and
the integration by parts formula (2.1).
In order to prove (i), first note that by the properties a) and c) above,

i (0A), X3 € Lo (0, T]: X (12, 0c)).
Hence, by property d) (more precisely, by equation (7.6)),
(7.12) IE(A) =V x (v(+, |V x Al|2)V x A) € L, (0, T]; X (£2, 2c)).

Second, let the operator A;; be defined as in (4.2¢). Note that A4;; = JF on
D(OFE). By the estimates (3.6) and (4.4) from Lemmas 3.4 and 4.3, respectively,
for all Ay, Ay € Xo(curl, 2, 20),

||A1 - Az”?f(curl,ﬂ) = ||A1 - AQH%?(Q;R?’) + ||V X (Al — AQ)H%Q(Q;]RS)
< % ”U(Al - AQ)”%?(Q;RB) + (LC + l)HV X (Al — A2||%2(Q;R3)
% lo (A1 = As)l[72(oms) + Z57 (A1 — Az, A11 (A1) — A11(Az))
8 llo(As — Aoz o)
+ L’r(;‘li—i_l ”Al - AQ”H(curl,Q)”/qll(Al) — ‘qll(AQ)”Xo(curl,Q,Qc)’-

This inequality combined with Young’s inequality implies that there is a constant
C > 0 such that, for all Ay, Ay € Xo(curl, 2, 2¢),
(7.13)

[ A1 = Az curt,0) < C (||U(A1_A2)||2L2(Q;R3)+ H/qll(Al)—f‘lu(A2)||§<0(cur1,9,gc)f)-
In other words, the mapping

Xo(curl, 2, 2c) — X (02, 2c) x Xo(curl, 2, 2c),
A (UA,/‘lel(A))

IN

IA

has a Lipschitz continuous inverse defined on the range of the above mapping. Thus,
the continuity of 0 A with values in X ({2, 2¢) and (7.12) imply

A€ L3 ((0,T]; Xo(curl, 2, 2¢)).

loc

However, since the mapping ¢t — E(A(t)) is integrable on [0, T] by Corollary 6.4, and
by the estimate (5.3), we have V x A € L2([0,T]; X (£2, £2c)). This, the continuity of
oA with values in X ({2, {2¢) and Lemma 3.4 actually imply the stronger statement

A € L*([0,T); Xo(curl, 2, 2¢)),
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which is property (i) above.

Step 4: Next, we prove (7.1)-(7.5). By using Step 1, (7.1), (7.2) and (7.4) are,
respectively, consequences of (6.19), (6.20) and (6.21) in Corollary 6.4. Further, by
invoking (5.3) again, we see that (6.18) implies (7.3). The remaining relation (7.5)
can be verified as follows. Using (3.7), we obtain that v(-, ||V x A||2) is essentially
bounded. This together with (7.3) yields that (£ — t/2v(-, |V x A(t)[2)V x A(t)) €
L3([0,T); L%(£2;R?)). Since, moreover, by (7.6), we have

Vx (@, IV x A@)[2)V x A(t)) = =& (A1) + xi(t),
the relations (7.1) and (7.4) lead to

(t 5 Y2V % (-, ||V x A(t)]2)V x A(t)) e L2([0, T); L*(2; R3)),

whence (7.5) holds.

Step 5: Finally, we show that (7.8)-(7.11) hold, if the initial value addition-
ally fulfills Ay € Xo(curl, 2, 2c) = D(E). The statements (7.9)-(7.11) can be
proven analogously to the results in Step 4 by invoking (6.24)-(6.26) in Corollary 6.4.
To prove (7.8), we first make use of Corollary 6.4 which implies, via (6.23), that
(t — E(A(t))) € WH1([0,T]) and, hence, (t — E(A(t))) € L>([0,T]). This, together
with (5.3), yields that ||V x A(t)[|12(o;rs) is essentially bounded. d

REMARK 7.2. As mentioned in the introduction, linear coupled MQS systems with
v being independent of A have been studied in [15], where it has additionally been
assumed that the non-conducting subdomain € is connected. In the language of
Assumption 3.1, this means that ¢ = 0 and 21 = {21 exy. Further, it has been seeked
for solutions in which the magnetic vector potential evolves in the space

Y(2) = {F € Hy(curl, 2) N Ly(div=0, 20 U 2;R?) : (Flg, -n,1)12(r,.,) = 0}.

Hereby, F|QI-n stands for the normal boundary trace of the restriction of F to
the non-conducting domain (this normal boundary trace is well-defined by [9, Theo-
rem 1.2.5] and the fact that F has a weak divergence V - F € L?(Q)). Note that the
space Y (£2) coincides with our space Xo(curl, 2, 2) under the assumption in [15] that
the non-conducting subdomain is connected. To see that Y (£2) C Xo(curl, 2, 2¢), let
€ HY(Q) with Yy, = Cext for some cexy € R. Then, by using integration by parts
with the weak divergence, we obtain for all F' € Y ({2) that

(Vi, F)p2irsy = —(0, V- F) ey + (Flg, n, ¥ )2 + (Flg, 1, ¥ )r20)

V-
——
=0 =Cext =0

= Cext<F|QI -n, 1>L2(cht) =0.

Hence, F € X (82, {)c), and, by Y (§2) C Ho(curl, 2), we obtain F € Xy(curl, 2, 2c).
On the other hand, if F € Xo(curl, 2, 2c), then F € L*(div =0, 2c U 21;R3) by
(3.5). To prove that F' € Y (£2), it remains to show that the integral of the normal
trace of F|g, over Tex; vanishes. To see this, let ¢ € Hy(Q) be such that Yo, =1
(which exists by ¢ C 2). Then Vi € G(Q,Qc), and, by further invoking that V1)
vanishes on Q¢, we obtain

0=(VY, F)r2qps) = (VI, F) L2, m9)

= -V 'OF>L2(QI) +(Flg, 1 ¥ e, +(Flg, 1 ¥ )r2o0)
= =1 =0
=(Flg, " 1)r2r.,.)-
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Existence of a solution A € L*([0,T];Y(2)) with cA € WHL([0,T]; Y (2)') is shown
in [15, Corollary 3.13]. For the case where the voltage and initial value additionally
fulfill v € HY([0,T);R™) and Ay € Ho(curl,Q) with vV x Ag € H(curl, 2), it is
proven in [15, Theorem 3.11] that A € H'([0,T]; Ho(curl, £2)).

8. Conclusion. We have considered a quasilinear MQS approximation of Max-

well’s equations, which is furthermore coupled with an integral equation. By employ-
ing the magnetic energy, this system can be reformulated as an abstract differential-
algebraic equation involving a subgradient. For this class of equations, we have de-
veloped novel well-posedness and regularity results which we have then applied to the
coupled MQS system.

4]

(5]

(6]

(7]

(8]
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