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Abstract

This paper describes the DESY implementation of a 370/E basad data
processing system.

The 370/E was designed at the Weizmann Institute in Israel by a team led by
Hanoch Brafman and emulates an IBM 370/168 mainframe computer. This system
can process large megabyte sized programs with a speed approximately 1/4
that of an IBM 3081D mainframe.

Four processors are connected via PADAC interfaces to the TBM, NORD, VAKX or
TMS9900.

Introduction

There 1is an increasing demand for computer power in high energy physics, In
the era ¢of the forthcoming accelerators a data production rate of 400 tapes
per day is estimated. All these data have to be analysed and compared with
theoretical predicticns.

People designing accelerators need computers to simulate the beam optics.
These programs are aot I/0 intensive and need a let of number crunching
power . In order to support physicists with cheap and IBM compatible computer
power the 370/E emulator has been developed at the Weizmann Institute by H.
Bratman (Ref.l). Emulation is defined as "the desire te equal or surpass a
rival”., In this sense the 370/E is a computer which from the user's point of
wiew is indistinguishable from an IBM 370.

In high energy physics the term emulator has become associated with the SLAC
168/E which was designed by P. Kunz {Ref. 2). The 168/E was a successful
product and many systems have been built. However, the 168/E with its
limited access and separated memory for data and instructions could not run
all programs without considerable user involvement. Especially formatted I/0
was painful and normally net used.

The advantage of the 3I70/E is 1its architectural similacity to the IBM
architecture. A combined memory for data and instructions is used and the
IBM instructions are emulated directly, Therefore one does not need to
translate the programs befeore running them on the emulator. One only has to
link the program together with the 370/E system and the FORTRAN I/0 routines
and download it. The price of the processcr is 45 kDM with a 2 Mbyte memory.
Approximately 23 processcrs are in operation in High Energy Physics (Ref. 1)
so far. A new version which is 20% faster has been completed at the Weizmann
Institute.
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Descripticn

The main components of the 370/E are shown in Fig. 1. The 370/E consists of
14 boards with the dimensions 39.4cm *  23.5¢m. The whole processor
therefore fits into a box of a typical crate size 45cm * 30cm * 40cm.

The arithmetic and logic unit is divided into five parts . An integer CPU, a
dedicated multiplier, twc floating peint boards and a control unit. The
eight memory boards may contain up to 2 Mbytes of memory. If desired the
backplane can be easily increased te give space for 4 Mbytes. From the
address space peoint of view the processer can be equipped with 16 Mbytes of
memory .

Connecticons to Hest Computers

In ocur application the 370/E has no I/0 devices. It is controlled by a host
computer. At DESY an interface has been built for PADAC which allows a
connection of the 370/E to a NORD 10, NORD 100, VAX, PDP 11, TMS9900 or
N532016.,

The transfer rates without DMA satup time are 1.25 usec/byte to a
NORDLOOQ/Emulator, 1.5 usec/byte to a VAX and 1.57 jsec/byte to a TMS9900. Of
the wvariety of possible connactions we describe here only two alternatives,
an online and an offline application.

Online Application

Fig. 2 sheows a typical online application. At the beginning of a data taking
run a prepared load module and the latest constants are transterred from the
IBM via the online net to the online computer (NORD, VAK, PDPLL) which then
loads the program into the 370/E. The constants are stored on local disks.
The emulator is then started and gets first the constants and atterwards the
experiment’'s data as they are read out by the online compubter. Due to the
double buffering in the I/C system the processor can analyse the first event
while the second event is read in. From the programmer's point of view one
only has to read an event with READ(L,END=4)[, (IEVNT(I),I=1,L) and output it
with a WRITE(2},.. statement. All errcr messages and run summaries can be
transferred to the online computer via a WRITE(6,...) and printed there. At
the end of a run an end-of-file is generated which will close all files and
halt the processor,

Offline Application

Fig., 3 shows the offline application. The user sits at the IBM terminal ang
the 370/E 1is connected to the IBM via the online net and a TMS9900
microprecessor. To  the user, the 370/ looks like an attached processor to
the IBM although it is 300m away f{rom the computer center. The TMS9900 acts
as a host, checks the connection to the IBM and to the 370/E and looks every
2 minutes at the jobqueue on the T8M to determine whether or not a job has
been submitted. The program in the TM$99GO runs for ever and only needs



restarting in case of a power failure. The user who wants to submit a job
sits in front of an IBM terminal in his Kknown environment, We assume that a
big program which has already been developed by several pecple should run on
the 370/E., The following steps are then needed :

a)-Prepare a Load Module

The load module is built by the I8M linkage editor. This can be performed in
different ways: One can use the LEED procedure under NEWLIB which must load
the 370/E system first and afterwards all user’'s programs

or
one can run a small batch job which links all routines and libraries. Fig.
4 shows an example of such 2 job.

b) Allocate all Files

All files which should be accessed by the 370/E must reside on disks. In
addition one has to create a file LISTFILE which will contain the printoub
of the 370/E.

c} Prepare Job Control Cards

As in all IBM jobs one has to inform the system of the files which should be
opened for each unit., Also the name of the load medule and the time limit
must be given. The job control file is stored in the user's library. Fig,
5 gives an example.

d) Submit job

In order to submit a job the user must give the submit command $S370 or CALL
'TASSOL.LIBRARY (SUBM370E}' and must type the names ¢f the file coataining
the job control information (i.E, TASSQL.SQURCE(JCL370) . The job is now
placed intc the jobgueue and will be executed later tFig, &},

e) Check Jobstatus

With the command J370 or CALL 'TASSCL.LIBRARY:(JOBSI70FE:' the user zets a
list of the last 16 jobs in the 370/E. He can estimate how ilong he has to
wait before the job will be started (Fig. 7). If the job is ruaning he may
cancel the job by the CANCEL command or may look at the printout by LIST
"TASSCL.LIST37CE.

The 370/E Operating System

The operating system of the DESY 370/E is adapted to our aeeds and
envirenment. Only a single user runs on the processor at one time. We do not
support any multitasking, The processor is connected to an 18M and should
suppore ali I/70 facilities the wuser normally gets on the mainframe like
sequential READ, WRITE, REWIND, direct access READ, WRITE, FIND and full
support  in case of errors iike divide check or negative SQRT. In grder to
get this service all programs derng iaput7output must he written in
FORTRAN IV or FORTRAN 77 and must be compiied by the IBM compiler,

The layout of the operating system is shown in fig. 8. The firs: iocaci
are fixed and allocated to crogram status words @ PSW sy and channel addr

(CAW) and channel status words {CSW's) as in the IBM 370, The first word
contains the PSW for initial program load (IFL) te start the program. The
section for unsupported operation code contains routines to simulate some
instructions which are not implemented in the hardware like move character
long MVCL or CLCL, For REAL*16 operations one can load a simulation package
(IEAXPALL) from the system link library (SYSL.LINKLIB) to which control is
transferred,
The supervisor call handler <{(SVC) supports the following IBM supervisor
calls:
SVC 3, EXIT, to terminate a task
SVC 4, GETMAIN, to allocate dynamic memory
SYC 5, FREEMAIN, to release dynamic memory
SvC 8, LGQAD, to load a member declared by IDENTIFY
SVC 9, DELETE, to delete a member
S¥C 10, GETMAIN, to allecate dynamic memory

FREEMAIN, to release dynamic memory

SVC 13, ABEND, to terminate a task abnormally
SVC 14, SPIE, to set or cancel SPLE exit
SVC 35, WTO, to write to the operator

WTOR, to write to operator and reply

5VC 40, EXTRACT, to provide information from task control block

SVC 41, IDENTIFY, to add an entry point to a copy of a load module

SVC 60, STAE, to set or cancel STAE exit.

All information concerning open files is stored in the IHOUAC table. This
table indicates which wunit 1is open for sequential or direct access I/0.
Before a load module is downloaded the IBM opens all files and transfers the
data control block (DCB) parameters into this table. By this methed the
372/E knows which files are accessible and which record length and blocksize
should be used.

A1l other constants from outside Like date, time, size of program and
jobname are 1inserted into the lecad medule on fixed locaticns before
downleading.

The rest of the operating system belongs to the FORTRAN input/output
package.

The operating system is linked in front of the user's program by an INCLUDE
TAS50/SYST370E) statement in the linkage editer. The user's main program and
all other subroutines are loaded in the middle. The remaining space is used
for dynamic allocation of I/0 buffers-or histegram routines.

input/Qutput for IBM FORTRAN programs

Fig., 9 indicates the user's program on the IBM written in FORTRAN, All I/0
requests to files must te fransferred in such a way that the user Jdoes not
know whether niLs program runs on the I8M or on the emulator. This is done in .
the follewing way :Ref. 41: Fach FORTRAN program which was generated by the
IBM compiler generarses 2 <call to IBCOM7 for sach READ or NRITE. A lot of
parameters like addresies and FORMAT statements are axchanged between the
program and rthe FORTRAN 10 package. IBCOMY then does the formatting and
transters buffers fo FI0CS2. Here only a few parameters like the umit
numper, [/0 request, buffer address and buffer length are sxchanged.



In the case of the 370/E the FORTRAN runtife 11brary has been Spllt into two.f
parts: IBCOME runs on the 370/E prccessor and FIOCS# runs on the IBM or

host. For direct access 1/0 the routines DIOCSL and DIOCS4 are used. The

corresponding program on the IBM is DIOCSH and DEFILE. IBMTRA is the actual

transfer routine between the 370/E and: the host. As the information which is
exchanged between the 370/E and the IBM is well known the [BM can easily be

replaced by a minicomputer like WORD or VAX as long as the files are S

delivered in IBM format.
The transfer speed between the 370/E and the IBM is 5 usec/byte. In order td

avaid - slowing down of the processor caused by this transfer rate several: -
levels of pipelining are used: The. processor has two buffers for each I1/0,

unit and the IBM also has two buffers. Por sequential input and output and

for direct access output the processer -can continue with its calculation.”

while the transfer takes place. For direct access input (l) the processor
must wait until the record is really shipped down from the IBM disk into the
370/E memory. If several consecutive direct access records are read into the
user’s pregram the 370/E issues a FIND request to the IBM s .that the next
record’ can be transferred while the program is still operating on the
previous data, o

Status and Performance

Fig. 10 shows an example of a job which was executad on the 370/2. The only
indication that the job did not run on an IBM bubt on the emalator are the
addresses in the traceback of the arror messages. All addresses are the same
as in the linkage editor.

Four 370/Es are running at DESY., One processor has operated for a year and
has axecuted 1116 jobs using 150 00C min CPU {370/Z time}. The job proflle
can be seen in fig. 1l. Apart from short tests many jobs remain in the
370/E for several hours . The only probiems which occur from time to time
are breakdowns of the IBM link and the IBM online system. In addition, scme
jobs need a lot of data from the mass storage device. If these data cannot
be delivered within a time limit of 1 minute the job will be cancellad in
order to release the link. Hormally data are transfarred from the mass
storage system to disk when the job is submitted by the user. If the waiting
time for job exscution is not too long data remain on disk and are available
whan the job is started.

The processor does not introduce any problems to the users once they have
learned how to build an I[BM load module. From the point of view of
the computer center the 370/E looks like one of the 40 online jobs which
are running in the mainframe.
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Fig. 4 Example of a job to prepare a load module . (compile and
link) . One can connect all libraries to the linkage editor. R
The 370/E system is loaded by an INCLUDE TASS0(S¥YST3IT0E)
statement. ' ' .
) Fig. 7 The job status shows which job has finished.
J/F1BNOTUG JO& TIRE=S )
//STEPGU EXEC PGESFIBROTTHOLILL{(GIPUTCE)
J/LISTFILL DD DSN=FIBNOT.LIST37e
J/FTUGFO01 DD DSH=FIHBNUT.GEPLE
J/FTUBFO01 DD DSH=FIBNOT.GAPHS
PROGRAI STATUS WORDS
__CHANNEL ADDRESS AND CHANNEL STATUS WORDS
. FIXED -1 CCATIONS FOGR PROGRAM AND PROCESSOR S1zE
Fig. 5 Job contrcl language for a 5 minutes job and 2 output e e e L B iyt sy i dasupuuibcpn eyt
files for graphic information. __ INTERFUPT HANDLER
SIMULATE UNSUPPORTED OPERATION CODES
— T OPERA TION SYSTEM FOR_PROCESSOR WITH OLD INTERF ACE
TYPE ih HABE OF FYILE COHTAIRLING Jub CONTHOL CAhuS ToHe FOR IMIERRUPT « DATE. TIME . s1ze
EXAHELE: $A55C1 SOURCE (3C1370) Canb | _FIXED_ LOCATIONS FOR INTERRUPT, DATE,TIME, SIZE__
(R S e _IHOUAC TABLE FOR FORTRAN UNITS. AND OCBYS
e . :
GLROENE: ppp e o _INPUT/QUTPUT ROUTINES: OUFFER WANOLER
J/GOLFTBEFO0) LD 0SazFIBNOTTS0LIGL (GEFETOR) __TRACE {ACK ROUTINES, ERROR HANDLING
LEBGTH OF PROGEA® 2114832 00033u¥u DIRECT ACCESS INPUT/OUTPUT HANDLING e
ALLOCATE FILE 8o L ettt el b
//G0LFTBUF001 DL DSN=F1LHOT.LISTI371E LAST ADDRESS: B710 (HEX)
ALLOCATE FILE 4o o . )
[/GOLFTOYFOBT DU LSa=F1ENOT.GEPUG
ALLOCATE F1LE 4u : )
/760 FTBEFO0T DU LS#=F1ENUTWGEFUD
OB N0 1871 FIBNOTOO TIKE= 5 SUsdITTEL 10 3707w .
PROCESSOR HAS CHECKED GUEUE AT 07/02/85 Gy.4U.45 LAST JUB: ribuuTio
Fig. 6 Submit a job. The user gives the file which contains the ) ’ . i .
" job control information (JCL). The length of the load Fig. B The operating system contains thg supirv;sz; cgéﬁnggdler,
module is checked and all files are allccated. the program interrupt handler and part © &

input/output routines.
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] C  22/04/85 SOL291124 KERBEK KAME HAIN370 (TSOLLB)
TSN 0002 CALL QUAD
158 00013 CALL DACCES
ISN 0001 CALL SEQUEN
15N 0005 CALL STA371
ISN- 0006 STOP .
TSN 0007 EKD
E-0PTIONS 1N bibeT*thH{HAIN) OPTIMIZE {2) LINECOGNT (60) SIZE {MAX)} AUTIDBEL (N
) C 2/02/85 504220948 MKEMBER NAME QUAD {TSOLIE)
ISN 0002 SUBRODTIRE QUAD _
1sv 0003 O TT aiizz;;‘;;'zg'sc gp  FXAMPLE FOR REAL ¥ 16
L r
I5N Q00 QAzZ.
I5N 0005 gB=i .
isN 0006 QCabA%gD -
ISH 0007 b= uuo qarau(luO)
IsN 0008 } RITE {6, ? 1 QC ,gn
IS 0009 2 ronuaa(/// XCYREAL % 1637,0820.10)
154 0010 RETU
IS5 0019 END
2GPTIONS LN LEFECT*NAHh{BAIH) OPTIMILE (2] LINECOUNT (60} SIZE (KAX}. AUTODBL {Nd
) ] € 02/07/82 502140951  FBEBBER NAME 5¥a37%1  (TSOLIB)
ISk 0002 SUBROUTINE STA37%
C-rrwmsmmmma 2o 222 LXAHPLES FOR SOME ERRORS —-~--——
ISN 0003 DINENSION ADH (1), PUTINE (B)
c INT SLN AND CoOS
158 0004 LUNIT=6
ISH 0005 WRITE (IUNIT, 1)
158 0006 1 FORMA 3452518 cos raBLE")
ISH 0067 PI=3.141582
I5N 0004 po 2 1=20,180,z20
TSN 0009 EADEI=I%p1
158 0010 RAD=RADBI/180.
15K 0013 sn=sxnanan
I5N 0012 C5=C0S5 {AAD
ISN G013 ERITE (LUNIT 4)L SH,CS,HAD .
ISN 0014 4 FORMAT (1%,16,3F10.4) _
I5u 0015 2 CONTINOE
c ' FLUAT DIVIDE
ISN 0018 A=3.
IS¥ 00317 8=0
ISK 0018 C=2/B
ISN 0016 WRITE (TUNIT,5)4,B,C
Iss 0020 6  FORMAT{)X,'AFPTER DIVIDL CHECK',3F10.5)
] c FIXED DIVIDE
isk 0021 =5
15K 0022 J=0
I5N 9023 K=1/4
1SN OOZQ HRITE;IUHIT ;
I5N 0625 i FORBAY (1%, *iF aﬁ 51153 gzvzuz* £ 316}
OVE
15K 0026 EOV=1.E6Q
ISN 0027 EOVL=EOVXEQY
I5H 0U28 ¥RITE(IUNIT,10) EOV,EQVL
I53 0029 10 FORBAT(1X,*0 VERFL'ZE1S.T)
c UNDEEFLON
ISK 0030 EuN=1.E-00
ISH 003t HEUNV¥=EUNXEUN
C NEGATIVE SQRT
ISk Oulz aa:sgﬂmé- .}
IS8 0033 WHITE (TUNIT, 14) AL
I5y8 0030 t4  FPORBAT(1X," irrsu WEGATIVE SQHT',1F15.5)
) c ADDEESS EXCEPTION®
ISH 0035 WRITE (IUNLT, Tb)
ISH 0036 1o FORMAT(1X,*EEFORE ADDRESS VIOLATION®)
ISH 0037 1I=2 360 600
ISk 0038 na:ana{:xi
I5N 0039 9y WRITE (LUNIT,20)
ISN 00u0 20 FORMAT(1%,'FINIShY)
C WHONG UKIT
c WRITE (0,12}
ISH Q041 WRITE (IH8IT,1 14
Isy Qua4z 12 FORBAT (1X,*AFTEH WRLUNG ULIT')
ISN 0043 RETORN
IS Q04& E3D ’
#0PTIONS 1N EFFECT#WARE (HALK) OPIINLLE(2) LINECOUNT (60} SI4E(MAX) AUTODBL (NGO
i3 08 s,
SH {54
ISk 0004 DEFIKE FILE 12(26 2J,u 1v) ,13(22,100,L,1I0)
Ib4 0005 RETUK
I 5N
“OPTIONS LN beLCT*HAHE(HALN) OFTINIZE{2) LLSECOUKK(60) SIZE{MAX) AUTODBL (KO

Fig. 10 This program gives an example how input/output and
erroxs are handled by the 370/E.



002 C 29/01783 303060030 “RERBER BAWE COPSUZ {TSOLIBY " FGRYRLN |

--------------------------------------------------------------------- F64~LEVEL LINKAGE EbITok op BDUFS¥L 6760 23E
0003 ¢ CONMON/DEFILC/IV, IV 1660000 CimersoRtRioN{s) choNet §5a0 5es

S
gggg aigggszogoxan(ZSf 1ER0000 INCLULE Linn(izs FI0370 6L6E €56
0005 20 rona;éé}[1§.-sran1 DLHECT ACCESS TESI?) WT0z 7aCY 240
i s el . TR
S e REiedeean. LofAfh,, OHChy ez MERN B 2
s:IV= Tk
i i, - ez we e S B M
00%3 2 1134[) ;135-1 gi’ﬁﬁ%%gi ng 2%3 PCBLET 9750 1BE
9014 WHITE (1291} LAR ZVCTI70E vEG 53 LNS5EG 3910 1A¢
aols Warre{o2adl IV DIOCS# §aco 2¢
P TEHP370 £ FEG 20 L ;
0015 4 CONTINY DEFOKE GAFQ 250
HAIN370 1000 78 o
0037 NRITE(Ce12} CPLIST 1076 &8 2I0CSY Sudy 5BA
0p38 12 PORHA {{x WRITE 4 RECORDS T0 13 STARTING RECORD 2°%) T 1978 oSS {10 1360 750
gz el i B R S o
08%3 33 rommi giga NEXT FREE RECORD 19, Id) cHcour 1830 18 FI0CHA B230 116
§g%g 36 ggngn% (ixsl WRITE 5 RECORDS TO UNIT 13%) sUCEF2 18k o2 yhELL by 122
1= YBLAKK B5FQ 114
0025 po 22 k=1,25 :
8032 22 IAR(K)=1+E-1 SEobTy A H 12§
B2 R N )
BAINZ 1500 c , : ;

8830 > URiT gﬁasl GETHAI 15cs S8 LEAXEALL bead 308
9931 36 FORMA *{1 WRITE HKCORD 3 ON UNLT 12 AMD RECOKD 1+2 ON UKIT 13%) SWCALL 1400 g i sLsg o
32 WRITE(1275) 1AR EXT370 1240 2 BALN " F
9034 NHITE (1543} LAk, 10K CERICE s £ Lehin Ceno a0

H AS y : A
ga3s ¥EITE {6, 33) 1 * Sopnifox 1290 224 bacces Cant 6%3
A L I - N S
0039 REap (128T)14e AACHSLZE D
0080 unxrxis,az iv ThoPioes  1E20 it \ :
3012 6 QOMIINUE, IHOEFIOS  1E28 254 Lo pBE as OBIS3E LEMGIE
004a EE%H‘;E'%&%&"“"‘“"““’ ' IFYVS10S 2680 1EC yp s paus 3c
’ .
0045 WRITE (6 16[ s e
0045 16 ?on;srjixs READ FROR 13%) 1FYVCHS5S 21 2 1HOECOBH%  DABE E30
it g, (010 1 roves e, HoEhGl Hm sk
. LFYcvIas 2280 2 IHOCOAH EED 94
0050 7 CoONTINUE
2051 YRITE (6,40 ., THLE
0054 40 Eg%ga(éﬁﬁ 1 pIND RECORD O UNIT 13%) AEXNSTAE 2280 of InoLATHES rhee HEH
4,130 (@ u"ugglzda pACEES SYSTEN/370 FOKTRAN H EXTENDED (ENHANCED) DAT WAME  ONLGLE  LENGTH 1HOSSIN % 10370 P
. IAED# 22EG i : :
8822 gﬁgun . ig%glfs %ﬁgﬁ 11 1HOSSQCHT¥* 10586 174
00 S0BROGTINE SEQUEN A P a-
uov2 c--------------——-———f;-ﬁoo © SEQUENTIAL 1NPDT/OUTRUT TIOINT FENT 1aC 1HQECYTR® 10730 CFi
0003 DIMENSION LAH )
5005 Tocical 311 it 7t Jgarassrasenes XEATE. Z060 a3
0006 EOCIVALEMCE (LS (1) krat (1) FIOINI 2888 Fi LHOEFRTHE 11430 500
0007 WRITE (6,11 GETRRO 2980 290 IHGERR® # 11030 62l
0008 1 roanaé}ﬁ// X * SEQUENTLAL INPUT/OUTPUT TEST®) ) _ -
0063 po 10 1°="1,100 GETCOR 4CH 28 LHOQCONLE 12258 4
0010 ZAHL{1)=1 . IROQCONO¥® 12260 4
0011 10 CONTIHLE 1ehsio 2E26 3718 i ‘
0012 MRITE (6,12} zANL BFFH1B 6540 226 Y % 12458 32
hie o RS | porcoRLs 1274
E(2,20 COROE ‘
0012 20 PORBARUI.YTEXT FOR UNIT 9 BEFORE REWIND') LHOFCONOS  12EBE BB
0018 Egg%gnszzzg \ : LHOETECHY 13470 21E
Y i . . BACKS E
8623 2 gggggpfcége TEXT FOK UNIT 3 BEFORN BACKSEACET) LHOFTEN % 13720 220
E(9 . _
88%;1! 26 33%3;:‘(1%.)- TEXT POR UK1IT 9 BEPORE EMPFLILE®) ) CSWTAB 1394¢ Hon
0023 EMDFILE 8% Fig. 10 cont. Ty 1300 4
DO 141 = 1 4
0635 nxlaéa 6 zu6=2u}énrxr{n§ k=1, 1) LINKAGE EDITOR BEFILE 13850 8
Q3 o BAEEGE G R -
3328 24 ORTINUE ENThY ADLKESS cUoQ
83%3 16 ggﬁﬁﬁé?flﬁlflulsﬂ SLQUEKTIAL') *Egﬁﬁﬁqéﬁiﬁﬁﬂ s }ggggcgb .
I K DATA SE?T
0031 HETURN ' AUTHORIZATION CCDE iS 0.




Al LUS ThaeLb
< Ueddet ©.9497 o il
i) Uablilo C.Tb60 O.04%81
e :F1bh 100 Gy UetEBG Ceng00 10872
41 : 56 Ga5dlio ye1736 1.a%63
START TiMg :29/0“/89 127020 Jut U.234b -C.1736 1.7653
1c0 U.86b60 —G 5004 Zs0584
HODULE NAME:F}BROT. TSOLIEL(E3?Uﬁnl A) T6d) D68 28 U760 2.4 50
LIST FILE :tFIBRO1.LISTITC 160 (a3820 -0.9397 249945
BLOCKSIZE= 963 LRECL= Y37 I1RECFR- 64 ot u.8006 -1.0000 KPS TENS
//GULETOY¥00Y BD DUN=FIRBOT,LISE373E )
BLOCKSIZE= 3500 LRECL= 137 JRbUFN= 64 LHULUY) 16CON - PROGLRAM LKTERRUBY (P) - LEIVILE CuBCK oLD ESw 1S5 BOJ0IOGFAZLOCYYY
//GUCFTOBFO0T DD DSH=F1uNCTCOPKE
BLOCKSIak= 400 ECL= KECFA= 140 THACEBACK  ROULTiNe CALLLL FrOnm 13K REG.  1h Rbbe 15 REG . 9 KEG « 1
//7GUFTT2F00T DL DSH=F1BKOY.OATLSE
BLOCASISb= 10¢ LRECL= 100 lheCFhu= 1.8 StasH 0005 LZOUCACY 0D0UCHLO 00000008 4G00Q00u
//GOFPTE3F001 DD DSk= }1Lh0T.DA1Lg1£
BLOCKSIZE= 100 LHECL= 100 1KeCFPH= 126 HALN cU001E0C u0eoCHLD 0LOoYoIY UOOFFZ1C
//GOFTUHEQOT DU DSH=FIBNCT.TS0L1oL (E3708ALw}
BLOUKSTAE= 6233 LRECL= C IRECKE= 1%2 ZHIRY PUiNT=  GOOOCKDD
LENGTH OF MODULL Q0013058 (HEX
ENTRY ¥OIMT 0030CHO0 {HuX STANLARD FIXUP TRKEN EXECUTIUH CGHTIhUlhh )
FI _8FQU1 DP DLB=¢LRECL= Ul BLESIAE= 3952 AFTER LiVIBE CHECK i.00000 Gad SRR
FI12F00T DD DCE={LRECL= 10G4,BLRSIZE= 3954
FTidFG01 DD DCh={LKECL= 108,pLESLZE= 395& LEUALYL IBECOY — PrUGRAR IKTERRUPY (P) - GIVIDE CHBCK OLD P54 IS 8000)009AZ00CYDY
FI 0FQ01 DD DCo=(LAtCL= 137,8LrSise= LOGL .
FT 9FQ01 DP DCH=(LRECL= 137,BLKSIZE= 4000 ThAULLACK  ROULTLINL  CALLED YLOwh IS REG. Fd REG. 15 BLG. 0 KEGa ]
STAIN [OBE) 4uoEcuco 00003CHD0 UoeooQuC 008060000
HEAL % tb: 2,.0000000000 HGUGQCBG000 8.G00000020) MALR 606LTHLC 000000 GeO0OG10 GOUFF21U
3.14150926548 LWTRY POINT=  QLOLCSUD
5TART DIRECT ACCESS TEST
WRITEZ TO 12 L1ANUAEY FlAUKF TZREN , SXECUTIOR SORTINGIRG
NEXT AECORD kS:ivs 3 LETER FlaBEl DIVIDL 5 0 5
HeXT RECORD 15:1V= 3 X
KEXT RECORD 15:3iv= Y BhuZG?l 3bCOM - PREOGRAM ZFTEKRUPT (P) - OVERFLOM JLD P3% IS BUOOIOUCH200CALK
NEX'T KEECORD IL:ilv¥= 5 ) .
HEAT RECGRD 1S:iv= b ThACEERCR  ROUTIN. CALLECD FHRON 138 KEG. 14 REG. 15 HEG . ] HEG. 1
KEITE 4 RECORLS TO 13 STARTLHG RECORD o
HEXT FREE RECOHD IU b STA3TY 000y 4o00CueG 0300CHLO BeooooLC 00000000
WRITE 5 KECOKDS TG UNIT 13 , R
HEXT FAEE RECOHRD 10 2 LERY] G000 s 000DCLWD ¢Q060010 seorFzIC
NEXT FREE RECORD IU 3
BEXT }REE RECORp Iy Q EMTHY FULNT=  (OQCCE00
NEAY FEEE RECORD Iu 5
NEXT FREE RECOKkR IU [ IsTaNbhkb FLIZUP TAKER EXECUTIUS CONTINUING
H:g#rgiggggng 3 gn UNLT 12 A5D BECORD t+2 0¥ UKIT 13 VERFL  0.T00GGCOE+61” 0.7237005c+76
NigTFigﬁE1gznohn 1u 3 Lih0206L IbCOK - PROGLRAN 1KTERRUEBT (P} - UwDERFLON SLi P3W IS 5000000D8200CA3N
AE
HEXT KECOHRD fs:lv= 2 ThACEEACH  ROUTINE CALLED FRO® ISH EEG. 14 KEG. 1% il [ HEGa 1
NEXT KECORD 15:1v= 3 )
HEXT RECURD IS:ivs Y 3Ta3%1 1Y 4200040 DOCOCHLD 000000DC  GLGODDGY
NEXT HRECURD Is:lv= 5 .
NEXT RECORD Ib:IvV= [ AALN 60001 BULC GU00CLT0 40000030 COOFFZIG
HALTE 4 EECORDS TU 13 3TRKTIBG RECURD 2
NEXT FREE RECOED I [ =NTRY FULNT=  COOUCHDD
RLAD FR 13 i
NEXT FREE HECOKD iU 2 LBTANUARD FIXUF TAKEW , EYECUTIOM CONTINUILKG
NEXT FPREE RECOhD Iu 3 o
NEXT FREE RECQKD IU L Lho2%11l SUET ahG=-0.1000C00E+01, LT ZEKC
NLXY FBEE RECOHR fu 5
HEXT ¥KEE RECOKD IU @ ThACEBACK  ROUTINE CALLEDL FROM I3N hEG. 14 REGs 15 KEG » 0 HEG. 1
FIND RECORD GN UHIT 13 ‘ ]
NEXT FREE RECOED IU 4 SukY 00 iz Q20LLALY 00010720 COLU00LD 88000000
STA3IT ooy §200C4C0  JA00CLEO 0GG0000C 0060000
SLYUBNTJA; IKPUT/OUTPUT TEST . MALE e 00U1BEC 0000CHGO 00000010 000FF210
« (0 2400 3400 4.00 5.0 baG0C 7.00 8,00 H.00  10.00
11060 12.00 13.00 14.00 15,00 16,00 17.00 318.00 15.00 20.0) LhiRY FOLNT=  0DOGCHQQ
41.00 22,00 23.00 20.00 2500 26400 27.0G 28,00 294060 30.0) )
31.00 32,00 33.00 38,00 35.00 36.00 37.00 35.00 395,00 Go.G) BIAXDARD FIXUP TAREN , EXECUTION CONTINDING
41.00 §2.00 G3.,00 48.00 45,00 H6.00 87.00 48,00 U9.00 50.00 RFTih WEGATLIVE SyhT 1.00000
51.00  52.00 53.00 SU.0Q0 55.00 56400 57.00 58.00 55.00 50,00 LEFORE ADDHEZSS VIULATEUN
61.00 62.00 £3.00 6U.U0 65,00 bE.00 ©7.00 68.00 5£9.00 0.0} LTRACE ¥AS CALLLD VIA STAE3TOE wil# FLAG= 00300000
71.00 72,00 73,00 F4.00 75,00 76400 T7.90 7T8.00 F9.G0  Bu.0) ! !
81400 82,00 83.00 BY.00 6%.60 86.00 BT.00 8B.00 465.00 50.03 B LURESSING acs
51.00 92,00 93.00 9SU.00 95,00 96.00 97.00 95,00 99,00 150.0)
UNahUWN IETERRUET
1, e on = 6200CA64 IL+CC= BOOOOOOS
iz FRACEBACK ROOTINL CALLED FhON 1SN BEG. 1Y REGe 15 EEG 0 HEG 1
123 YPREHEK 00119F6E  QDODYS1D Q0000000 0000 H7DU
1234 FERACE 4200944 E I00&706 00000013 06000070
12345 . IThaCk 62001CLA CgoR90a0 Q0000000 Gogotcay
1234506 Fig, 10 cont. EXECUTION TERNMINATED
%;fﬁgb{q oUTPUT ¢ LND CF JobB 29708785 17.29.36
i U on uni
123456745 ¢ TEXT PUR UN1T 9 BEFORE ENDFEILE Fig.10 cont. UNIT 6 and UNIT 9 ocutput
1234567456
FINISH SEQUENTIAL
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Fig. 11, Job profile of 1116 jobs executed during 1984,
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