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ABSTRACT

The radiative width of the n meson has been measured at PETRA in photon-photon collisions. The
resulting value is

Tpoyy = 0.53 = 0.04 = 0.04 keV,
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The decay widths into two photons of the mesons 77, n(548) and n'(958) are of considerable
interest. They can be related to the well known questions of quark content and octet-singlet mixing
in the pseudoscalar nonet{1], as well as to the fundamental question of fractional or integer quark
charges[2]. They are also of importance for the discussion of a gluonic admixture in the pseudoscalar
mesons and their relation to the pseudoscalar glueball candidate, ¢(1440)(3].

The radiative width Iyo_, ., is-very accurately determined[4] and many measurements of I, ..,
have recently beer presented[5]. Relatively few measurements of I',_, ., have been made, however.
The early measurements(6] which used the Primakoff effect{7] in photoproduction differ considerably
from each other, and a recent measurement{8] which was obtained from 4+ production of 5 in ete~
collisions, does not allow a definite conclusion.

We present in this letter a new measurement of I',_..,,, where the # mesons were produced via
the reaction
Fo— s otem
ete” —eteTy, gAY (1)

The e* and e~ beam particles were scattered at small angles and were not detected. Thus the only
detected particles from this reaction were the two photons from the 5 decay.

The experiment was performed at the ete™ storage ring PETRA, at a beam energy of 17.3
GeV. The detector used was JADE, a general purpose, large solid angle, charged particle and photon
detector operating with a magnetic field of 0.48 tesla. Detailed descriptions of JADE appear in Ref.
9. In this experiment, photon detection was of particular importance. Photons were detected by an
array of 2712 lead glass counters located outside of the central jet chamber and the magnet coil. They
furnish complete azimuthal (@) coverage over a # range given by |cos8] < 0.82 for the central barrel
and 0.89 < |cos 8| < 0.97 for the end caps, where § is measured relative to the et beam. The barrel
consists of 30 rings, each with 84 counters. A single counter subtends ~ 4° in azimuth.

A special trigger was set up for the detection of reaction (1) and other exclusive y+ reactions. The
lead glass barrel counters were grouped in azimuth, ¢, into seven sectors (henceforth called septants)
and the linear analogue sum of the pulse-heights of the 360 counters in each septant was used to
generate a septant signal. For the trigger, a coincidence was required between two septants, separated
by at least two other septants, with all Time-Of-Flight (TOF) scintillation counters in anticoincidence.
A maximum of three septant signals was allowed. The signal threshold for triggering was at two
levels, Low Threshold (Run I) and High Threshold (Run II). Fig. 1 shows the linear sum trigger
signal efficiency as a function of measured energy in septants for the Low and the High Thresholds.
These curves were obtained from event samples selected using other, independent triggers. The chosen
thresholds are below the typical deposited energy of 0.15 - 0.30 GeV for photons from reaction (1).

Events were required to satisfy the criteria described below:

i) Two and only two photons should be detected in the lead glass barrel and no other photons in
the endcaps. This selection used a cluster algorithm which chose acceptable photon signals. The
detection thresholds were 0.045 Gev for a single counter and 0.060 GeV for a cluster of adjacent
counters. These detection thresholds were determined by the electronics readout threshold, which
was 0.025 - 0.030 GeV for each counter.

ii) No charged particles should be detected in the jet chamber by the pattern recognition program.

iii) Events with penetrating cosmic ray muons, detected in the external muon chambers covering 92
% of the total solid angle, were rejected.

iv) The remaining cosmic ray muons which traversed the lead glass array but not the jet chamber were
rejected by excluding events in which both photons had | cos 8] > 0.68! and where cos 8;-cos8; > 0.

1Here, as well as in the invariant mass calculation, the event vertex is taken to be the center of the detector, which
coincides closely with the average ete™ collision point.



v) The acoplanarity angle A¢, defined as the smallest angle between the planes formed by each
photon position and the beam line, was required to be smaller than 20°. This restricted the event
sample to an angular region favoured by reaction (1}, as shown below.

vi) Both photons in an event were required to have energies above 0.140 GeV and below 3 GeV. The
latter restriction was imposed in order to exclude events from the QED reaction ete~— 7.

vii) All remaining events were visually inspected and events were eliminated if evidence of any charged
particle track was seen in the jet chamber.

viii) The observed transverse momentum of the 4+ system, |, |, relative to the ete™ beam directions, .
‘was required to be smaller than 0.120 GeV/c. This cut serves to decrease background from beam-
gas reactions as well as from other 7y reactions with additional, undetected final-state particles.
It also limits the momentum transfer (q?) of the virtual photons in reaction (1) to |g3| < 0.04
(GeV/c)?, with a mean < ¢% >2 —2- 104 {GeV/c)?. The p} distribution for the events of Run
I and II summed together is shown in Fig. 2. The p? limit is indicated by an arrow.

For the purpose of beam-gas background estimation, a third data sample, obtained in a run
with the Low Threshold condition with separated ete™ beams (Run III), was subjected to the same
selection criteria. The numbers of events remaining after all of the above restrictions for each of the
samples are listed in Table 1.

The -y invariant mass spectrum of the 1473 selected events from Run I ard II is shown as a solid

line histogram in" Fig. 3. The distribution shows a clear peak in the 5 mass region. Ir addition to
reaction (1), also other exclusive 4+ reactions may contribute to this mass spectrum. The following

reactions were considered:

ete” s etemys p —ataTg, 2%2%, 9y n oy
ete™ — ete f; [ x%x° (2)
ete™ — ete Ay Ag — n7%; n =y

With the exception of the decay 5’ — 4+, events from reactions (2} are incompletely measured and
constitute a background to reaction (1). Also beam-gas reactions contribute. The mass spectrum of
the 30 events in the separated beam data sample is also shown in Fig. 3 (solid histogram). These
events contribute only in the mass region below 0.8 GeV/c¢2.

In order to evaluate the contribution of reaction (1) to the mass spectrum of Fig. 3 we will use
the acoplanarity, A¢, for events with 7 invariant mass < 0.8 GeV/c? (the maximum mass value
found in the Monte Carlo simulation of reaction (1)). The acoplanarity distribution is shown in Fig.
4a with the events of Runs I and II summed together. A prominent peak at A¢ ~ 0° is noted in the
datal. A similar peak is also seen in the Monte Carlo simulation of reaction (1), shown as a shaded
histogram in Fig. 4b. This peak, however, is not seen in the separated beam data in Fig. 4c (solid
histogram), nor in the distribution for events excluded in the visual scan shown in Fig. 4d, nor in the
normalized background distribution? of reactions (2} in Fig. 4e. This peak is interpreted as evidence
for exclusive production of a state decaying into two photons, as in reaction (1}.

To obtain a background subtracted g signal, the A¢ distribution was divided into two regions:
0° — 4° where the 5 signal is dominant over background, and 4° — 20° where the background is
dominant. The effect of the A¢$ = 0° — 4° interval selection ir reducing background can be seen in
Fig. 2, where the corresponding p} distribution for the 4+ system is shown as a shaded histogram.
Compared to the p} distribution in the 0° — 20° interval, it is noticeably more peaked towards low
values, as expected for events of reaction (1). The mass distribution of all events in the 0° —4° interval
is given by the shaded histogram in Fig. 3. It shows a narrower and more centered g signal than

1The regular structure seen in this distribution refects the lead glass counter size of ~ 4° in azimuth ¢.
*For the normalization, the average valaes for Iy, Ifoeqqy and Tay gy of Ref. 10 were used.
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that seen in the mass distribution for the 0° — 20° interval. The numbers of events in the 0° — 4° and
4° — 20° intervals are given in Table 1 for the data samples of Runs I, II, and III, together with the
corresponding numbers for the Monte Carlo simulations of reaction (1) and reactions (2).

We now evaluate the number of beam-gas events to be subtracted as background in the interval
0° — 4°. The magnitude of this background is estimated using the separated beam data, normalized
to the colliding beam data by the relation

Ng(0° — #) ~ BNy (0°—47)  Nq(4°~20°) — B- Ny (4 — 20°)
Nmc(0° — 4°) B Nmc(4° —20°)

(3)

Here the values in parentheses specify the A¢ angular region covered. Ny is the number of events in
the given A¢ region for the colliding beam data sample (Fig. 4a), with the normalized contributions
of reactions (2) (Fig. 4e) subtracted. N bg and Npjo are the numbers of events for the beam-gas
events from the separated beam data (Fig. 4c) and for the Monte Carlo simulation of reaction (1),
respectively. B is the required normalization factor. The values of B determined from relation (3) for
Run I and II are given in Table 1!, The background subtraction for both runs is small in the signal
interval 0° — 4°. The average level of the normalized background, plotted in larger angular intervals,
is shown in Fig. 4c as a dashed line histogram. The numbers of events ascribed to reaction (1) in the
signal interval 0° — 4°, after subtraction of the normalized beam-gas background and the background
from reactions (2}, are given in Table 1 for Run I and II, respectively.

The cross section for reaction (1) can be written[11,13]

do(ete” —ete™q) = o _dgk;d%;_ L Wer K (4)
VT YemEwEI-mi BB, qaq T 0T

where k;,E; and k;,E; are the 3-momenta and energies of the scattered electrons, E; is the beam
energy and ¢; and ¢z are the 4-vectors of the virtual photons. Krr contains the density matrix
elements for the transversely polarized, virtual photons and is given by formula (29d) in Ref. 11. The
function Wy is given by?

Wrr(e,qi.43) = 5 (v" —miQ") - F) (g}, 63) - 6(s — m}) (5)

(SRR

where s is the squared 7y CM energy, @ = (1 —¢2) and v = @ (g1 + g2). The factor containing
v and Q results from the coupling of the photons to the pseudoscalar 5 meson [18]. F, is the g
form-factor. Its g*-dependence was assumed to be that of a simple p-pole®, i.e. F? is given by

Ly - 647 #\? g\?
20,2 2y — in—ax 14 _ %
Folel, @) = me (1 m?,) ( m? . (8)
The radiative width Iy ., can be expressed as
olete™ — ete™y)
Lpny = T ' (7)

1 The same separated beam data (taken with Run I trigger conditions) were used to determine the background subtraction
for both Ruz I and II, i.e. we assume that the shape of the A¢ distribution of beam-gas events does not change from

Run I to Run II. This is a reasonable, although unverifiable, assumption.

SWrr can also be expressed as{12] 2/X- o7, where X = (g193)® — g3¢}. In the limit ¢? — 0,93 =0, 077 ~ Oan,
the cross section for two real photons forming an 5. v X can then be interpreted as a fux fxctor.

YThis assumption is motivated by the recent measurement of the ¢3-dependence of ' production in the reaction
ete= — ete™ n'[14].



where I is the result of the integration of (4), using (5) and (6) with I, ., set equal to 1. For the
integration we used the computer program described in Ref. 15, which also yields 4-vector events of
reaction (1). The final state particles of the simulated events were passed through a computer program
which simulated the response of the various detector components, as well as known inefficiencies of
the detector. For photons a program which simulates the electromagnetic shower developmest in the
lead glass and in the material in front of it was used{16,17]. Finally, the simulated events were passed
through the same analysis program and subjected to the same selection criteria as the real events.

The validity of the Monte Carlo simulation can be judged by a comparison of the distributions of
the experimental data and the normalized Monte Carlo data. In Fig. 2 the observed p} distribution
for the A¢ interval 6° — 4° (shaded histogram) can be compared with the normalized simulation
result (continuous curve) and good agreement is seen. Note that the background of approximately
50 events was not subtracted in this figure. In the case of the A¢ distribution, the fully background
subtracted data are shown along with the normalized simulation result in Fig. 4b. Good agreement is
again seen, including the structure between 0° and 8° in A¢. At higher values of A¢ where statistics
are poor, the value shown is the average over a 12° interval. Finally, in Fig. 5, the invariant mass
distribution with the beam-gas background subtracted is shown together with the normalized Monte
Carlo distribution for reaction (1). The contribution from reactions (2), mainly at masses above 0.8
GeV/c?, is indicated with a dotted curve. The agreement is excellent®, For the purpose of subtracting
the beam-gas background bin-by-bin, the shape of the beam-gas mass distribution in the A¢ interval
0° — 4° was assumed to be the same as that of the mass distribution for the beam-gas data in the
0° — 20° interval as shown by the solid histogram in Fig. 3.

The detection efficiency was obtained using the Monte Carlo simulation as described above. The
curves of Fig. 1 were used in the simulation of the trigger efficiency. Corrections for the random
occurrence of TOF counter signals (used as a veto in the trigger) were also applied. These corrections
were 16.9 % for Run I and 14.6 % for Run II. The overall detection efficiencies for Run I and II are

given in Table 1.

The cross section for reaction (1), #(ete™ — ete™y), was calculated from the number of back-
ground subtracted events, vhe detection efficiency, the integrated ete™ luminosity and the branching
ratio B(p — v7) = 0.390 £ 0.008 [18]. The radiative width, I',_.,,, was then calculated using relation
(7). The results for Runs L and II are listed in Table 1. The two results are in good agreement and
the weighted mean is I, = 0.53 £ 0.04 keV.

Systematic errors result from uncertainties in determining the ete~ integrated luminosity
(£ 2.5 %), from the trigger efficiency simulation (X5 %), from the correction of the trigger effi-
ciency for random TOF occurrence (+1 %), as well as from uncertainties in the detector simulation
(£3 %). The latter systematic error comes mainly from the uncertainty in the conversion probability
for photons in the material before the lead glass. The systematic error from the beam-gas background

subtraction is estimated to be small.

Additional systematic errors may come from the integration procedure. The integration of relation
(4) was limited to electron scattering angles of less than 35 mrad, since the small angle tagging detectors
start at this angle and there are no tagged events in the data. Monte Carlo studies show that these
scattering angles are smaller than 15 mrad when p; < 0.12 GeV/c and A¢= 0° —4°. However, using
other angular limits in the integration changes I'y..,, by amounts which are smaller than the statistical
precision of the Monte Carlo sample. Another systematic uncertainty stems from the assumed g2-
dependence in (8), since the q?-dependence of the form-factor F,,{q2,q3) is not known. Replacing the
present assumption of p-pole q*-dependence with a q?-dependence obtained by squaring the p-poles,
or with the ¢2-dependence of a generalized VDM form-factor [19] changes Iy by amounts smaller

LThe main contribution above 0.8 GeV/c?* comes from the deeay n' — 7. Indeed, after subtraction of the f and
Ay contributions, the data in the interval 0.80 ~ 1.12 GeV/c? give the corresponding width Iy ..., = 4.0+ 0.9 keV
(statistical crror only), in good agreement with the world average value[10] of [\ = 4.42 £ 0.34 keV.

5



than or comparable with the statistical precision (~ 2 — 4%) of the Monte Carlo samples. Thus we
estimate that reasonable variations of the q?-dependence in (6) should cause less than a 5 % change

in the value of I . :

Adding all of the above contributions in quadrature, we obtain a total systematic error of 8 %

and thus
Iy .y = 0.53 £ 0.04 £+ 0.04 keV

The corresponding total width of the n mesonis I', = 1.37 £+ 0.11 + 0.11 keV.

The 5 radiative width I',_. ..., obtained in this experiment is inconsistent with the result reported
by A. Browman et al.[6] of I;—.,y = 0,324 £ 0.046 keV at a significance level of > 99 % (~ 3¢),
and with the earlier result of C. Bemporad et al.[6] of 1.00 % 0.22 keV at a significance level of
96 % (~ 2¢). Both of these experiments utilized the Primakoff effect in photoproduction and depend
on the (theoretical) estimate of the nuclear electromagnetic form-factor and # production in the nuclear
hadronic field. Our value is, however, in good agreement with the recent result of A. Weinstein et
al.[8] of 0.56 % 0.12 £ 0.10 keV, which was also obtained in an ete™ storage ring experiment.

The 4+ widths of the three neutral members of the pseudoscalar SU(3) nonet can be naively
related as follows[20]:

8
Lpesyy =% (-'—f'—"—) L0y (V8 r5in 6 — (:n:)ﬁl@)2

o\ 8 (8)
Tosyy = } (H2) Trory{sing + v rcoso)’
Here 0 is the SU(3) octet-singlet mixing angle and r is the ratio of singlet and octet spatial wave

functions at the origin. Using our value for I'y..y, the value Iyo_, 4, = 7.25 £ 0.21 eV! and the
average value Iy 1,= 4.42 + 0.34 keV[10], we solve for r and # and obtain

r = 096 %+ 0.03
) -18.4° £ 2.0°

This result is in good agreement with nonet symmetry (r = 1). The value of the mixing angle can be
compared to the value from the quadratic mass formula[18], 8§ = —10°, or to a QCD calculation[21]
giving § = —17° to — 20°. In a study of the reaction #~p — #'n [22], a value of § = —16° £ 2°

was found.

We are indebted to the PETRA machine group and to the group of the DESY Computer Center
for their excellent support during the experiment and to all engineers and technicians of the collabo-
rating institutions who have participated in the maintenance of the apparatus. We express our thanks
to F. Gutbrod and M. Poppe for helpful discussions. This experiment was supported by the Bua-
desministerium fiir Forschung und Technologie, by the Ministry of Education, Science and Culture
of Japan, by the UK Science and Engineering Research Council through the Rutherford Appleton
Laboratory and by the US Department of Energy. The visiting groups at DESY wish to thank the
DESY directorate for the hospitality extended to them.

1This value corresponds to o = (0.897 £ 0.022 = 0.014) - 10718 sec.; J.W. Cronin[4].
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FIGURE CAPTIONS

Trigger signal efficiency of lead gla.sé counter septants as a function of detected energy, for Low
Threshold operatior {continuous curve) and for High Threshold operation {dashed curve).

The distribution of p_zL of the 47 system relative to the beam, for all events of Runs I and II
passing the selection criteria i) through vii). The shaded histogram shows the same distribution
with the additional requirement on acoplanarity: A¢ = 0° — 4°, The continuous curve shows
the Monte Carlo simulation result {see text).

Invariant 44 mass distribution for all events of Runs I and II passing the selection criteria i)
through viii). The shaded histogram shows the mass spectrum with the additional requirement
on acoplanarity: A¢ = 0° —4°. The solid histogram shows the mass distribution for separated
beam evefits (Run III) passing selection criteria i) ~ viii).

The distribution of acoplanarity angle A¢ for events with m(yy) < 0.8 GeV/c?, selected with
criteria i) - viii): a) for events of Runs I and II, b) for fully background subtracted Run I.and
II data with the shaded histogram showing the normalized Monte Carlo simulation result, c) for
events of Run III with separated beams (solid kistogram} and for the normalized distribution
calculated with the factor B (dashed line histogram, see text}, d) for events excluded in the visual
scan and e) for the normalized background from other beam-beam interactions (reactions (2))
from Monte Carlo simulation.

Invariant 4+ mass distribution for events of Runs I and II selected with criteria i) - viii) for the
angular interval A¢ = 0° — 4°, with beam-gas background subtracted. Data are shown with a .
continuous line histogram. The Monte Carlo simulation for reaction (1) and for reactions (2) are
shown as a continuous curve and as a dotted curve, respectively.



Table 1

DETERMINATION OF I qq

Trigger Condition Low Threshold High Threshold

Data Sample Runl Run III Run II
sep. beams

Integrated luminosity (pb™1) 17.1 - 14.6

Selected event sample 888 30 585

Selected event sample-

with m(y7) < 0.8 GeV/c? :
Ag =0° —4° A 271 ' 2 224
A¢ = 4° ~20° 562 28 ‘ 316

Monte Carlo event sample(!)
(reaction (1))

Ad = 0° — 4° , 3996 - 3100
Ad = 4° —20° 1654 - 1501

Monte Carlo event sample
with m(yy) < 0.8 GeV/c?
(reactions (2), normalized) '
Ajp=0°—4° 3.4 - 2.9
Ad = 4° ~20° 7.8 - 6.8

Beam-gas background
subiraction factor B 15.7 + 3.2 - 75+ 1.6

Selected event sample,
with m(yy) < 0.8 GeV/c?,

background subtracted

Ap =0° —4° ' 236.2 + 29.3 - 206.1 + 19.2
Detection efficiency(® (%) 2.62 % 0.05 - 2.46 + 0.05

olete — ete ) nb 1.35 £ 0.17 - | 1.48 £ 0.14

Lyesrys eV 0.506 = 0.064 - 0.554 + 0.054
sy, weighted average, keV - 0.534 £ 0.041

{1) There are no events with m{7y) > 0.8 GeV/e?.
(3) These values are calculated for electron scattering angles < 35 mrad.
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