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Abstract

It was suggested recently that the study of 1-dimensional QCD with fermions in the adjoint represen-

tation could lead to an interesting toy model for strange metals and their holographic formulation. In

the high density regime, the infrared physics of this theoryis described by a constrained free fermion

theory with an emergentN = (2, 2) superconformal symmetry. In order to narrow the choice ofpoten-

tial holographic duals, we initiate a systematic search forchiral primaries in this model. We argue that

the bosonic part of the superconformal algebra can be extended to a coset chiral algebra of the form

WN = SO(2N2 − 2)1/SU(N)2N. In terms of this algebra the spectrum of the low energy theory de-

composes into a finite number of sectors which are parametrized by special necklaces. We compute the

corresponding characters and partition functions and determine the set of chiral primaries forN ≤ 5.
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1 Introduction

Low dimensional examples of dualities between conformal field theories and gravitational mod-

els in Anti-deSitter (AdS) space provide an area of active research. There are several reasons
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why such developments are interesting. On the one hand, manylow dimensional critical theo-

ries can actually be realized in condensed matter systems. As they are often strongly coupled,

the AdS/CFT correspondence might provide intriguing new analytic tools to compute relevant

physical observables. On the other hand, low dimensional incarnations of the AdS/CFT cor-

respondence might also offer new views on the very working of dualities between conformal

field theories and gravitational models in AdS backgrounds.This applies in particular to the

AdS3/CFT2 correspondence since there exist many techniques to solve 2-dimensional models

directly, without the use of a dual gravitational theory. Recent examples in this direction include

the correspondence between certain 2-dimensional coset conformal field theories and higher

spin gauge theories [1, 2], see also [3, 4, 5, 6] for examples involving supersymmetric confor-

mal field theories and [8] for a more extensive list of the vastliterature on the subject. It would

clearly be of significant interest to construct new examplesof the AdS3/CFT2 correspondence

which involve full string theories in AdS3.

In 2012, Gopakumar, Hashimoto, Klebanov, Sachdev and Schoutens [7] studied a two-

dimensional adjoint QCD in which massive Dirac fermionsΨ are coupled to an SU(N) gauge

field. The fermions were assumed to transform in the adjoint rather than the fundamental rep-

resentation of the gauge group. In the strongly coupled highdensity region of the phase space,

the corresponding infrared fixed point is known to develop anN = (2, 2) superconformal sym-

metry. For gauge groups SU(2) and SU(3) the fixed points possess Virasoro central charge

c2 = 1 andc3 = 8/3, respectively. These central charges are smaller that thecritical value

of c = 3 below which one can only have a discrete set ofN = (2, 2) superconformal minimal

models. Such theories are very well studied. Once we go beyond N = 3, however, the central

chargecN = (N2 − 1)/3 of the infrared fixed point exceeds the critical value and the models

are very poorly understood at present. Note that the centralchargecN of these models grows

quadratically with the rankN − 1 of the gauge group. While this is very suggestive of a string

theory dual, there exist very little further clues on the appropriate choice of the 7-dimensional

compactification manifoldM7 of the relevant AdS background.

The most interesting structure inside anyN = (2, 2) superconformal field theory is its chiral

ring. Recall that theN = (2, 2) superconformal algebra contains a U(1) R-chargeQ. The latter

provides a lower bound on the conformal weightsh in the theory, i.e. physical statesφ in a

unitary superconformal field theory obey the conditionh(φ) ≥ Q(φ). States in the Neveu-

Schwarz sector that saturate this bound, i.e. for whichh(φ) = Q(φ), are calledchiral primaries.

Since chiral primaries are protected by supersymmetry, they are expected to play a key role in

discriminating between potential gravitational duals forthe infrared fixed point of adjoint QCD.

More concretely, the space of chiral primaries in the limit of large N should carry essential

information on the compactification manifoldM7 of the dual AdS3 background.

The goal of our work is to initiate a systematic study of the chiral ring for the models
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proposed by Gopakumar et al. In [7] the partition function ofthe infrared fixed point was

studied forN = 2, 3. In these two cases the chiral ring is well understood through the relation

withN = (2, 2) minimal models, as we mentioned above. The chiral primaries that are found in

these two simple models are special representatives of a larger class ofregular chiral primaries

that can be constructed for allN. But once we pass the critical value of the central charge, i.e.

for cN > 3, additional chiral primaries start showing up. We shall find one example atN = 4

and three non-regular, orexceptional, chiral primaries forN = 5. In order to do so, we develop

some technology that can be applied also to larger values ofN and we hope that it will provide

essential new tools in order to address the largeN limit.

Let us briefly discuss the plan of this paper. In the next section, we shall describe the

low energy theory, identify its chiral algebra, construct the relevant modular invariant partition

function and finally discuss the emergentN = (2, 2) superconformal symmetry. Our discussion

differs a bit from the one in [7] in that we work with a larger chiralalgebra. Our algebra has

the advantage that it contains the R-current of the model. This gives us more control over

chiral primaries in the subsequent analysis. Section 3 is devoted to the representation theory

of the chiral symmetry. There we shall explain how to label its representations and how to

construct the corresponding characters. In doing so, we shall keep track of the R-charges. The

section concludes with explicit lists of representations up to N = 5. In section 4 we turn to

the main theme of this work, the set of chiral primaries. After explaining some general bounds

on their conformal weights we describe the set of regular chiral primaries and study some of

their properties. Finally, we construct all additional exceptional chiral primaries forN = 4 and

N = 5. These were not known previously. Whether any of these additional chiral primaries

survive in the largeN limit remains an interesting issue for future research.

2 The model and its symmetries

The main purpose of this section is to review the setup described in [7]. Starting from 2-

dimensional adjoint QCD we describe how the low energy description emerges in the limit of

large density and strong coupling. Special attention is paid to the chiral symmetries of the

theory which are identified at the end of the first subsection.The algebra we construct there is

a bit larger than the one that was considered in [7]. In the second subsection we then describe

how the state space of the low energy theory decomposes into representations of left- and right-

moving chiral algebra. The section concludes with some comments on an emergentN = (2, 2)

superconformal symmetry and the role of chiral primaries for future studies of AdS duals.
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2.1 Review of the model

The model we start with is a 2-dimensional version of QCD withfermions in the adjoint repre-

sentations, i.e.

L(Ψ,A) = Tr
[
Ψ(iγµDµ −m− µγ0)Ψ

]
− 1

2g2
YM

Tr FµνF
µν . (2.1)

Here,A denotes an SU(N) gauge field with field strengthF and gauge couplinggYM . The com-

plex Dirac fermionsΨ transform in the adjoint of the gauge group andDµ denote the associated

covariant derivatives. The two real parametersmandµ describe the mass and chemical potential

of the fermions, respectively.

We are interested in the strongly coupled high density regime of the theory, i.e. in the regime

of very large chemical potentialµ ≫ m and gYM . As is well known, we can approximate

the excitations near the zero-dimensional Fermi surface bytwo sets of relativistic fermions,

one from each component of the Fermi surface. These are described by the left- and right-

moving components of massless Dirac fermions. At strong gauge theory coupling, the resulting

(Euclidean) Lagrangian reads

Leff(ψ,ψ,A) = Tr
(
ψ
∗
∂ψ + ψ∗∂ψ + Az[ ψ

∗,ψ ] + Az[ ψ
∗
,ψ ]

)
. (2.2)

Here we have dropped the term involving the field strengthF, using thatgYM → ∞. Upon

integrating out the two componentsAz andAz of the gauge field we obtain the constraints

J(z) := [ ψ∗,ψ ] ∼ 0 , J̄(z̄) := [ ψ∗,ψ ] ∼ 0 . (2.3)

These constraints are to be implemented on the state space ofthe N2 − 1 components of the

complex fermionψ such that all the modesJn, n > 0, of J(z) =
∑

Jnz−1−n vanish on physical

states, as is familiar from the standard Goddard-Kent-Olive coset construction [9].

In order to describe the chiral symmetry algebra of the resulting conformal field theory we

shall start with the unconstrained model, which we refer to as thenumeratortheory. It is based

on M = N2 − 1 complex fermionsψν, ν = 1, . . . ,M. These give rise to a Virasoro algebra with

central chargecN = N2 − 1, where the subscript N stands for numerator. We can decompose

each complex fermion into two real componentsψn
ν, n = 1, 2, such thatψν = ψ1

ν + iψ2
ν. From

time to time we shall combineν andn into a single indexα = (ν, n). Let us recall that the 2M

real fermionsψα can be used to build SO(2M) currentsKαβ at levelk = 1. The central charge

of the associated Virasoro field coincides with the central chargecN of the original fermions.

The SO(2M)1 current algebra generated by the modes ofKαβ forms the numerator in the coset

construction.

In order to describe thedenominator, i.e. the algebra generated by the constraints (2.3), we

need to recall a second way in which our fermionsψn
ν give rise to currents. According to the
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usual constructions, we can employ the representation matrices of the adjoint representation to

build two sets of SU(N) currents at levelk = N. These currents will be denoted byjnν with

ν = 1, . . . ,M andn = 1, 2. The currentsJ that were introduced in eq. (2.3) are obtained as

Jν = j1ν + j2ν. The chiral SU(N) currentsJν form an affine algebra at levelk = 2N. Through

the Sugawara construction we obtain a Virasoro algebra withcentral chargecD = 2(N2 − 1)/3,

where the subscript D stands for denominator. Now we have assembled all the elements that are

needed in defining the coset chiral algebra

WN := SO(2N2 − 2)1/SU(N)2N . (2.4)

The parameterN keeps track of the gauge group SU(N). The algebraWN is a key element in

our subsequent analysis. It is larger than the chiral symmetry considered in [7] which uses the

subalgebra SU(N)N× SU(N)N ⊂ SO(2N2 − 2)1 to encode symmetries of the numerator theory.

2.2 Modular invariant partition function

The coset algebraWN describes the chiral symmetries of our model. Consequently, the partition

function must decompose into a sum of products of charactersfor the left- and right chiral

symmetry. These characters will be discussed in much detailbelow. The aim of this section

is to explain how they are put together in order to construct the partition function of the coset

model.

We shall begin with a few simple comments on the numerator theory. As we reviewed above,

its state space carries the action of a chiral SO(2M) algebra at levelk = 1. This current algebra

possesses four sectors which are denoted byid,v,spandc, respectively. When decomposed into

the associated characters, the partition function takes the form

ZN(q, q̄) = |χN
id|2 + |χN

v |2 + |χN
sp|2 + |χN

c |2 = MN
ABχ

N
A(q)χ̄N

B(q̄) . (2.5)

The labelsA, B on the right hand side run throughA, B = id,v,spandc and MN
AB are integers

which are defined through the expression on the left hand side. Explicitly, these integers are

given byMN
AB = diag(1, 1, 1, 1).

Now we need to describe a similar set of integersMD
ab for the denominator theory. This is

obtained from the D-type modular invariant partition function for the SU(N)2N Wess-Zumino-

Witten model. Before we can spell it out, we need a bit of notation. To begin with, we introduce

the setJN of SU(N) weightsa = [λ1, . . . , λN−1] subject to the condition
∑N−1

s=1 λs ≤ 2N. These

label sectors of the SU(N) current algebra at levelk = 2N.

OnJN we can define an action ofZN such that

γ([λ1, . . . , λN−1]) = [2N −
N−1∑

s=1

λs, λ1, . . . , λN−2] (2.6)
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for the generatorγ ∈ ZN. Obviously,γ maps elementsa ∈ JN back intoJN and it obeys

γN =id.

In addition, we can also construct a maphD : JN → R that assigns a conformal weight

hD(a) to each sectora ∈ JN. The weight is given by1

hD(a) =
C2(a)
3N

. (2.7)

With the help of the mapγ : JN → JN and the weighthD : JN → R we can finally define

the so-called monodromy charge

Qγ(a) ≡ hD(γ(a)) − hD(a) mod 1. (2.8)

Now we have collected all the ingredients we need in order to spell out the desired D-type

modular invariant partition function of the SU(N)2N Wess-Zumino-Witten model,

ZD(q, q̄) =
∑

{a};Qγ(a)≡0

N
Na
|
∑

b∈{a}
χb|2 =

∑

ab

MD
abχ

SU(N)2N
a (q)χ̄SU(N)2N

b (q̄) . (2.9)

The first summation is over orbits{a} of weights for the affine SU(N)2N under the action (2.6)

of the identification currentγ. The length of a generic orbit agrees with the sizeN of the gauge

group SU(N). Some orbits{a}, however, possess fixed points so that their lengthNa = N{a} can

be a nontrivial divisor ofN. For more details on simple current modular invariants see [10].

From eq. (2.9) we can read off the integer coefficientsMD of the decomposition [11],

MD
ab =



∑N
p=1 δa,σp(b) if t(a) = 0 modN

0 otherwise
, (2.10)

wheret(a) =
∑N−1

s=1 sλs is theN-ality of an SU(N)2N representationa = [λ1, ..., λN−1] andσr(a) =

2Nwr + cr(a), r = 1, ...,N, are associated with group automorphisms of SU(N)2N. They are

defined in terms of the fundamental weightswr and the Coxeter rotationscr(wi) = wi+r − wr ,

see [11, 12] for more details and [13, 14] forMD at N = 2, 3. Note that theN-ality constraint

coincides with the condition of vanishing monodromy chargethat was built into eq. (2.9).

We are now prepared to construct a modular invariant that is associated with our coset

model. In fact, following the standard procedures in coset conformal field theory we are led to

1The quadratic Casimir of an SU(N) representationa is given by

C2(a) =
1
2

−
n2

N
+ nN+

r∑

i=1

(l2i + l i − 2il i)

 ,

wheren =
∑r

i=1 l i is the total number of boxes in the corresponding Young tableau, andl i =
∑N−1

s=i λs (i = 1, ..., r)
denotes the length of theith row.
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consider

Z̃N(q, q̄) =
1

N2

∑

ABab

MD
abM

N
ABXW(A,a)(q)X̄W(B,b)(q̄) . (2.11)

The summation runs over the same range as in eqs. (2.5) and (2.9). The functionsX are so-called

branching functions. We will define and construct them in thenext section. For most values

of the label (A, a), the branching functionX is a characterχ of an irreducible representation of

WN. More precisely, one finds that

XW(A,a)(q) = χW(A,a)(q) when Na = N , (2.12)

i.e. when the orbit{a} of a under the action ofγ ∈ ZN consists ofN elements. The orbit{0} of

the vacuum representation is always such a long one. Consequently, in order for the vacuum

to contribute with unit multiplicity, we had to divide the sum in eq. (2.11) byN2. But this is a

dangerous division. In order to see the problem, let us insert MN
AB andMD

ab as in eqs. (2.5) and

(2.9), respectively. Then our modular invariant (2.11) reads

Z̃N(q, q̄) =
∑

A

∑

{a},Qγ(a)=0

Na

N
|XW(A,a)(q)|2 . (2.13)

Here, we sum over orbits{a} instead of SU(N) representationsa with vanishing monodromy

charge. For short orbits we haveNa < N so that the corresponding branching functions are

divided by a non-trivial integer. Typically, one finds that these fractions are not compensated

by corresponding multiplicities in the branching functions so that the modular invariant (2.11)

possesses non-integer coefficients. This problem is of course well known and may be overcome

by a process known as fixed point resolution, see [10, 15]. In the case of short orbits, i.e. when

Na , N, the branching functionXW(A,a) turns out to decompose into a sum ofWN characters

χW(A,a,m) for irreducibles labeled bym. General formulas for such decompositions exist only for

some coset chiral algebras, see e.g. [15]. Experience showsthat the charactersχW(A,a,m) can be

used as building blocks for modular invariantsZres
N such that

ZN(q) = Z̃N(q) + Zres
N (q) (2.14)

has integer coefficients only. ZN can therefore be interpreted as the partition function of the

system. To spell out details, we shall mostly assume thatN is a prime number. Under this con-

dition, the sectors (A, [2, 2, . . . , 2]) turn out to generate the only short orbits and the resolution

process can be spelled out explicitly. Following a recipe first described in [10] we define

χW(A,a∗,m)(q) =
1
N

(
XW(A,a∗)(q) + d(A,m)

)
, (2.15)

where d(A,m) ∈ Z with
N∑

m=1

d(A,m) = 0 , (2.16)
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m = 1, . . . ,N andA runs through its four possible values, as usual. We also introduced the

shorthanda∗ = [2, 2, . . . , 2]. Note that the proposed characters indeed sum up to the branching

functions. ForN > 2 we propose the following values ford(A,m):2

d(id,1) = N − 1 , d(id,p) = −1 ,

d(v,1) = 0 , d(v,p) = 0 ,

d(sp,1) = −
(N − 1)2

2
, d(sp,p) =

N − 1
2

,

d(c,1) =
N2 − 1

2
, d(c,p) = −

N + 1
2

,

(2.17)

p = 2, ...,N. Given these characters we can now constructZres through

Zres
N (q) =

1
N2

∑

A

N∑

m=1

d2
(A,m) =

N2 + 3
2

N − 1
N

(2.18)

for N prime. SinceZres is a constant, it is obviously modular invariant. In addition, if we add

this term to the modular invariant̃ZN we obtain an expression in which squares of characters

are summed with integer coefficients,

ZN(q) =
∑

A

∑

{a},a,a∗
Q(a)=0

|χW(A,a)(q)|2 +
∑

A

N∑

m=1

|χW(A,a∗,m)(q)|2 . (2.19)

Here, the first summation is over all orbits of lengthN with vanishing monodromy charge. Of

course our assumption thatN be prime is crucial for the validity of the expression (2.19)for the

partition function of our model.

2.3 Comments on superconformal symmetry

According to the usual Goddard-Kent-Olive (GKO) construction [9], the chiral algebraWN

contains a Virasoro field whose central charge is given by thedifference of the central charges

in the numerator and the denominator,

c = c(WN) = cN − cD = N2 − 1− 2
3

(N2 − 1) =
1
3

(N2 − 1) . (2.20)

Of course, the coset chiral algebra contains many more fields. To be precise, any element of

the numerator algebra that has trivial operator product with respect to the denominator currents

makes it into our algebraWN. In the case at hand, the condition is also satisfied by the U(1)

current

J(z) = 1
3

∑
ν,µ ψ

1
ν(z)ψ

2
µ(z)κ

νµ (2.21)

2For N = 2, we haved(sp,1) = −1, d(sp,2) = 1 andd(c,1) = 1, d(c,2) = −1, all others are zero.
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whereκνµ denotes the Killing form of SU(N). This U(1) current will play a very important role.

It was observed in [16] that the conformal symmetry is actually enhanced to aN = (2, 2)

superconformal one. This means that the state space admits the action of fermionic generators

G± and an additional U(1) currentJ. WhileG± are not contained in our chiral algebraWN, the

U(1) current is. In fact, it is precisely the current we foundin the previous paragraph.

Let us recall that in models withN = 2 supersymmetry there is an important subset of

fields, namely the (anti-)chiral primaries. By definition, these correspond to states in the Neveu-

Schwarz sector of the theory, i.e. withA =id,v, such thath = |Q| whereQ denotes the U(1)

charge andh the conformal weight. Chiral primaries have many interesting properties. In

particular, they give rise to the so-called chiral ring. In addition the space of chiral primaries is

protected under deformations preserving theN = (2, 2) superconformal symmetry. Therefore,

it can serve as a “fingerprint” of our model.

As we discussed in the introduction, chiral primaries should play an important role when it

comes to identifying the AdS dual of the superconformal fieldtheory we are dealing with. As

we pointed out in the introduction, AdS duals of 2-dimensional (super-)conformal field theories

have recently attracted quite some attention. In the existing examples, the central charge is

linear in N and the dual model is a higher spin theory in AdS3. The case we are dealing with

here is different: The central charge (2.20) is quadratic inN and hence standard arguments

would suggest a richer dual model which is described by a fullstring theory in AdS3 rather

than a higher spin theory. The identification of this string theory would be significant progress.

Clearly, the chiral primaries could play a central role in identifying the string dual.

3 Representations of the chiral symmetry

In the previous section we identified the chiral symmetry algebraWN of the coset model. Our

next aim is to develop the representation theory of this chiral symmetry. In the first subsection

we shall provide several different ways to think about the pairs (A, a) that label non-trivial

branching functions of our chiral algebraWN. Then we explain how to obtain the branching

functions from the characters of the numerator and the denominator theory. We have worked

out the first few terms in the expansion of these characters for all representations withN ≤ 5.

The results are sketched in the third subsection, at least tothe extent to which they are needed

later on. More details may be found in appendix B.

3.1 Labeling of orbits

The labels (A, a) of WN branching functions have been described in the previous section al-

ready. Let us recall thatA runs through the four valuesA =id,v,sp,c. The range ofa was a little
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more difficult to state. It should be taken from the setJ0
N of SU(N)2N labelsa with vanishing

monodromy chargeQγ(a) = 0, see eq. (2.8). Since branching functions are invariant under the

action (2.6) of the identification groupZN, we only need to pick one representativea from each

orbit {a} ∈ ON = J0
N/ZN. In the next two subsections we will develop an approach thatallows

to enumerate the branching functions ofWN more systematically.

3.1.1 Solving the zero monodromy condition

Our first task is to describe those labelsa that solve theQ(a) = 0 condition, i.e. elements

a ∈ J0
N. Our claim is that elementsa of J0

N are in one-to-one correspondence with pairs of

SU(N) Young diagramsY′ andY′′ with equal numbern′ = |Y′| = |Y′′| of boxes satisfying

r ′ + c′′ ≤ N , r ′′ + c′ ≤ 2N (3.1)

wherer ′, r ′′ andc′, c′′ denote the numbers of rows and columns ofY′,Y′′, respectively. Let us

denote the row lengthes of the Young diagramsY′ andY′′ by3

Y′ = (l′1, . . . , l
′
r ′) , Y′′ = (l′′1 , . . . , l

′′
r ′′) .

Here, we arrange thel′i and l′′i in decreasing order, i.e.l′i ≥ l′i+1 etc. so that the largest entries

are l′1 = c′ and l′′1 = c′′. From these two Young diagrams we can build a new diagramY =

(l1, . . . , lN−1) through4

l i =



r ′′ + l′i for i = 1, ..., r ′

r ′′ for i = r ′ + 1, ...,N − l′′1

r ′′ − k for i = N − l′′k + 1, ...,N − l′′k+1 , k = 1, ..., r ′′ − 1

0 for i = N − l′′r ′′ + 1, ...,N − 1 .

(3.2)

As will be shown in appendix C, the total number|Y| of boxes inY is n = r ′′N and the value of

the quadratic Casimir is

C2(a) = C2(Y) = n′N +C2(Y
′) −C2(Y

′′) , (3.3)

whereC2(Y′) andC2(Y′′) are the quadratic Casimirs of the SU(N) representations associated

with Y′ andY′′, respectively. Formula (3.3) follows directly by substituting eq. (3.2) into the

definition of the quadratic Casimir invariant of SU(N).

We will not prove the parametrization ofJ0
N through pairs (Y′,Y′′) here. But let us make a

few comments at least. To begin with, the first constraint in eq. (3.1) is a necessary condition

for Y = (l1, ..., lN−1) to be a representation of SU(N) while the second constraint ensures that

3The row lengthsl′i (i = 1, ..., r ′) are related to the Dynkin labelsλ′s by l′i =
∑N−1

s=i λ
′
s (and similarly forl′′i ).

4This extends the construction of [17].
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it is also a representation of the affine group SU(N)2N. So, the two constraints together ensure

thatY corresponds to a representation of the SU(N) current algebra at levelk = 2N, i.e. to an

element of our setJN. It is not difficult to show that the representationsY also obey the zero

monodromy condition or, equivalently, theN-ality condition
∑N−1

i iλi =
∑

i l i = 0 modN.

Since|Y| = n = r ′′N for any pair (Y′,Y′′), |Y| = ∑
i l i is always a multiple ofN and theN-ality

condition trivially holds true, soY ∈ J0
N. Checking that the representationsY give the complete

setJ0
N would require some more work. We have checked with computer algebra up toN = 7

that the prescription (3.2) indeed provides the complete set of SU(N)2N representations with

vanishing monodromy charge.

Once we accept this parametrization of sectors with vanishing monodromy charge through

pairs (Y′,Y′′) of Young diagrams, it is easy to count. Indeed, we have checked up toN = 9 that

the total number of elements inJ0
N is given by the series A082936 in [18],

|J0
N| =

1
3N

∑

n|N
ϕ(N/n)

(
3n
n

)
, (3.4)

whereϕ(n) is Euler’s phi function. WhenN = 7, for example, we obtain|J0
7 | = 5538 represen-

tations of the affine algebra SU(7)14 with vanishing monodromy charge.

3.1.2 Necklace representation of orbits

The partition functionZN involves a summation over orbits{a} of weightsa ∈ J0
N for the affine

algebra SU(N)2N under the action (2.6) of the identification currentγ. The right way to proceed

is therefore to group the elements ofJ0
N into orbits {a}. It turns out that the orbits possess

a nice representation in terms ofnecklaceswith N black and 2N white beads. A necklace is

constructed from the affine Dynkin labels [λ0, λ1, ..., λN−1] of any representation within a given

orbit. We stated the relation between the row lengthesl i and the Dynkin labelsλi in the previous

section. The additional entryλ0 of the affine Dynkin label is simply given byλ0 = 2N−∑N−1
i=1 λi.

Necklaces are direct graphical representations of the affine Dynkin labels. The entries of the

affine Dynkin label determine the number of white beads which areseparated by the black

beads, i.e. the structure of a necklace is:λ0 white beads, black bead,λ1 white beads, black

bead, etc.

λ0

λN−1

λ1

12



A necklace represents the whole orbit{a}, since the action of the identification currentγ corre-

sponds to a rotation of the necklace but not a modification of the necklace itself. The identifi-

cation of orbits with necklaces enables us to find a simple formula for the number

|ON| =
∑

Na|N

1
3N2

a

∑

n|Na

µ(Na/n)

(
3n
n

)
(3.5)

of orbitsON = J0
N/ZN. Here,µ denotes the classical Möbius function.

Let us stress that the number 4|ON| counts the number of inequivalent branching functions

and not the number of representations of our chiral algebra.If we assume that a branching func-

tion associated to an orbit of lengthNa can be decomposed into characters ofN/Na inequivalent

representations, then the number ofWN sectors is given by

|RWN | = 4
∑

Na|N

N
Na

1
3N2

a

∑

n|Na

µ(Na/n)

(
3n
n

)
.

This formula produces the correct results at least whenN is prime. The factor of 4 in front of

the sum stems from the summation overA.

3.2 Representations and characters

Having parametrized and counted the orbits of (A, a) we will discuss the associated branch-

ing functions and the closely related characters of the chiral algebraWN in more detail. By

definition, the character of aWN representationR is obtained through

χWR (q, x) = tr R

(
qLW0 −

c
24 x2J0

)
(3.6)

whereLW0 denotes the zero mode of the coset Virasoro algebra andJ0 is the zero mode of the

current (2.21). The subscriptR refers to the choice of a representation of the chiral algebraWN.

As usual in coset conformal field theory we can obtain branching functions by decompos-

ing the charactersχN(q, x, zi) of the numerator N≡ SO(2M)1 into charactersχD(q, zi) of the

denominator D≡ SU(N)2N,

χN
A(q, x, zi) = tr A

qLN
0−

c
24 x2J0

N−1∏

i=1

zHi0
i

 =
∑

A,a

XW(A,a)(q, x)χD
a (q, zi) . (3.7)

Here we have twisted the characters of the numerator free fermion model with the zero modes

Hi0 of the Cartan currents of D in Chevalley basis (constructed from fermions). By the very def-

inition of the coset chiral algebraWN this implies that states of the coset algebra possess van-

ishingHi0 charge. In other words, all the dependence on the variableszi on the right hand side

of the previous equation is contained in the charactersχD of the denominator algebra SU(N)2N.

13



The summation in eq. (3.7) runs over representationsa of the denominator algebra, i.e. over

weightsa = [λ1, . . . , λN−1] of SU(N) subject to the condition
∑N−1

s=1 λs ≤ 2N. Note that the gen-

erator of the latter carry no charge with respect to the U(1) currentJ(z) so that the corresponding

characters are independent ofx. The labelA runs through the four sectorsA = id, v, sp,cof the

SO(2M) current algebra at levelk = 1, as before.

Let us note the following fundamental properties of the branching functions introduced in

eq. (3.7),

XW(A,a)(q, x) = 0 if Qγ(a) , 0 , (3.8)

XW(A,a)(q, x) = XW(B,b)(q, x) if B = A , b = γn(a) (3.9)

for some choice ofn. Using these two properties, we can rewrite eq. (3.7) in the form

χN
A(q, x, zi) =

∑

{a},Qγ(a)=0

XW(A,a)(q, x)S{a}(q, zi) (3.10)

where the sum extends over orbits{a} of denominator labels under the identification currentγ

whose monodromy charge vanishes and we defined

S{a}(q, zi) =
∑

b∈{a}
χD

b (q, zi) . (3.11)

In order to progress, we must now insert explicit formulas for the various characters. The

functions on the left hand side of eq. (3.10) are actually very easy to construct from the free

fermion representation which gives

χN
id(q, x, zi) ± χN

v (q, x, zi)

=
∏

X∈SU(N)

q−1/24
∞∏

n=1

(1± x1/3zα(X)qn−1/2)(1± x−1/3zα(X)qn−1/2)

 , (3.12)

χN
sp(q, x, zi) ± χN

c (q, x, zi)

=
∏

X∈SU(N)

(
q1/12x1/6

∞∏

n=1

(1± x1/3zα(X)qn)(1± x−1/3zα(X)qn−1)
)
, (3.13)

where

zα(X) ≡ zα1(X)
1 zα2(X)

2 · · · zαN−1(X)
N−1 (3.14)

andα(X) = (α1(X), ..., αN−1(X)) is a root vector of SU(N). Of course, we can obtain explicit

formulas for the charactersχN
A,A =id,v by taking the sum and difference of the expressions in

the first line.

14



(•, •) −→ • [0]

( , ) −→ [2]

( , ) −→ [4]

Figure 1: Pairs of Young diagrams (Y′,Y′′) inducingY ∈ J0
N for N = 2.

Characters of the denominator algebra SU(N)2N are a little bit more complicated but of

course also well known. In terms of the string functionscb
λ
(q) of the denominator theory, the

characters can be written as

χD
b (q, zi) =

∑

λ∈P/kM

cb
λ(q)Θλ(q, zi) , (3.15)

Θλ(q, zi) =
∑

β∨∈M∨
q

k
2 |β∨+λ/k|2

N−1∏

i=1

z
k(β∨+λ/k,α∨i )
i , (3.16)

whereP andM (M∨) denote the weight and (co)root lattice of SU(N), respectively, andα∨i are

the simple coroots of SU(N). By comparing theq-expansion of the right-hand side of equation

(3.10) with that of expressions (3.12,3.13), we find thex-dependence of the branching functions

order by order inx andq.

3.3 Examples with smallN

In order to illustrate the constructions we outlined above and to prepare for our search of chiral

primaries, we want to work out some explicit results withN ≤ 5. Let us recall that the central

charge of the models withN = 2 andN = 3 satisfiescN < 3 so that these two models are part

of the minimal series ofN = (2, 2) superconformal theories. The other two cases,N = 4 and

N = 5, however, are outside this range and hence our results hereare new.

N = 2

For N = 2, there are|J0
2 | = 3 representations of SU(2)4 with vanishing monodromy charge.

Such representations can be constructed from pairs of Youngdiagrams (Y′,Y′′) by eq. (3.2), as

shown in figure 1. Under the action ofγ ∈ Z2 these representations form two orbits. The first

one is long, i.e.N{0} = N = 2 and it consists of{[0], [4]}. There is a second orbit of length

N{2} = 1 which is given by{[2]}.
In the case at hand, it is actually possible to derive explicit expressions for the branching

15



functionsXW from the general decomposition formula (3.10), see appendix A,

XW(id±v,[0])(q, x) =
1
η(q)

∑

n∈Z
(±1)nq

3
2n2

xn ,

XW(id±v,[2])(q, x) =
1
η(q)

∑

n∈Z
(±1)n+1q

3
2(n+ 1

3)
2

(xn+ 1
3 + x−(n+ 1

3 )) ,

XW(sp±c,[0])(q, x) =
1
η(q)

∑

n∈Z
(±1)nq

3
2(n+ 1

2)
2

,

XW(sp±c,[2])(q, x) =
1
η(q)

∑

n∈Z
(±1)n+1q

3
2(n+ 1

6)
2

(xn+ 1
6 ± x−(n+ 1

6 )) .

(3.17)

From these expressions we can read off the conformal weights of the ground states in all 8

sectors. Similarly, we can also determine the maximal valueQ the U(1) charge can assume

among the ground states of these sectors. In particular there are two sectors withA=id. The

sector (id, [0]) is the vacuum sector withh = 0 andQ = 0.

As discussed at the end of section 2.2, the branching functions associated with the fixed

points (A, a∗) = (A, [2]) can be decomposed into two characters of our algebraW2. For A =id

andv, for example, these characters read

χW(id,[2],1) =
1
η(q)

∑

n∈Z
q6(n+ 1

3)
2

x2(n+ 1
3 ) ,

χW(id,[2],2) =
1
η(q)

∑

n∈Z
q6(n+ 1

3)
2

x−2(n+ 1
3) ,

χW(v,[2],1) =
1
η(q)

∑

n∈Z
q6(n+ 1

6)
2

x2(n+ 1
6 ) ,

χW(v,[2],2) =
1
η(q)

∑

n∈Z
q6(n+ 1

6)
2

x−2(n+ 1
6) .

(3.18)

It is easy to check that these formulas agree with the expressions (2.15) and (2.16) whenx = 1.

Let us also display the necklace patterns for the two orbits{[0], [4]} and {[2]}. The affine

Dynkin labels for these orbits are [4, 0] (or [0, 4]) and [2, 2]. These correspond to the following

two necklaces,

[0]

CP

(0, 0)
(3/2, 1/2)

[2]

CP

(2/3, 1/3)
(1/6, 1/6)
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In the two lines below the necklace we use tuples (h,Q) to display the ground state energyh

and maximal U(1) chargeQ among the ground states of the sectors withA=id (first line) and

A=v (second line). In principle, there are also two sectors withA=sp, cwhich we do not show

here. The label ‘CP’ we placed in the center of the two necklaces will be explained in the next

section.

Let us finally also spell out the full partition function of the model. In the case at hand, our

general expression (2.19) reads as follows

Z2 =
∑

A

(
|χW(A,[0]) |2 + |χW(A,[2],1)|2 + |χW(A,[2],2)|2

)

=
1
|η(q)|2

∑

n,w∈Z
q

k2
L
2 q̄

k2
R
2 xrkL x̄rkR with kL,R =

n
r
± wr

2
, r = 2

√
3 (3.19)

see appendix A.3 for a few more details. The resummation leading to the second line is in

principle straight-forward. The final result coincides with the usual partition function of a free

boson compactified on a circle of radius 2
√

3.

N = 3

After having gone through the example ofN = 2 quite carefully, we can now be a bit more

sketchy withN = 3. In this case we obtain|J0
3 | = 10 representations of SU(3)6 with vanish-

ing monodromy charge. They can be grouped into four orbits, three of which have length

N = 3 while the last one has lengthN[2,2] = 1. More explicitly, the orbits are given by

{[0,0], [6,0], [0,6]},{[1,1], [4,1], [1,4]}, {[3,0], [0,3], [3,3]} and {[2,2]}. The reader is invited to

recover this list from pairs of Young diagramsY′ andY′′, as explained in section 3.1.1 above.

The four orbits are associated with the following four necklaces

[0,0]

CP

(0, 0)
(3/2, 1/2)

[1,1]

CP

(2/3, 1/3)
(1/6, 1/6)

[3,0]

CP

(1/3, 1/3)
(5/6, 1/2)

[2,2]

(1/9, 0)
(11/18, 1/2)

The lines below these diagrams display again some information about the associated branch-

ing functionsXW(A,a) for A=id andA=v, namely the ground state energyh and the maximumQ of

the U(1) charge. These results can be read off from the branching functions which we computed

numerically, see appendix B.1 for the first few terms.

According to the general formula (2.13), the functionZ̃N takes the form

Z̃3(q) =
∑

A

(
|XW(A,[0,0])|2 + |XW(A,[1,1])|2 + |XW(A,[3,0])|2 + 1

3 |XW(A,[2,2])|2
)
. (3.20)
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Once again, thex-dependent branching functions for the short orbit can be decomposed into a

sum ofWN characters. For instance, the branching function5

XW(id,[2,2])(q, x) = 1+ (2x4/3 + 3x2/3 + 5+ 3x−2/3 + 2x−4/3) q+O(q2) , (3.21)

can be written as the sum of three characters,

χW(id,[2,2],1)(q, x) = 1
2

(
chNS,ext

1/9 + c̃h
NS,ext

1/9

)
= 1+ (x2/3 + 3+ x−2/3) q+O(q2) ,

χW(id,[2,2],p)(q, x) = 1
2

(
chNS,ext

11/18 + c̃h
NS,ext

11/18

)
= (x4/3 + x2/3 + 1+ x−2/3 + x−4/3) q+O(q2)

(3.22)

for p = 2, 3. Here, the chNS,ext are extendedN = 2 characters, as defined in [7]. After the

resolution of the fixed point in the sectors (A, [2, 2]), we obtain the partition function

Z3(q, x) =
∑

A

(
|χW(A,[0,0])|2 + |χW(A,[1,1])|2 + |χW(A,[3,0])|2 + |χW(A,[2,2],1)|2 + 2|χW(A,[2,2],2)|2

)
, (3.23)

where all summands are considered as functions of bothq and x. Of course, forx = 1 we

recover the expression (2.19) for the modular invariant partition function we described above.

N = 4

For N = 4 there exist twelve different orbits which are labeled by the following necklaces

[0,0,0]

CP

(0, 0)
(3/2, 1/2)

[1,0,1]

CP

(2/3, 1/3)
(1/6, 1/6)

[0,2,0]

(1/2, 0)
(1, 1/2)

[2,1,0]

CP

(1/3, 1/3)
(5/6, 1/2)

[0,1,2]

CP

(1/3, 1/3)
(5/6, 1/2)

[4,0,0]

CP

(1, 2/3)
(1/2, 1/2)

[2,0,2]

(1/6, 0)
(2/3, 1/2)

[1,2,1]

CP

(1, 2/3)
(1/2, 1/2)

[2,3,0]

(1/2, 1/3)
(1, 5/6)

[3,1,1]

(3/4, 2/3)
(1/4, 1/6)

[0,4,0]

CP

(2/3, 2/3)
(7/6, 5/6)

[2,2,2]

CP

(1/3, 1/3)
(5/6, 1/2)

Note that in this case there are two short orbits. While the orbit {[0,4,0], [4,0,4]} has length

N[0,4,0] = 2, the elementa∗ = {[2,2,2]} is fixed under the action ofγ and hence gives an orbit of

lengthN[2,2,2] = 1. The branching functions of all orbits are displayed in appendix B.2. Note that

5In comparison with appendix B.1, we have reintroduced the factorq−c3/24 in XW (c3 = 8/3).
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4× 2 of these branching functions should be decomposed into thesum ofWN characters since

they are associated to short orbits. For the remaining ones,the branching functions coincide

with the characters. We shall not discuss the resolution of fixed points and the partition function

of the system in any more detail.

N = 5

SinceN = 5 is the first prime number beyond the minimal model bound, thefinal case in our

discussion is the most important one. ForN = 5 there are 41 different orbits which are labeled

by the following necklaces:

[0,0,0,0]

CP

(0, 0)
(3/2, 1/2)

[1,0,0,1]

CP

(2/3, 1/3)
(1/6, 1/6)

[0,1,1,0]

(7/15, 0)
(29/30, 1/2)

[2,0,1,0]

CP

(1/3, 1/3)
(5/6, 1/2)

[1,2,0,0]

(6/5, 2/3)
(7/10, 1/6)

[0,1,0,2]

CP

(1/3, 1/3)
(5/6, 1/2)

[0,0,2,1]

(6/5, 2/3)
(7/10, 1/6)

[3,1,0,0]

CP

(1, 2/3)
(1/2, 1/2)

[2,0,0,2]

(1/5, 0)
(7/10, 1/2)

[1,1,1,1]

CP

(1, 2/3)
(1/2, 1/2)

[1,0,3,0]

(4/5, 1/3)
(13/10, 5/6)

[0,3,0,1]

(4/5, 1/3)
(13/10, 5/6)

[0,2,2,0]

CP

(2/3, 2/3)
(7/6, 5/6)

[0,0,1,3]

CP

(1, 2/3)
(1/2, 1/2)

[5,0,0,0]

CP

(2/3, 2/3)
(7/6, 5/6)

[3,0,1,1]

(4/5, 2/3)
(3/10, 1/6)

[2,2,0,1]

CP

(2/3, 2/3)
(7/6, 5/6)

[2,1,2,0]

(8/15, 1/3)
(31/30, 5/6)

[1,3,1,0]

CP

(4/3, 1)
(5/6, 5/6)

[1,1,0,3]

(4/5, 2/3)
(3/10, 1/6)

[1,0,2,2]

CP

(2/3, 2/3)
(7/6, 5/6)

[0,5,0,0]

CP

(1, 1)
(3/2, 7/6)

[0,2,1,2]

(8/15, 1/3)
(31/30, 5/6)

[0,1,3,1]

CP

(4/3, 1)
(5/6, 5/6)

[4,1,0,1]

(2/5, 1/3)
(9/10, 5/6)

[4,0,2,0]

(4/15, 0)
(23/30, 1/2)

[3,2,1,0]

(17/15, 1)
(19/30, 1/2)

[3,0,0,3]

(3/5, 1/3)
(11/10, 5/6)
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[2,4,0,0]

(13/15, 2/3)
(41/30, 7/6)

[2,1,1,2]

(2/5, 1/3)
(9/10, 5/6)

[2,0,3,1]

(6/5, 1)
(7/10, 1/2)

[1,3,0,2]

(6/5, 1)
(7/10, 1/2)

[1,2,2,1]

(16/15, 1)
(17/30, 1/2)

[1,1,4,0]

(4/5, 2/3)
(13/10, 7/6)

[0,3,3,0]

(3/5, 0)
(11/10, 5/6)

[0,1,2,3]

(17/15, 1)
(19/30, 1/2)

[3,2,0,2]

CP

(1, 2/3)
(1/2, 1/2)

[3,1,2,1]

(13/15, 2/3)
(11/30, 1/6)

[2,3,1,1]

CP

(2/3, 2/3)
(7/6, 5/6)

[2,2,3,0]

(7/15, 1/3)
(29/30, 5/6)

[2,2,2,2]

CP

(1/3, 0)
(5/6, 5/6)

As usual, the length of the orbita∗ = {[2,2,2,2]} is Na∗ = 1. All other orbits are of maximal

lengthN. The first few terms of the branching functions are displayedin appendix B.3.

Let us briefly describe how to resolve the fixed point when we work with x-dependent

branching functions and characters. One may find the following expression for the branching

function

XW(id,[2,2,2,2]) = 1+ (4y2 + 19y4/3 + 36y2/3 + 47)q+O(q2) , (3.24)

in appendix B.3. It can be written as a sum of five functions,

χW(id,[2,2,2,2],1) = 1+ (3y4/3 + 8y2/3 + 11)q+O(q2) ,

χW(id,[2,2,2,2],p) = (y2 + 4y4/3 + 7y2/3 + 9)q+O(q2)
(3.25)

for p = 2, ..., 5, which we propose for the characters. Here we have introduced the shorthand

yn ≡ xn + x−n. Note that forx = 1 the coefficients ofq in the characters must equal 165/5 = 33.

Then, after resolution of the fixed point, we get

Z5 =
∑

A

( ∑

{a}∈O5/{[2,2,2,2]}
|χW(A,a)|2 + |χW(A,[2,2,2,2],1)|2 + 4|χW(A,[2,2,2,2],2)|2

)
. (3.26)

This concludes our brief discussion of branching functions, characters and partition functions

for the examples withN ≤ 5.

4 Chiral primary fields

In this section we will describe the main results of this work. We have described the chiral

symmetryWN and the complete modular invariant partition functionZN for a family of field
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theories withN = (2, 2) superconformal symmetry. Our goal now is to determine thechiral

primaries of these models. Since we know how the spectrum of the model is built from the

various representations of the chiral algebraWN all that is left to do is to find (anti-)chiral

primaries in the individual sectors. In principle this is straightforward once the characters of

the chiral algebra are known. Indeed, forN ≤ 5, the chiral primaries can be read off from the

q-expanded branching functions listed in appendix B. In section 4.1, we show that there exists

an upper bound on the conformal weight of a chiral primary. Inorder to organize the chiral

primaries, we will then define and discuss in section 4.2 the class ofregular chiral primaries.

In section 4.3, we discuss a few examples and show that forN ≤ 3 there are no other chiral

primaries besides the regular ones. This will change for theories withN ≥ 4, as we shall show

in section 4.4.

4.1 Bound on the dimension of chiral primaries

There are a few general results on the dimension of chiral primaries that are useful to discuss

before we get into concrete examples. In anyN = 2 superconformal field theory, the conformal

weight of chiral primaries is bounded from above by

h(φcp) ≤
c
6

(4.1)

wherec is the central charge of the Virasoro algebra [19]. This bound is independent of the

sector in which the chiral primary resides.

In order to derive stronger sector dependent bounds, we recall that the fields in the numerator

theory satisfyhN ≥ 3|QN|. States that make it into the coset sector (A, {a}) contain the highest

weight vector of a SU(N)2N representationb ∈ {a} in the orbit ofa. The latter has weighthD
b and

chargeQD
b = 0. For the dimensionh and chargeQ of the coset fields we obtain the constraint

h+ hD
b = hN ≥ 3|QN| = 3|Q| and consequently for coset statesφ in the sector (A, {a}),

h(φ) ≥ 3|Q(φ)| −minb∈{a}(h
D
b ) .

For (anti-)chiral primariesφcp with h(φcp) = |Q(φcp)| this inequality implies that

2h(φcp) ≤ minb∈{a}(h
D
b ) or h(φcp) ≤ minb∈{a}

(
C2(b)
6N

)
. (4.2)

In addition to this constraint, the U(1) charges must also satisfy |Q| = k/6 (k ∈ N0). It is easy to

see that this implies

minb∈{a}

(
C2(b)

N

)
∈ Z

if the sector (A, {a}) is to contain a chiral primary andN is odd. For evenN a similar condition

holds withN replaced byN/2.
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As we shall see below there exist some important sectors for which this bound is so strong

that it does not permit chiral primaries above the ground states. In other sectors, however, our

bound (4.2) is much less powerful. This applies in particular to those that are associated with

the fixed pointa∗. In fact, in the representationa∗, the quadratic Casimir assumes its largest

eigenvalue

C2(a∗) =
1
3

N(N2 − 1) or
C2(a∗)

6N
=

cN

6
.

Hence, in the fixed point sectors our bound (4.2) coincides with the universal bound (4.1). This

appears to leave a lot of room for chiral primaries.

4.2 Regular chiral primaries

As we stressed before, there exists a large set of chiral primaries that may be constructed

very explicitly for any value ofN. Their description is particularly simple when we use our

parametrization of orbits in terms of two Young diagramsY′ andY′′, see section 3.1. We will

determineW sectors containing regular chiral primaries in the first subsection and then count

regular chiral primaries of the full (non-chiral) conformal field theory in the second.

4.2.1 Parametrization and properties

In section 3 we constructed all solutionsa ∈ JN of the vanishing monodromy conditionQ(a) =

0 in terms of a pair of Young diagramsY′ = Y′(a) andY′′ = Y′′(a). As indicated in our notation

we now think of these Young diagrams as functions of the sector labela. This map is obtained

by reversing our formula (3.2) for the construction ofY(a) from Y′ andY′′. As we shall show

below, for elements of the following subset

SN = {a = (l1, . . . , lr)|Y′(a) = Y′′(a); Q(a) = 0} ⊂ J0
N (4.3)

we can find a regular chiral primary in the coset sectors (A, {a}) with A =id if |Y′| is even and

A = v otherwise.

There is a relatively simple geometrical construction of the Young diagramsY(a) that can

be obtained withY′ = Y′′. In fact, it follows from eq. (3.2) that a Young diagramY(a), a ∈ SN

is obtained fromY′ by first completingY′ to an r ′ × N rectangular Young diagram and then

attaching the (rotated) ‘complementary’ diagram (N − l′r ′ , ...,N− l′1) from the left to the original

Young diagramY′. An example is shown in figure 2.

Note that the conditionY′(a) = Y′′(a) is not invariant under the action of the identification

current. So, in order to find out whether a sector (A, {a}) contains a regular chiral primary, one

has to check the conditionY′(b) = Y′′(b) for all b ∈ {a}.
There are two important remarks we have to make concerning the precise relation between

coset sectors containing regular chiral primaries and elements of the setSN. The first one
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−→

Figure 2: Generation of a representationY ∈ S4. The Young diagramY′ with lengths (l′1, l
′
2) =

(2, 1) (black) induces the SU(4) representationY with lengths (l1, l2, l3) = (4, 3, 1).

concerns the sectors obtained froma∗ = [2, 2, . . . , 2] that give rise to the unique fixed points

for N prime. A moment of thought about the construction we sketched above shows thata∗ can

never be inSN unlessN = 2. Hence the distinction between coset sectors and labels (A, {a}), as

well as all our discussion of fixed point resolutions, is not relevant for the discussion of regular

chiral primaries whenN is a prime number.

More importantly, we want to stress that there exist orbits{a} ∈ ON that contain two elements

from SN. It is not too difficult to list these orbits explicitly. From the general construction of

SN we can infer that

aν = [0, ..., 0,N, 0, ..., 0] ∈ SN

for ν = 1, . . . ,N − 1. Here, the only non-zero entryN can appear in any positionν, i.e. λν = N.

Field identifications can mapaν to aN−ν so that we have now found⌊(N − 1)/2⌋ orbits that

contain two elements ofSN. One may also argue that these are the only ones that contain more

than one element ofSN.

For coset sectors (A, {a}) with a ∈ SN there exists a simple formula to compute their exact

conformal weight. By eq. (3.3) the quadratic Casimir of a representationa ∈ SN is simply

C2(a) = n′N. This implies that the conformal weight of the ground statesis

h(ψ(A,{a})) =
C2(a)
6N

=
n′

6
, (4.4)

for a ∈ SN. Let us add that the numbern′ = |Y′| = |Y′′| of boxes inY′ is given in terms of the

representation labels (l1, ..., lr) of a by

n′ =
r ′∑

i=1

l′i =
r ′∑

i=1

(l i − r ′) (4.5)

with r ′ = n/N and wheren =
∑r

i=1 l i is the number of boxes ofY = Y(a). With the help or sector

dependent bound from the previous subsection, see eq. (4.2), we can now show that in all the

sectors associated witha ∈ SN, chiral primaries must be ground states of theW algebra. In

fact, by combining the conformal weight (4.4) with the bound(4.2), we find

n′

6
= h(ψ(A,{a})) ≤ h(φcp) ≤ minb∈{a}

(
C2(b)
6N

)
=

n′

6
.

Hence, these sectors cannot contain any chiral primaries inaddition to the ones we will find

among their ground states.
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4.2.2 Counting of regular chiral primaries

Before we look into examples let us count the regular chiral primaries along with their confor-

mal weight. This will proceed in several steps. First we shall count the number of elements

in SN, then we employ the result to count the number representations of our chiral algebraW
that contain a regular chiral primary and finally we determine the counting function for regular

chiral primaries from the full partition function of the model, at least forN prime.

Our description of the setSN in terms of Young diagramsY′ = Y′′ makes it an easy task

to determine|SN|. The conditions for the choice ofY′ andY′′ we spelled out before eq. (3.2).

They imply that diagramsY′ corresponding to elements inSN must fit into a rectangle of size

r ′ × c′ with r ′ + c′ = N. Such Young diagrams are counted through the series

T̃N(q) =
N∑

k=0

[
N
k

]

q

−
N−1∑

k=0

[
N − 1

k

]

q

=

N−1∑

k=0

q
k

[
N − 1

k

]

q

, (4.6)

which is denoted by A161161 in [18]. Theq-binomial coefficient that multipliesqk counts all

Young diagramsY′ that fit into a rectangle with (N−1−k)×k boxes. The factorqk corresponds

to attaching to each of these Young diagrams from the left a single column ofk boxes. As a

consequence, the individual summands in eq. (4.6) count thenumber of Young diagrams fitting

into a rectangle with (N − k) × k boxes. By the binomial theorem we find

|SN| = T̃N(1) =
N−1∑

k=0

(
N − 1

k

)
= 2N−1 .

Let us list also the coefficientst̃N
n of the functionT̃N(q) =

∑
n t̃N

n q
n for all values withN ≤ 7,

N = 2 : 1, 1

N = 3 : 1, 1, 2

N = 4 : 1, 1, 2, 3, 1

N = 5 : 1, 1, 2, 3, 5, 2, 2

N = 6 : 1, 1, 2, 3, 5, 7, 5, 4, 3, 1

N = 7 : 1, 1, 2, 3, 5, 7, 11, 8, 9, 7,6,2, 2 .

Let us note in passing that, at largeN, the coefficientst̃N
n of T̃N(q) coincide with the numberpn

of partitions ofn, i.e.

lim
N→∞

T̃N(q) =
∞∏

k=1

1
1− qk

=

∞∑

n=0

p(n)qn . (4.7)

In order to count the number ofW representations that contain a regular chiral primary we

recall two facts discussed above. The first one concerns the fixed point resolution. WhenN > 2
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is prime, there is only one short orbita∗ and sincea∗ is not a element ofSN the counting of

regular chiral primaries is not affected by the fixed point resolution. On the other hand, there

are a few orbits that contain two elements ofSN. These need to be subtracted from the counting

function T̃N(q) in order to obtain a counting functionTN(q) forW sectors containing regular

chiral primaries

TN(q) := T̃N(q) −
⌊N−1

2 ⌋∑

n=1

q
n(N−n)/6 . (4.8)

As explained above, the over-counting we are trying make up for is associated with the Dynkin

labelsaν ∈ SN. Since the sector (A, aν) containing the associated regular chiral primary has

conformal weighth(A,[0...N...0]) = n(N − n)/6, we have included the appropriate power ofq in our

subtraction.

After this preparation we can now turn to the counting of (regular) chiral primaries. By their

very definition, (anti-)chiral primaries are fields in the Neveu-Schwarz sector of the theory for

which the conformal weighth and the U(1) chargeQ satisfyh = ±Q. Here, the upper sign

applies to chiral primaries while the lower one is relevant for anti-chiral primaries. It is then

obvious that chiral primaries are counted by

Zcp
N (q, q̄) =

1
(2πi)2

∮
dx
x

∮
dx̄
x̄

ZNS
N (qx−2, q̄x̄−2, x, x̄) (4.9)

whereZNS
N denotes the contribution from the NS sector of the model, i.e. the summandsA=id

andA = v, to the full (resolved) partition function. For anti-chiral primaries, the first two argu-

ments of the partition function in the integrand must be replaced byqx2 andq̄x̄2, respectively.

We know that this counting function for chiral primaries receives contributions from the regular

ones. The latter have been determined above so that

Zcp
N (q, q̄) = Zcp,reg

N (q, q̄) + Zcp,exc
N (q, q̄) = TN

(
(qq̄)1/6

)
+ Zcp,exc

N (q, q̄) . (4.10)

The counting functionTN for regular chiral primaries has been constructed in eqs. (4.8) and

(4.6) above. If all chiral primaries were regular, there would be no additional contributions. But

we shall see below that this is not the case. Starting fromN = 4 not all chiral primaries are

regular. The additionalexceptionalchiral primaries are counted byZcp,exc
N .

4.3 Examples withN ≤ 3: Minimal models

The aim of this and the following subsection is to illustrateour general constructions through

the first two examples, namelyN = 2 andN = 3. These possess central chargecN < 3 and

hence they belong to the minimal series ofN = (2, 2) superconformal minimal models. For

models from this series the chiral primaries are well known.Our only task is therefore to show

that the general constructions of regular chiral primariesoutlined in the previous subsection

allows us to recover all known chiral primaries.
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• −→ • (id, [0])

−→ (v, [2])

Figure 3: The sets of Young diagramsY′ andY for N = 2.

N = 2

Let us start by reviewing briefly the case ofN = 2 which gives a CFT with Virasoro central

chargec2 = 1 ≤ 3. In section 3.3 we have listed all the sectors of this model along with the

conformal weight and maximal R-charge of their ground states. From the results we can easily

deduce that there are only two sectors containing chiral primaries, namely the sectors (id, [0])

and (v, [2], 1). Recall that the label (v, [2]) labels a branching function that can be decomposed

into a sum of two characters. These characters, which were displayed in eq. (3.18), show that

only one of the corresponding sectors contains a chiral primary. Moreover, since the conformal

weight of all chiral primaries is bounded byc2/6 = 1/6 there can be no chiral primaries among

the excited states of the model. Hence, we conclude that model contains two chiral primaries.

One is the identity field, the other one a chiral primary of weighth = 1/6.

Let us reproduce this simple conclusion from the construction of regular chiral primaries.

The construction we sketched above instructs us to list all Young diagramsY′ that can fit into a

rectangle of sizer ′ × c′ wherer ′ + c′ = N = 2. Obviously, there are only two such Young dia-

grams, namely the trivial one and the single box. These are depicted in the leftmost column of

figure 3. Applying the general prescription (3.2) (withY′′=Y′) we obtain two Young diagrams

Y in the second column. From the two columns we can read off the labels of the corresponding

coset sectors (A, {a}). These are displayed in the third column. As we explained above, the first

label A is determined by the number of boxesn′ of the Young diagramY′ in the first column.

It is A =id if n′ is even andA = v otherwise. The second entry contains the orbit{a} of the

SU(2)4 representationa that is associated with the Young diagramY in the second column. Ac-

cording to eq. (4.4), the conformal weights of the corresponding chiral primaries are given by

h(ψ(A,a)) = |Y′|/6. In this case, we recovered all chiral primaries through the construction of the

regular ones. The counting function for chiral primaries isgiven by

Zcp
2 (q, q̄) = 1+ (qq̄)1/6 = T2

(
(qq̄)1/6

)
(4.11)

and it obviously coincides with the counting function for regular chiral primaries we stated in

the previous subsection.
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• −→ • (id, [0, 0])

−→ (v, [1, 1])

−→ (id, [3, 0])

−→ (id, [0, 3])

Figure 4: The sets of Young diagramsY′ andY for N = 3.

N = 3

For N = 3 we can proceed similarly. In this case, the model has central chargec3 = 8/3, still

below the critical valuec = 3. It is well known to possess 3 chiral primaries of conformal

weightsh = 0, 1/6, 1/3 [7] and one can verify this statement through a quick glanceat the data

we provided with the list of necklaces in section 3.3. Note that the three necklaces that are

associated with chiral primaries have been marked with the letters ‘CP’ in the center.

Let us now apply our general construction of regular chiral primaries to the caseN = 3.

To begin with, we must list all the Young diagramsY′ that fit into a rectangle of size 1× 2

or 2× 1. There are four such diagrams which are depicted in the leftmost column of figure 4.

Application of the construction (3.2) (withY′′ = Y′) gives four representations of SU(3), as

shown in the second column of figure 4. The corresponding coset sectors are listed in the right

column. In this case two of the obtained sectors coincide since the SU(3)6 sectors [0, 3] and

[3, 0] are related by the simple current automorphism. Hence we end up with three inequivalent

coset representations whose ground states can provide a regular chiral primary. Their labels are

displayed in the third column of figure 4.

We can easily scan the partition functionZ3 given in eq. (3.23) for chiral primaries from the

list in the third column of figure 4 to obtain

Zcp
3 (q, q̄) = 1+ (qq̄)1/6 + (qq̄)1/3 . (4.12)

The answer agrees with the counting function for regular chiral primaries we proposed in the

previous subsection, i.e.

Zcp
3 (q, q̄) = Zcp,reg

3 (q, q̄) = T̃3((qq̄)1/6) − (qq̄)1/3 .

The subtraction of (qq̄)1/3 is explained by the field identification (id, [3, 0]) = (id, [0, 3]).
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4.4 Exceptional chiral primaries for N ≥ 4

ForN = 2, 3 the complete set of chiral primaries is given by the class ofregular chiral primaries.

While this class still plays a role for higherN we shall find additional chiral primaries when

N ≥ 4. We refer to them asexceptionalchiral primaries.

N = 4

ForN = 4 the central chargec4 = 5 exceeds the boundc = 3 that can be reached with supersym-

metric minimal models. Therefore we can no longer rely on known results on the set of chiral

primaries. Let us therefore first apply our general constructions of regular chiral primaries and

then check whether they provide the complete set of chiral primaries.

The analysis is summarized in figure 5. In the first column we list all the Young diagramsY′

which can fit into rectangles of size 1×3 or 3×1 or 2×2. From these we build Young diagrams for

representations of SU(4) with the help of eq. (3.2). The results are shown in the second column.

Taking the first two columns together we determine the list ofcoset sectors shown in the third

column. Note that (v, [4, 0, 0]) and (v, [0, 0, 4]) refer to the same sector of the model since

[4, 0, 0] may be obtained from [0, 0, 4] by applying the simple current automorphism. Hence,

our construction gives seven different coset sectors whose ground states are chiral primary.

In order to check whether we are missing any chiral primariesof the model, we must scan

the space of states with conformal weighth ≤ c4/6 = 5/6, or a little less if we used the sector

dependent bound (4.2). Since 5/6 < 1, all chiral primaries must be ground states. Hence we can

perform the scan by looking through the pairs (h,Q) we displayed when we listed the necklaces

for N = 4 in section 3.3. Those necklaces that give rise to chiral primaries have already been

marked by a ‘CP’ in the center. Not surprisingly we find all theseven regular chiral primaries

from the third column of figure 5.

On the other hand, the scan we just performed gives one more chiral primary that does not

appear in the right column of figure 5, namely a ground state ofthe coset sector (id, [2, 2, 2]).

This new chiral primary has conformal weighth = Q = 1/3 and it is our first example of an

exceptional chiral primary. Our findings may be summarized in the following expression

Zcp
4 (q, q̄) = 1+ (qq̄)1/6 + 3(qq̄)1/3 + 2(qq̄)1/2 + (qq̄)2/3 (4.13)

which is equal to

Zcp
4 (q, q̄) = Zcp,reg

4 (q, q̄) + (qq̄)1/3 .

The additional term (qq̄)1/3 counts the exceptional chiral primary. A word of caution is in order.

In general, chiral primaries can appear in coset sectors which are fixed points of the theory. As

we discussed before, such fixed points must be resolved, and it is nota priori clear whether this
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• −→ • (id, [0, 0, 0])

−→ (v, [1, 0, 1])

−→ (id, [2, 1, 0])

−→ (v, [4, 0, 0])

−→ (id, [0, 1, 2])

−→ (v, [0, 0, 4])

−→ (v, [1, 2, 1])

−→ (id, [0, 4, 0])

Figure 5: The sets of Young diagramsY′ andY for N = 4.

changes the multiplicity of the chiral primaries or not. ForN = 4 both the sector (id, [0, 4, 0])

and (id, [2, 2, 2]) are fixed points and their ground states are chiral primary. The chiral primaries

appear with multiplicity one in bothXW(id+v,[0,4,0]) andXW(id+v,[2,2,2]), as can be seen from the their

q-expansions in appendix B.2. The result (4.13) forZcp
4 holds true provided that the fixed point

resolution doesnotchange the multiplicities. Otherwise the counting of chiral primaries would

need to be modified accordingly.

N = 5

As in the previous discussion we shall begin by listing all the regular chiral primaries forN = 5.

After constructing all Young diagramsY′ which fit into rectangles of size 2× 3, 3× 2, 1× 4 or

4× 1 we apply eq. (3.2) to obtain the 16 Young diagramsY. It would take quite a bit of space
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to display all of them. So, let us simply produce a list of the corresponding Dynkin labels,

S5 = {(id, [0, 0, 0, 0]), (v, [1, 0, 0, 1]), (id, [2, 0,1, 0]), (id, [0, 1,0,2]), (v, [0,0, 1,3]),

(v, [1, 1, 1, 1]), (v, [3, 1, 0, 0]), (id, [5, 0,0, 0]), (id, [2, 2,0,1]), (id, [0,2, 2,0]),

(id, [1, 0, 2, 2]), (id, [0, 0, 0, 5]), (v, [0, 1,3, 1]), (v, [1, 3,1,0]), (id, [0,5, 0,0]),

(id, [0, 0, 5, 0])} .

Note that both (id, [5, 0, 0, 0]) and (id, [0, 0, 0, 5]) as well as (id, [0, 5, 0, 0]) and (id, [0, 0, 5, 0])

are identified by the simple current automorphism. Hence we would expect 14 coset sectors

whose ground states are (regular) chiral primary.

Let us now look for the complete set of chiral primaries. In this case, the sector independent

bound (4.1) restricts the conformal weight of chiral primaries to satisfyh ≤ c5/6 = 4/3. Here

we inserted the central chargec5 = 8. One can again do a little better using the sector dependent

bound (4.2), but in the case at hand we also listed all contributions to branching functions up

to weighth = 4/3, see appendix B.3. The results show that once more all chiral primaries are

WN ground states so that we can detect chiral primaries from thedata that were provided in

section 3.3 where we listed the necklaces forN = 5. We see 17 sectors of ourWN algebra

contain a chiral primary among its ground states. This is three more that the 14 regular chiral

primaries we described in the previous paragraph. The exceptional chiral primaries correspond

to ground states of the sectors (v, [3, 2, 0, 2]), (id, [2, 3, 1, 1]) and (v, [2, 2, 2, 2]) and they possess

conformal weightsh = 1/2, h = 2/3 andh = 5/6, respectively.

From the resolved partition function (3.26), we thus find

Zcp
5 = 1+ (qq̄)1/6 + 2(qq̄)1/3 + 4(qq̄)1/2 + 5(qq̄)2/3 + 3(qq̄)5/6 + qq̄ (4.14)

= T5

(
(qq̄)1/6

)
+ (qq̄)1/2 + (qq̄)2/3 + (qq̄)5/6 . (4.15)

The last three terms give the counting functionZcp,exc
5 for exceptional chiral primaries. Let us

point out that one of the new chiral primaries is sitting inside the fixed point sector (v, a∗),

something that could not happen with the regular chiral primaries forN prime.

5 Conclusions

In this paper we described the chiral symmetryWN and the complete modular invariant parti-

tion functionZN for a family of field theories withN = (2, 2) superconformal symmetry that

arise in the low energy limit of 1-dimensional adjoint QCD. We developed techniques to study

these theories forN ≥ 4, where the theory does not correspond to a supersymmetric mini-

mal model. Special attention was payed to the set of chiral primaries which are counted by a

functionZcp
N (q) which we introduced in eq. (4.10).
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One of our main results is the discovery of exceptional chiral primaries forN = 4, 5, which

lie outside the set of regular chiral primaries. In fact, we found one such chiral primary for

N = 4 and three of them forN = 5. Regular chiral primaries were described in some detail in

section 4.2. These fields are counted by a functionTN(q) which we defined in eq. (4.8).

Our research is motivated by the desire to constrain the holographic dual of the supercon-

formal field theory under consideration. To this end, one would like to find all chiral primaries

in the limit of a large numberN of colors. As we discussed in section 4, the counting function

TN for regular chiral primaries has a well-defined and simple limiting behavior (4.7). A similar

analysis for the exceptional chiral primaries has not been performed yet. It is possible that such

chiral primaries do not survive the largeN limit. We will return to this problem in a forthcoming

publication.
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Appendix

A Branching functions and fixed-point resolution for N = 2

In this appendix we explain how to compute the branching functions forN = 2, how to resolve

the fixed point and how to recover the partition function of a compactified free boson. The first

subsection contains a list of relevant functions and identities. Branching functions of the model

are computed in the second subsection before we discuss the partition function in the final part.

A.1 Notations

Throughout this appendix, we use the following notation fortheta functions

Ψk(a|b)x :=
∑

n∈Z
q

a
2 (n+ 1

k )2
xb(n+ 1

k )

Ψ̃k(a|b)x :=
∑

n∈Z
(−1)nq

a
2 (n+ 1

k )2
xb(n+ 1

k ) .

Fork = 1, 2, these reduce to ordinary Jacobi theta functions,

θ3(a|b)x := Ψ1(a|b)x , θ4(a|b)x := Ψ̃1(a|b)x ,

θ2(a|b)x := Ψ2(a|b)x , θ1(a|b)x := −iΨ̃2(a|b)x.

Whenever we setx = 1, we omit the second parameter in the brackets and the small subscript.

Next, let us introduce Ramanujan’s theta function,

f (a, b) :=
∑

n∈Z
(ab)

n2
2

(a
b

) n
2

=
∏

n∈N

(
1+

1
a

(ab)n

) (
1+

1
b

(ab)n

) (
1− (ab)n

)
.

It is related to theta functions through

f (a, b) = q−
β2

8αu−
β

2αΨ 2α
β
(α|1)u

f (−a,−b) = q−
β2

8αu−
β

2α Ψ̃ 2α
β
(α|1)u

where the variablesu andq on the right hand side are related toa andb throughab = qα and

a/b = qβu2. Ramanujan’s theta function obeys Weierstrass’ three-term relation [21],

f (a, b) f (c, d) = f (ad, bc) f (ac, bd)+ a f(c/a, a2bd) f (d/a, a2bc)

wheneverab= cd, and Hirschhorn’s generalized quintuple product identity[22],

f (a, b) f (c, d) = f (ac, bd) f (ac · b3, bd · a3)

+ a f

(
d
a
,
a
d

(abcd)

)
f

(
bc
a
,

a
bc

(abcd)2

)
+ b f

(
c
b
,
b
c

(abcd)

)
f

(
ad
b
,

b
ad

(abcd)2

)

for (ab)2 = cd. This concludes our brief list of mathematical functions and identities.
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A.2 Branching functions

In order to illustrate how branching functions are computed, let us focus on the decomposition

of the id + v sector of the SO(6)1 WZW model. According to our general prescription (3.12),

the corresponding character reads

χ
SO(6)1
id+v (q, x, z)

= q−1/8
∏

n∈N
(1+ x1/3qn−1/2)(1+ x−1/3qn−1/2)(1+ x1/3z2qn−1/2)

× (1+ x−1/3z−2qn−1/2)(1+ x1/3z−2qn−1/2)(1+ x−1/3z2qn−1/2) (A.1)

= η−3 f (q1/2x1/3, q1/2x−1/3) f (q1/2x1/3z2, q1/2x−1/3z−2) f (q1/2x1/3z−2, q1/2x−1/3z2)

= η−3 f (q1/2x1/3, q1/2x−1/3)
(
f (qx2/3, qx−2/3) f (qz4, qz−4) + q1/2x1/3z2 f (q2x2/3, x−2/3) f (q2z4, z−4)

)

whereη ≡ η(q) is the Dedekind eta function. In the final step we inserted Weierstrass’ three-

term relation. Using Hirschhorn’s quintuple product, one can then write

f (q1/2x1/3, q1/2x−1/3) f (qx2/3, qx−2/3)

= f (q3/2x, q3/2x−1) f (q3, q3) + q1/2 f (q, q5)
(
x1/3 f (q5/2x, q1/2x−1) + x−1/3 f (q5/2x−1, q1/2x)

)

for a = q1/2x1/3, b = q1/2x−1/3, c = qx2/3, d = qx−2/3 and

x1/3 f (q1/2x1/3, q1/2x−1/3) f (q2x2/3, x−2/3)

= q1/2 f (q3/2x, q3/2x−1) f (1, q6) + f (q2, q4)
(
x1/3 f (q5/2x, q1/2x−1) + x−1/3 f (q5/2x−1, q1/2x)

)

for a = q1/2x1/3, b = q1/2x−1/3, c = q2x2/3, d = x−2/3. In the second case we employed the

following obvious symmetry property off ,

1
√

u
f
(
u,

A
u

)
=
√

u f

(
Au,

1
u

)
.

Substituting these products back and simplifying, one arrives at

χ
SO(6)1
id+v (q, x, z)

= η−1Ψ1(3|1)x

(
θ3(6)
η2

θ3(2|4)z+
θ2(6)
η2

θ2(2|4)z

)

+ η−1 (Ψ3(3|1)x + Ψ3(3| − 1)x)

(
Ψ3(6)
η2

θ3(2|4)z+
Ψ6(6)
η2

θ2(2|4)z

)
. (A.2)

In this formulaθ3(6)/η2, θ2(6)/η2, Ψ3(6)/η2 andΨ6(6)/η2 are combinations of SU(2)4 string

functionsc0
0 + c0

4, 2c0
2, c2

0 andc2
2, respectively (see e.g. [23] for more information). Expressions
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in round brackets can be then recognized asS{0} and S{2} which were defined in eq. (3.11).

Indeed, taking into account the symmetry properties of the SU(2)k string functions,

cΛλ = cJ(Λ)
J(λ) = cΛλ+2k = cΛ−λ

whereJ is the SU(2)k simple current, one readily sees from

SN=2
{a} =

∑

Λ∈{a}

∑

λ∈{−2,0,2,4}
cΛλ

∑

n∈Z
q4(n+ λ8)

2

z8(n+ λ8)

that

S{0} = (c0
0 + c0

4) θ3(2|4)z+ 2c0
2 θ2(2|4)z

S{2} = c2
0 θ3(2|4)z+ c2

2 θ2(2|4)z.

The decomposition (A.2) of the SO(6)1 character (A.1) thus leads to the following branching

functions

XW(id+v,[0])(q, x) = η−1Ψ1(3|1)x , XW(id+v,[2])(q, x) = η−1 (Ψ3(3|1)x + Ψ3(3| − 1)x) .

Going along the same lines, one may compute the six remainingbranching functions. These

are given by

XW(id−v,[0])(q, x) = η−1Ψ̃1(3|1)x , XW(id−v,[2])(q, x) = −η−1
(
Ψ̃3(3|1)x + Ψ̃3(3| − 1)x

)
,

XW(sp+c,[0])(q, x) = η−1Ψ2(3|1)x , XW(sp+c,[2])(q, x) = η−1 (Ψ6(3|1)x + Ψ6(3| − 1)x) ,

XW(sp−c,[0])(q, x) = η−1Ψ̃2(3|1)x , XW(sp−c,[2])(q, x) = −η−1
(
Ψ̃6(3|1)x − Ψ̃6(3| − 1)x

)
.

(A.3)

A.3 The partition function

The ’unresolved’ partition functioñZ2 of the N = 2 model is constructed from the branching

functions (A.3) according to the general prescription (2.13),

Z̃2 =
∑

A=id,v,sp,c

(
|XW(A,[0]) |2 + 1

2 |XW(A,[2]) |2
)
=

1
2

∑

B=id+v,id−v,sp+c,sp−c

(
|XW(B,[0]) |2 + 1

2 |XW(B,[2]) |2
)

=
1

2|η|2
{
|Ψ1(3|1)x|2 + |Ψ̃1(3|1)x|2 + |Ψ2(3|1)x|2 + |Ψ̃2(3|1)x|2 +

1
2

[|Ψ3(3|1)x + Ψ3(3| − 1)x|2

+ |Ψ̃3(3|1)x + Ψ̃3(3| − 1)x|2 + |Ψ6(3|1)x + Ψ6(3| − 1)x|2 + |Ψ̃6(3|1)x − Ψ̃6(3| − 1)x|2]
}
.

As we explained before, the model suffers from a fixed point in the sectors (A, [2]) so thatZ̃2

does not describe the partition function of a well-defined CFT: The multiplicities of some states
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inside the square brackets are non-integer. In order to curethe issue, let us add the following

modular-invariant contribution

Zres
2 :=

1
4|η|2 [|Ψ3(3|1)x −Ψ3(3| − 1)x|2 + |Ψ̃3(3|1)x − Ψ̃3(3| − 1)x|2

+ |Ψ6(3|1)x −Ψ6(3| − 1)x|2 + |Ψ̃6(3|1)x + Ψ̃6(3| − 1)x|2] . (A.4)

Note that this expression reduces toZres
2 (x = 1) = 1 due to Euler’s pentagonal number theorem.

Regrouping terms, we end up with

Z2 := Z̃2 + Zres
2 (A.5)

=
1

2|η|2
{
|Ψ1(3|1)x|2 + |Ψ̃1(3|1)x|2 + |Ψ2(3|1)x|2 + |Ψ̃2(3|1)x|2 + |Ψ3(3|1)x|2 + |Ψ3(3| − 1)x|2

+ |Ψ̃3(3|1)x|2 + |Ψ̃3(3| − 1)x|2 + |Ψ6(3|1)x|2 + |Ψ6(3| − 1)x|2 + |Ψ̃6(3|1)x|2 + |Ψ̃6(3| − 1)x|2
}
.

With a little bit of additional effort, this expression may be resummed into a more compact form

Z2 =
1
|η|2

∑

n,w∈Z
q

k2
L
2 q̄

k2
R
2 xrkL x̄rkR with kL,R =

n
r
± wr

2
, r = 2

√
3 (A.6)

which is the well known partition function of a free boson that has been compactified on a circle

of radiusr = 2
√

3.

B Branching functions for N = 3, 4, 5

In this appendix we give theq-expansions of the branching functionsXW up to orderO(qcN/6).

In order to better read off the conformal weightsh, we omit the overall factorq−cN/24 in the

XW’s. As shown in section 4.1, there are no chiral primaries with conformal weight larger than

h=cN/6. Chiral primary fields (withh = Q) are marked by CPh. We restrict to the NS sector,

i.e. we only display the branching functionsXW(id+v,a) (a ∈ J0
N). Similar expansions exist for all

the branching functionsXW(sp+c,a) in the R sector.

B.1 N = 3

The central charge isc3 = 8/3. Chiral primaries exist only forh ≤ 4/9. The expansion of the

branching functionsXW(id+v,a) (a ∈ J0
3) is given by

XW(id+v,[0,0]) = 1+O(q1) CP0

XW(id+v,[1,1]) =
(
x−1/3 + x1/3

)
q1/6 +O(q2/3) CP1/6

XW(id+v,[3,0]) =
(
x−2/3 + 1+ x2/3

)
q1/3 +O(q5/6) CP1/3

XW(id+v,[2,2]) = q1/9 +O(q11/18) .
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B.2 N = 4

The central charge isc4 = 5. The sector independent bound on the conformal weight of a chiral

primary state is thereforeh ≤ 5/6.

The expansion of the branching functionsXW(id+v,a) (a ∈ J0
4 ) is given by

XW(id+v,[0,0,0]) = 1+O(q1) CP0

XW(id+v,[1,0,1]) =
(
x1/3 + x−1/3

)
q1/6 +

(
x2/3 + 1+ x−2/3

)
q2/3 +O(q7/6) CP1/6

XW(id+v,[0,2,0]) = q1/2 +O(q1)

XW(id+v,[2,1,0]) = XW(id+v,[0,1,2]) =
(
x2/3 + 1+ x−2/3

)
q1/3

+
(
x+ 2x1/3 + 2x−1/3 + x−1

)
q5/6 +O(q4/3) CP1/3

XW(id+v,[4,0,0]) =
(
x+ x1/3 + x−1/3 + x−1

)
q1/2 +O(q) CP1/2

XW(id+v,[2,0,2]) = q1/6 +
(
x+ 2x1/3 + 2x−1/3 + x−1

)
q2/3 +O(q7/6)

XW(id+v,[1,2,1]) =
(
x+ 2x1/3 + 2x−1/3 + x−1

)
q1/2 +O(q) CP1/2

XW(id+v,[2,3,0]) =
(
x2/3 + 1+ x−2/3

)
q1/2 +O(q)

XW(id+v,[3,1,1]) =
(
x1/3 + x−1/3

)
q1/4 +O(q5/4)

XW(id+v,[0,4,0]) =
(
x4/3 + x2/3 + 2+ x−2/3 + x−4/3

)
q2/3 +O(q7/6) CP2/3

XW(id+v,[2,2,2]) =
(
x2/3 + 2+ x−2/3

)
q1/3

+
(
3x+ 5x1/3 + 5x−1/3 + 3x−1

)
q5/6 +O(q4/3) CP1/3 .

B.3 N = 5

The central charge isc5 = 8, and we expand up to orderO(q4/3) in order to capture all contribu-

tions from chiral primaries with conformal weighth ≤ c5/6. In order to write the expansion of

branching functionsXW(id+v,a) (a ∈ J0
5) we shall introduce the shorthandyn ≡ xn + x−n.

XW(id+v,[0,0,0,0]) = 1+ q+O(q3/2) CP0

XW(id+v,[1,0,0,1]) = y1/3q1/6 + (y2/3 + 1)q2/3 + (y+ 3y1/3) q7/6 +O(q5/3) CP1/6

XW(id+v,[0,1,1,0]) = q7/15 + (y+ 2y1/3) q29/30 +O(q22/15)

XW(id+v,[2,0,1,0]) = (y2/3 + 1)q1/3 + (y+ 2y1/3) q5/6
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+ (y4/3 + 5y2/3 + 6)q4/3 +O(q11/6) CP1/3

XW(id+v,[1,2,0,0]) = y1/3q7/10 + (y4/3 + 3y2/3 + 4)q6/5 +O(q17/10)

XW(id+v,[0,1,0,2]) = XW(id+v,[2,0,1,0]) CP1/3

XW(id+v,[0,0,2,1]) = XW(id+v,[1,2,0,0])

XW(id+v,[3,1,0,0]) = (y+ y1/3) q1/2 + (y4/3 + 2y2/3 + 3)q+O(q3/2) CP1/2

XW(id+v,[2,0,0,2]) = q1/5 + (y+ 2y1/3) q7/10 + (2y4/3 + 4y2/3 + 7)q6/5+O(q17/10)

XW(id+v,[1,1,1,1]) = (y+ 2y1/3) q1/2 + (2y4/3 + 6y2/3 + 8)q+O(q3/2) CP1/2

XW(id+v,[1,0,3,0]) = XW(id+v,[0,3,0,1])

XW(id+v,[0,3,0,1]) = (y2/3 + 1)q4/5 + (y5/3 + 4y+ 6y1/3) q13/10 +O(q9/5)

XW(id+v,[0,2,2,0]) = (y4/3 + y2/3 + 2)q2/3 + (y5/3 + 3y+ 5y1/3) q7/6 +O(q5/3) CP2/3

XW(id+v,[0,0,1,3]) = XW(id+v,[3,1,0,0]) CP1/2

XW(id+v,[5,0,0,0]) = (y4/3 + y2/3 + 1)q2/3 + (y5/3 + y+ 2y1/3) q7/6 +O(q5/3) CP2/3

XW(id+v,[3,0,1,1]) = y1/3q3/10 + (y4/3 + 3y2/3 + 4)q4/5

+ (2y5/3 + 7y+ 13y1/3) q13/10 +O(q41/30)

XW(id+v,[2,2,0,1]) = (y4/3 + 2y2/3 + 3)q2/3 + (2y5/3 + 6y+ 10y1/3) q7/6 +O(q5/3) CP2/3

XW(id+v,[2,1,2,0]) = (y2/3 + 1)q8/15+ (y5/3 + 4y+ 7y1/3) q31/30 +O(q23/15)

XW(id+v,[1,3,1,0]) = (y5/3 + 2y+ 3y1/3) q5/6

+ (2y2 + 6y4/3 + 11y2/3 + 13)q4/3 +O(q11/6) CP5/6

XW(id+v,[1,1,0,3]) = XW(id+v,[3,0,1,1])

XW(id+v,[1,0,2,2]) = XW(id+v,[2,2,0,1]) CP2/3

XW(id+v,[0,5,0,0]) = (y2 + y4/3 + 2y2/3 + 2)q+O(q3/2) CP1

XW(id+v,[0,2,1,2]) = (y2/3 + 1)q8/15+ (y5/3 + 4y+ 7y1/3) q31/30 +O(q23/15)

XW(id+v,[0,1,3,1]) = XW(id+v,[1,3,1,0]) CP5/6

XW(id+v,[4,1,0,1]) = (y2/3 + 1)q2/5 + (y5/3 + 3y+ 5y1/3) q9/10 +O(q7/5)

XW(id+v,[4,0,2,0]) = q4/15 + (y+ 2y1/3) q23/30 + (3y4/3 + 6y2/3 + 10)q19/15 +O(q7/5)
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XW(id+v,[3,2,1,0]) = (y+ 2y1/3) q19/30 + (y2 + 4y4/3 + 9y2/3 + 11)q17/15+O(q49/30)

XW(id+v,[3,0,0,3]) = (y2/3 + 1)q3/5 + (y5/3 + 3y+ 5y1/3) q11/10 +O(q8/5)

XW(id+v,[2,4,0,0]) = (y4/3 + y2/3 + 2)q13/15+O(q41/30)

XW(id+v,[2,1,1,2]) = (y2/3 + 2)q2/5 + (y5/3 + 5y+ 9y1/3) q9/10 +O(q7/5)

XW(id+v,[2,0,3,1]) = (y+ 2y1/3) q7/10 + (y2 + 5y4/3 + 10y2/3 + 13)q6/5 +O(q17/10)

XW(id+v,[1,3,0,2]) = XW(id+v,[2,0,3,1])

XW(id+v,[1,2,2,1]) = (y+ 2y1/3) q17/30 + (y2 + 5y4/3 + 11y2/3 + 14)q16/15+O(q47/30)

XW(id+v,[1,1,4,0]) = (y4/3 + 2y2/3 + 2)q4/5

+ (y7/3 + 4y5/3 + 9y+ 13y1/3) q13/10 +O(q9/5)

XW(id+v,[0,3,3,0]) = q3/5 + (y5/3 + 3y+ 5y1/3) q11/10 +O(q8/5)

XW(id+v,[0,1,2,3]) = XW(id+v,[3,2,1,0])

XW(id+v,[3,2,0,2]) = (y+ 2y1/3) q1/2 + (3y4/3 + 7y2/3 + 9)q+O(q3/2) CP1/2

XW(id+v,[3,1,2,1]) = y1/3q11/30 + (2y4/3 + 6y2/3 + 8)q13/15 +O(q41/30)

XW(id+v,[2,3,1,1]) = (y4/3 + 3y2/3 + 4)q2/3

+ (4y5/3 + 12y+ 19y1/3) q7/6 +O(q5/3) CP2/3

XW(id+v,[2,2,3,0]) = (y2/3 + 1)q7/15+ (y5/3 + 4y+ 7y1/3) q29/30 +O(q22/15)

XW(id+v,[2,2,2,2]) = q1/3 + (y5/3 + 5y+ 9y1/3) q5/6

+ (4y2 + 19y4/3 + 36y2/3 + 47)q4/3 +O(q11/16) CP5/6 .

C SU(N)2N representations with zero monodromy charge

In this appendix we will prove the formula (3.3) for the quadratic CasimirC2(Y) of a repre-

sentationa ∈ J0
N associated with a Young diagramY. As described in section 3 we pick up a

pair of SU(N) Young diagramsY′ andY′′ satisfying the conditions listed in the first paragraph

of section 3.1.1. From these two Young diagrams we build a newdiagramY = (l1, . . . , lN−1)

through our prescription (3.2).

38



We now claim that the resulting Young diagramY possesses

|Y| = r ′′N (C.1)

boxes and that the eigenvalue of the SU(N) quadratic Casimir onY takes the value

C2(Y) = n′N +C2(Y
′) −C2(Y

′′) . (C.2)

In order to prove these two statements, we use eq. (3.2) to obtain

|Y| =
∑

i

l i =
r ′∑

i=1

(r ′′ + l′i ) + r ′′(N − r ′ − l′′1 ) +
r ′′−1∑

i=1

(r ′′ − i)(l′′i − l′′i+1) . (C.3)

Since

r ′′−1∑

i=1

i(l′′i − l′′i+1) =
r ′′−1∑

i=1

i l ′′i −
r ′′∑

i=2

(i − 1)l′′i = n′ − r ′′l′′r ′′ , (C.4)

we arrive at

|Y| = r ′r ′′ + n′ + r ′′(N − r ′ − l′′1 ) + r ′′(l′′1 − l′′r ′′) − (n′ − r ′′l′′r ′′) = r ′′N , (C.5)

which proves eq. (C.1).

The quadratic Casimir onY is therefore given by

C2(Y) =
1
2

Nr′′(N + 1− r ′′) +
∑

i

l i(l i − 2i)

 .

Let us compute the last term in the brackets,

∑

i

l i(l i − 2i)

=

r ′∑

i=1

(r ′′ + l′i )(r
′′ + l′i − 2i) +

N−l′′1−r ′∑

i=1

r ′′(r ′′ − 2(r ′ + i))

+

l′′1−l′′2∑

i=1

(r ′′ − 1)(r ′′ − 1− 2(N − l′′1 + i) + · · · +
l′′
r′′−1
−l′′

r′′∑

i=1

1 · (1− 2(N − l′′r ′′−1 + i))

=

r ′∑

i=1

(r ′′ + l′i )(r
′′ + l′i − 2i) −

N−l′′1−r ′∑

i=1

r ′′(r ′′ + 2i) +
r ′′−1∑

i=1

(r ′′ − i)(r ′′ − i − 2N)(l′′i − l′′i+1)

+ 2
r ′′−1∑

i=1

(r ′′ − i)l′′i (l′′i − l′′i+1) −
r ′′−1∑

i=1

(r ′′ − i)(l′′i − l′′i+1 + 1)(l′′i − l′′i+1)

=: Σ1 + Σ2 + Σ3 + Σ4 + Σ5 . (C.6)
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Using the identities analogous to eq. (C.4),

r ′′−1∑

i=1

i(l′′2i − l′′2i+1) =
r ′′∑

i=1

l′′2i − r ′′l′′2r ′′ ,

r ′′−1∑

i=1

i2(l′′i − l′′i+1) = 2
r ′′∑

i=1

il ′′i − n′ − (r ′′2 − r ′′)l′′r ′′ ,

(C.7)

we can conclude

Σ1 + Σ2 =

r ′∑

i=1

l′i (l
′
i − 2i) + 2r ′′n′ − r ′′(N − l′′1 )(N − l′′1 − r ′′ + 1) ,

Σ3 = 2
r ′′∑

i=1

il ′′i + (2N − 2r ′′ − 1)n′ + (r ′′2 − 2r ′′N)l′′1 ,

Σ4 + Σ5 =

r ′′−1∑

i=1

(r ′′ − i)((l′′2i − l′′2i+1) − (l′′i − l′′i+1))

= −
r ′′∑

i=1

l′′2i + n′ + r ′′(l′′21 − l′′1 ) .

(C.8)

When summed up, this contributions give

∑

i

l i(l i − 2i) = −Nr′′(N + 1− r ′′) + 2n′N +
r ′∑

i=1

l′i (l
′
i − 2i) −

r ′′∑

i=1

l′′i (l′′i − 2i) (C.9)

and thus

C2(Y) = Nn′ +
1
2


r ′∑

i=1

l′i (l
′
i − 2i) −

r ′′∑

i=1

l′′i (l′′i − 2i)

 . (C.10)

Since|Y′| = |Y′′| = n′ holds by construction, this expression is equivalent to eq.(C.2).

References

[1] M. R. Gaberdiel and R. Gopakumar,An AdS3 Dual for Minimal Model CFTs,Phys. Rev.

D 83, 066007 (2011) [arXiv:1011.2986 [hep-th]].

[2] M. R. Gaberdiel, R. Gopakumar, T. Hartman and S. Raju,Partition Functions of Holo-

graphic Minimal Models,JHEP1108, 077 (2011) [arXiv:1106.1897 [hep-th]].

[3] T. Creutzig, Y. Hikida and P. B. Ronne,Higher spin AdS3 supergravity and its dual CFT,

JHEP1202, 109 (2012) [arXiv:1111.2139 [hep-th]].

40

http://arxiv.org/abs/1011.2986
http://arxiv.org/abs/1106.1897
http://arxiv.org/abs/1111.2139


[4] T. Creutzig, Y. Hikida and P. B. Ronne,Extended higher spin holography and Grassman-

nian models,arXiv:1306.0466 [hep-th].

[5] C. Candu and M. R. Gaberdiel,Supersymmetric holography on AdS3, JHEP1309, 071

(2013) [arXiv:1203.1939 [hep-th]].

[6] M. R. Gaberdiel and R. Gopakumar,LargeN = 4 Holography, arXiv:1305.4181 [hep-th].

[7] R. Gopakumar, A. Hashimoto, I. R. Klebanov, S. Sachdev and K. Schoutens,Strange

Metals in One Spatial Dimension,Phys. Rev. D86, 066003 (2012) [arXiv:1206.4719

[hep-th]].

[8] M. R. Gaberdiel and C. Peng,The symmetry of large N=4 holography,arXiv:1403.2396

[hep-th].

[9] P. Goddard, A. Kent and D. I. Olive,Unitary Representations of the Virasoro and Super-

virasoro Algebras,Commun. Math. Phys.103, 105 (1986).

[10] A. N. Schellekens and S. Yankielowicz,Field Identification Fixed Points In The Coset

Construction,Nucl. Phys. B334, 67 (1990).

[11] D. Bernard,String Characters From Kac-Moody Automorphisms,Nucl. Phys. B288, 628

(1987).

[12] G. Aldazabal, I. Allekotte, A. Font and C. A. Nunez,N=2 coset compactifications with

nondiagonal invariants,Int. J. Mod. Phys. A7, 6273 (1992) [hep-th/9111018].

[13] A. Cappelli, C. Itzykson and J. B. Zuber,Modular Invariant Partition Functions in Two-

Dimensions, Nucl. Phys. B280, 445 (1987).

[14] T. Gannon,The Classification of affine SU(3) modular invariant partition functions,Com-

mun. Math. Phys.161, 233 (1994) [hep-th/9212060].

[15] J. Fuchs, B. Schellekens and C. Schweigert,The resolution of field identification fixed

points in diagonal coset theories,Nucl. Phys. B461, 371 (1996) [hep-th/9509105].

[16] W. Boucher, D. Friedan and A. Kent,Determinant Formulae and Unitarity for the N=2

Superconformal Algebras in Two-Dimensions or Exact Results on String Compactifica-

tion, Phys. Lett. B172, 316 (1986).

[17] D. Kutasov and A. Schwimmer,Universality in two-dimensional gauge theory,Nucl.

Phys. B442, 447 (1995) [hep-th/9501024].

41

http://arxiv.org/abs/1306.0466
http://arxiv.org/abs/1203.1939
http://arxiv.org/abs/1305.4181
http://arxiv.org/abs/1206.4719
http://arxiv.org/abs/1403.2396
http://arxiv.org/abs/hep-th/9111018
http://arxiv.org/abs/hep-th/9212060
http://arxiv.org/abs/hep-th/9509105
http://arxiv.org/abs/hep-th/9501024


[18] The On-Line Encyclopedia of Integer Sequences, published at http://oeis.org, 2010.

[19] W. Lerche, C. Vafa and N. P. Warner,Chiral Rings in N=2 Superconformal Theories,Nucl.

Phys. B324, 427 (1989).

[20] A. Nazarov,Affine.m - Mathematica package for computations in representation theory

of finite-dimensional and affine Lie algebras,Comput. Phys. Commun.183, 2480 (2012)

[arXiv:1107.4681 [math.RT]].

[21] H. A. Schwarz,Formeln und Lehrsätze zum Gebrauche der Elliptischen Funktionen nach

Vorlesungen und Aufzeichnungen des Herrn Prof. K. Weierstrass,Berlin (1893).

[22] M. D. Hirschhorn,A generalization of the quintuple product identity,J. Austral. Math.

Soc. Ser. A44, no. 1, 42-45 (1988).

[23] V. G. Kac and D. H. Peterson,Infinite dimensional Lie algebras, theta functions and mod-

ular forms,Adv. Math.53, 125 (1984).

42

http://oeis.org
http://arxiv.org/abs/1107.4681

	1 Introduction
	2 The model and its symmetries
	2.1 Review of the model
	2.2 Modular invariant partition function
	2.3 Comments on superconformal symmetry

	3 Representations of the chiral symmetry
	3.1 Labeling of orbits
	3.2 Representations and characters
	3.3 Examples with small N

	4 Chiral primary fields
	4.1 Bound on the dimension of chiral primaries 
	4.2 Regular chiral primaries
	4.3 Examples with N 3: Minimal models
	4.4 Exceptional chiral primaries for N 4

	5 Conclusions
	A Branching functions and fixed-point resolution for N=2
	A.1 Notations
	A.2 Branching functions
	A.3 The partition function

	B Branching functions for N=3,4,5
	B.1 N=3
	B.2 N=4
	B.3 N=5

	C SU(N)2N representations with zero monodromy charge

