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1 Introduction

The remarkable progress in experimental techniques in the past two decades has provided a fresh

impetus to the study of hard exclusive and semi-inclusive reactions with identified particles in the

final state. Such processes are interesting as they allow one to access the hadron structure on a much

more detailed level as compared to totally inclusive reactions. A (probably still distant) major goal

is to understand the full three-dimensional proton structure by “holographic imaging” of quark and

gluon distributions in transverse distance and momentum spaces. The related experiments have

become a prominent part of the research program at all major existing and planned accelerator

facilities, e.g. the Electron Ion Collider (EIC) [1].

The relevant nonperturbative input in such processes in many cases involves operator matrix

elements between states with different momenta, dubbed generalized parton distributions (GPDs),

or vacuum-to-hadron matrix elements related to light-front hadron wave functions at small trans-

verse separations, the distribution amplitudes (DAs). The scale-dependence of such distributions is

governed by the renormalization group (RG) equations for the corresponding operators, where, in

contrast to standard parton densities, mixing with the operators involving total derivatives has to

be taken into account. Going over to local operators one has to deal with a triangular mixing matrix

where the diagonal entries are the anomalous dimensions, the same as in deep-inelastic scattering,

but the off-diagonal elements require a separate calculation.
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The projected very high accuracy of future experimental data, e.g. on the Deeply Virtual

Compton Scattering (DVCS) at the JLAB 12 GeV upgrade [2] and the EIC, and the γ∗ → πγ

transition form factor at Belle II at KEK [3], has to be matched by the increasing theoretical

precision; in the ideal case one would like to reach the same level of accuracy as in inclusive

reactions. The NNLO (three-loop) analysis of parton distributions and fragmentation functions

is becoming the standard in this field [4], so that the NNLO evolution equations for off-forward

distributions are appearing on the agenda.

In this work we derive the explicit expression for the three-loop contribution to the flavor-

nonsinglet evolution kernel in the so-called light-ray operator representation. This kernel can be

converted to the evolution equation for the GPDs by a Fourier transformation, whereas its expansion

at small distances provides one with the matrix of the anomalous dimensions for local leading twist

operators. In the latter form, our results are directly relevant for the lattice calculations of pion DAs

in which case the uncertainty due to the conversion of lattice results to the MS scheme currently

proves to be one of the dominant sources of the error [5]. The three-loop (NNLO) anomalous

dimensions of the leading-twist operators are known for about a decade [6], however, a direct

calculation of the missing off-diagonal terms in the mixing matrix to the same precision is quite

challenging.

Conformal symmetry of the QCD Lagrangian allows one to restore the nondiagonal entries in

the mixing matrix and, hence, full evolution kernels at a given order of perturbation theory from

the calculation of the special conformal anomaly at one order less [7]. This result was used to

calculate the complete two-loop mixing matrix for twist-two operators in QCD [8–10], and to derive

the two-loop evolution kernels for the GPDs [11–13].

In Ref. [14] we have proposed to use a somewhat different technique to implement the same idea.

Instead of studying conformal symmetry breaking in the physical theory [8–10] we suggest to make

use of the exact conformal symmetry of large-nf QCD in d = 4− 2ǫ dimensions at critical coupling.

Due to specifics of the minimal subtraction scheme (MS) the renormalization group equations in

the physical four-dimensional theory inherit a conformal symmetry so that the evolution kernel

commutes with the generators of conformal transformations. This symmetry is exact, however,

the generators are modified by quantum corrections and differ from their canonical form. The

consistency relations that follow from the conformal algebra can be used in order to restore the

ℓ-loop off-forward kernel from the ℓ-loop anomalous dimensions and the (ℓ − 1)-loop result for the

deformation of the generators, which is equivalent to the statement in Ref. [7].

Exact conformal symmetry of modified QCD allows one to use algebraic group-theory methods

to resolve the constraints on the operator mixing and also suggests the optimal representation for

the results in terms of light-ray operators. In this way one avoids the need to restore the evolution

kernels from the results for local operators, which is not straightforward. This modified approach

was tested in [14] on several examples to two- and three-loop accuracy for scalar theories, and

in [15] for flavor-nonsinglet operators in QCD to two-loop accuracy. As a major step towards the

NNLO calculation, in [16] we have calculated the two-loop quantum correction to the generator

of special conformal transformations. In this work we use this result to obtain the three-loop

(NNLO) evolution equation for flavor-nonsinglet leading twist operators in the light-ray operator

representation in the MS scheme. The relation to the representation in terms of local operators [7–9]

is worked out in detail and explicit results are given for the matrix of the anomalous dimensions

for the operators with up to seven covariant derivatives. Our results are directly applicable e.g. to

the studies of the pion light-cone DA and flavor-nonsinglet GPDs.

The presentation is organized as follows. Sect. 2 is introductory, it contains a very short general

description of the light-ray operator formalism and the conformal algebra. In this section we also

explain our notation and conventions. In Sect. 3 we show that the contributions to the evolution

kernel due to the conformal anomaly can be isolated by a similarity transformation. As the result,
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the evolution kernel can be written as a sum of several contributions with a simpler structure.

This construction is similar in spirit to the “conformal scheme” of Refs. [8–10]. We find that

the remaining (canonically) SL(2)-invariant part of the three-loop kernel satisfies the reciprocity

relation [17–20], discussed in Sect. 4. The explicit construction of the invariant kernel is presented

in Sect. 5. We provide analytic expressions for the terms that correspond to the leading asymptotic

behavior at small and large Bjorken x, and a simple parametrization for the remainder that has

sufficient accuracy for all potential applications. In Sect. 6 we explain how our results for the

renormalization of light-ray operators can be translated into anomalous dimension matrices for

local operators. In this way also the formal relation to the results in [7–9] is established. The final

Sect. 7 is reserved for a summary and outlook. The paper also contains several Appendices where

we collect the analytic expressions for the kernels.

2 Evolution equations for light-ray operators

A renormalized light-ray operator,

[O](x; z1, z2) = ZO(x; z1, z2) = Zq̄(x+ z1n)/nq(x+ z2n), (2.1)

where the Wilson line is implied between the quark fields on the light-cone, is defined as the

generating function for renormalized local operators:

[O](x; z1, z2) ≡
∑

m,k

zm1 z
k
2

m!k!

[
q̄(x)(

←

D ·n)m/n(n·
→

D)kq(x)
]
, (2.2)

where Dµ = ∂µ− igAµ is the covariant derivative. Here and below we use square brackets to denote

renormalized composite operators (in a minimal subtraction scheme). Due to Poincare invariance

in most situations one can put x = 0 without loss of generality; we will therefore often drop the x

dependence and write

O(z1, z2) ≡ O(0; z1, z2).

The renormalization factor Z is an integral operator in z1, z2 which is given by a series in 1/ǫ,

d = 4− 2ǫ,

Z = 1 +

∞∑

k=0

1

ǫk
Zk(a) , Zk(a) =

∞∑

ℓ=k

aℓZ
(ℓ)
k . (2.3)

The RG equation for the light-ray operator [O] takes the form

(
M∂M + β(a)∂a +H(a)

)
[O](x; z1, z2) = 0 , (2.4)

where M is the renormalization scale,

a =
αs

4π
, β(a) =M

da

dM
= −2a

(
ǫ + aβ0 + a2β1 + . . .

)
= −2a(ǫ+ β̄(a)) (2.5)

with

β0 =
11

3
Nc −

2

3
nf , β1 =

2

3

[
17C2

A − 5CAnf − 3CFnf

]
. (2.6)

H(a) is an integral operator acting on the light-cone coordinates of the fields, which has a pertur-

bative expansion

H(a) = aH(1) + a2 H(2) + a3 H(3) + . . . (2.7)
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It is related to the renormalization factor (2.3) as follows

H(a) = −M
d

dM
ZZ
−1 = 2γq(a) + 2

∞∑

ℓ=1

ℓ aℓZ
(ℓ)
1 , (2.8)

where Z = ZZ−2q ; Zq is the quark wave function renormalization factor and γq = M∂M lnZq the

quark anomalous dimension. The QCD β-function β(a) and γq are known to O(a5) [21–25].

The evolution operator can be written as [26]

H(a)[O](z1, z2) =

∫ 1

0

dα

∫ 1

0

dβ h(α, β) [O](zα12, z
β
21) , (2.9)

where

zα12 = z1ᾱ+ z2α ᾱ = 1− α , (2.10)

and h(α, β) = a h(1)(α, β) + a2h(2)(α, β) + . . . is a certain weight function (evolution kernel).

It is easy to see [14] that translation-invariant polynomials (z1 − z2)
N are eigenfunctions of the

evolution kernel,

H(a)zN12 = γN (a) zN12 z12 = z1 − z2 . (2.11)

The eigenvalues γN (a) correspond to moments of the evolution kernel in the representation (2.9),

γN =

∫ 1

0

dα

∫ 1

0

dβ (1 − α− β)Nh(α, β) = aγ
(1)
N + a2γ

(2)
N + a3γ

(3)
N + . . . . (2.12)

They define the anomalous dimensions of leading-twist local operators in Eq. (2.2) where N = m+k

is the total number of covariant derivatives acting either on the quark or the antiquark field. The

corresponding mixing matrix in the Gegenbauer polynomial basis is constructed in Sect. 6.

The leading-order (LO) result for the evolution kernel in this representation reads [26]:

H
(1)f(z1, z2) = 4CF

{∫ 1

0

dα
ᾱ

α

[
2f(z1, z2)− f(zα12, z2)− f(z1, z

α
21)

]

−

∫ 1

0

dα

∫ ᾱ

0

dβ f(zα12, z
β
21) +

1

2
f(z1, z2)

}
. (2.13)

The expression in Eq. (2.13) gives rise to all classical leading-order (LO) QCD evolution equations:

the DGLAP equation for parton distributions, the ERBL equation for the meson light-cone DAs,

and the general evolution equation for GPDs.

The LO evolution kernel H(1) commutes with the (canonical) generators of collinear conformal

transformations

S
(0)
− = −∂z1 − ∂z2 ,

S
(0)
0 = z1∂z1 + z2∂z2 + 2,

S
(0)
+ = z21∂z1 + z22∂z2 + 2(z1 + z2) (2.14)

which satisfy the usual SL(2) algebra

[S0, S±] = ±S± , [S+, S−] = 2S0 . (2.15)

It can be shown that as a consequence of the commutation relations [H(1), S
(0)
α ] = 0 the correspond-

ing kernel h(1)(α, β) is effectively a function of one variable τ called the conformal ratio [27]

h(1)(α, β) = h̄(τ) , τ =
αβ

ᾱβ̄
, (2.16)
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up to trivial terms ∼ δ(α)δ(β) that correspond to the unit operator. This function can easily be

reconstructed from its moments (2.12), alias from the anomalous dimensions.

Indeed, it is easy to verify that the result in Eq. (2.13) can be written in the following, remark-

ably simple form [27]

h(1)(α, β) = −4CF

[
δ+(τ) + θ(1 − τ)−

1

2
δ(α)δ(β)

]
, (2.17)

where the regularized δ-function, δ+(τ), is defined as

∫
dαdβ δ+(τ)f(z

α
12, z

β
21) ≡

∫ 1

0

dα

∫ 1

0

dβ δ(τ)
[
f(zα12, z

β
21)− f(z1, z2)

]

= −

∫ 1

0

dα
ᾱ

α

[
2f(z1, z2)− f(zα12, z2)− f(z1, z

α
21)

]
. (2.18)

Beyond the LO this property is lost. However, the evolution kernels for leading twist operators

in minimal subtraction schemes retain exact conformal symmetry. Indeed, the renormalization

factors for composite operators in this scheme do not depend on ǫ by construction. As a consequence,

the anomalous dimension matrices in QCD in four dimensions are exactly the same as in QCD in

d = 4 − 2ǫ dimensions that enjoys conformal symmetry for the specially chosen “critical” value of

the coupling [14–16]. The precise statement is that the QCD evolution kernel H(a) commutes with

three operators

[H(a), S+] = [H(a), S−] = [H(a), S0] = 0 (2.19)

that satisfy the SL(2) algebra (2.15). These operators can be constructed as the generators of

collinear conformal transformations in the 4 − 2ǫ-dimensional QCD at the critical point and have

the following structure [14–16]:

S− = S
(0)
− , (2.20a)

S0 = S
(0)
0 +∆S0 = S

(0)
0 +

(
β̄(a) +

1

2
H(a)

)
, (2.20b)

S+ = S
(0)
+ +∆S+ = S

(0)
+ + (z1 + z2)

(
β̄(a) +

1

2
H(a)

)
+ (z1 − z2)∆(a) , (2.20c)

where β̄(a) is the QCD β-function (2.5) and S
(0)
α are the canonical generators (2.14).

Note that the generator S− corresponds to translations along the light cone and does not receive

any corrections as compared to its canonical expression, S
(0)
− . The generator S0 corresponds to

dilatations; its modification in interacting theory ∆S0 = S0 − S
(0)
0 can be related to the evolution

kernel H(a) from general considerations [14]. Finally S+ is the generator of special conformal

transformations and Eq. (2.20c) is the most general expression consistent with the commutation

relations (2.15). To see that, note that ∆S+ = S+ − S
(0)
+ must have the same canonical dimension

[mass]−1 as S
(0)
+ , meaning that [S

(0)
0 ,∆S+] = ∆S+. Thus we can write ∆S+ = (z1 + z2)∆1 + (z1 −

z2)∆2 where [S
(0)
0 ,∆1,2] = 0. Plugging this expression in the commutation relation [S+, S−] = 2S0

one obtains ∆1 = ∆S0 and [S−,∆2] = 0. Changing notation ∆2 7→ ∆ we arrive at the expression

given in Eq. (2.20c).

Using (2.20) in the commutation relation [S0, S+] = S+, or equivalently [H(a), S+] = 0, results

in

[
S
(0)
+ ,H(a)

]
= −

[
∆S+,H(a)

]
=

[
H(a), z1 + z2

](
β̄(a) +

1

2
H(a)

)
+
[
H(a), z12∆(a)

]
. (2.21)
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If H(a) is known, this equation can be used to find ∆(a) and in this way construct the SL(2)

generators that commute with the evolution kernel in a theory with broken conformal symmetry.

The main point is, however, that ∆(a) can be calculated independently from the analysis of the

conformal Ward identity [7, 13, 16]. In this way Eq. (2.21) can be used to calculate the non-invariant

part of the evolution kernel with respect to the canonical generators S
(0)
±,0.

Indeed, expanding the kernels in a power series in coupling constant

H(a) = aH(1) + a2H(2) + a3H(3) + . . . , ∆(a) = a∆(1) + a2∆(2) + . . . (2.22)

one obtains from (2.21) a nested set of equations [14]

[S
(0)
+ ,H(1)] = 0 , (2.23a)

[S
(0)
+ ,H(2)] =

[
H

(1), z1 + z2
] (

β0 +
1

2
H

(1)

)
+
[
H

(1), z12∆
(1)

]
, (2.23b)

[S
(0)
+ ,H(3)] =

[
H

(1), z1 + z2
] (

β1 +
1

2
H

(2)

)
+
[
H

(2), z1 + z2
](

β0 +
1

2
H

(1)

)

+
[
H

(2), z12∆
(1)

]
+
[
H

(1), z12∆
(2)

]
, (2.23c)

so that the commutator [S
(0)
+ ,H(ℓ)] is expressed in terms of the lower order kernels, H(k) and ∆(k)

with k ≤ ℓ− 1.

The first of them, Eq. (2.23a), is the usual statement that the LO evolution kernel commutes

with canonical generators of the conformal transformation. As a consequence, the corresponding

kernel h(1)(α, β) can be written as a function of the conformal ratio (2.16) and restored from the

spectrum of LO anomalous dimensions. The result is presented in Eqs. (2.13), (2.17).

The second equation, Eq. (2.23b), is, technically, a first-order inhomogeneous differential equa-

tion on the NLO evolution kernel H(2). To solve this equation one needs to find a particular solution

with the given inhomogeneity (the expression on the r.h.s.), and add a solution of the homogeneous

equation [S
(0)
+ ,H(2)] such that the sum reproduces the known NLO anomalous dimensions. This

calculation was done in Ref. [15] and the final expression for H
(2) is reproduced in a somewhat

different form below in App. A.

In this work we solve Eq. (2.23c) and in this way calculate the three-loop (NNLO) evolution

kernel H(3). The main input in this calculation is provided by the recent result for the two-loop

conformal anomaly ∆(2) [16]. Since the algebraic structure of the expressions at the three-loop level

is quite complicated, we separate the calculation in several steps in order to disentangle contributions

of different origin. The basic idea is to simplify the structure as much as possible by separating

parts of the three-loop kernel that can be written as a product of simpler kernels.

3 Similarity transformation

The symmetry generators Sα in a generic interacting theory (2.20) involve the evolution kernel

H(a) and additional contributions ∆(a) due to the conformal anomaly. These two terms can be

separated by a similarity transformation

H = U−1 HU , S±,0 = U−1 S±,0U . (3.1)

Note that H and H obviously have the same eigenvalues (anomalous dimensions). Going over to

the “boldface” operators can be thought of as a change of the renormalization scheme,

[O(z1, z2)]U = U [O(z1, z2)]MS. (3.2)
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The “rotated” light-ray operator [O(z1, z2)]U satisfies the RG equation
(
M∂M + β(a)∂a +H(a)− β(a)∂aU ·U−1

)
[O(z1, z2)]U = 0 . (3.3)

Looking for the operator U in the form

U = eX , X(a) = aX(1) + a2X(2) + . . . , (3.4)

we require that the “boldface” generators do not include conformal anomaly terms,

S− = S
(0)
− , (3.5a)

S0 = S
(0)
0 +∆S0 = S

(0)
0 +

(
β̄(a) +

1

2
H(a)

)
, (3.5b)

S+ = S
(0)
+ +∆S+ = S

(0)
+ + (z1 + z2)

(
β̄(a) +

1

2
H(a)

)
. (3.5c)

With this choice the generators Sα on the subspace of the eigenfunctions of the operator H with

a given anomalous dimension γN take the canonical form with shifted conformal spin j = 1 → 1 +
1
2 β̄(a)+

1
4γN (a) so that the eigenfunctions ofH can be constructed explicitly. The evolution equation

in this form (3.3) still contains, however, an extra term β(a)∂aU · U−1 and is not diagonalized.

Since the evolution kernel commutes with the canonical generators S
(0)
− and S

(0)
0 we can assume

that X(k) commute with the same generators as well,

[S
(0)
− ,X(k)] = [S

(0)
0 ,X(k)] = 0 , (3.6)

whereas comparing Eqs. (2.20c) and (3.5c) yields the following set of equations:

[
S
(0)
+ ,X(1)

]
= z12∆

(1) , (3.7a)

[
S
(0)
+ ,X(2)

]
= z12∆

(2) +
[
X

(1), z1 + z2

](
β0 +

1

2
H

(1)

)
+

1

2

[
X

(1), z12∆
(1)

]
. (3.7b)

These equations can be used to fix X
(1) and X

(2) from the known one- and two-loop expressions

for the conformal anomaly, ∆(1) and ∆(2) [15, 16], up to SL(2) (canonically) invariant terms. In

other words, the transformation U that brings the conformal generators to the form (3.5) is not

unique; there is some freedom and we specify our choice later on. The one-loop result, X(1), turns

out to be rather simple whereas the two-loop operator, X(2), is considerably more involved. Explicit

expressions are presented in App. B.

The rotated, “boldface” evolution kernels satisfy a simpler set of equations as compared to

Eqs. (2.23), as the terms involving the conformal anomaly are removed,

[S
(0)
+ ,H(1)] = 0, (3.8a)

[S
(0)
+ ,H(2)] =

[
H(1), z1 + z2

](
β0 +

1

2
H(1)

)
, (3.8b)

[S
(0)
+ ,H(3)] =

[
H(1), z1 + z2

](
β1 +

1

2
H(2)

)
+
[
H(2), z1 + z2

](
β0 +

1

2
H(1)

)
. (3.8c)

These equations are solved by

H(1) = H
(1)
inv ,

H(2) = H
(2)
inv + T

(1)

(
β0 +

1

2
H

(1)
inv

)
, (3.9)

H(3) = H
(3)
inv + T

(1)

(
β1 +

1

2
H

(2)
inv

)
+ T

(2)
1

(
β0 +

1

2
H

(1)
inv

)2

+

(
T
(2) +

1

2

(
T
(1)

)2
)(

β0 +
1

2
H

(1)
inv

)
,
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where H
(k)
inv are (canonically) SL(2)-invariant operators with kernels that are functions of the con-

formal ratio (2.16) and the operators T
(i) commute with S

(0)
− and S

(0)
0 and obey the following

equations:

[S
(0)
+ ,T(1)] = [H

(1)
inv, z1 + z2],

[S
(0)
+ ,T(2)] = [H

(2)
inv, z1 + z2] , [S

(0)
+ ,T

(2)
1 ] = [T(1), z1 + z2] . (3.10)

Similar to the X kernels defined as the solutions to Eqs. (3.7), the T kernels are fixed by Eqs. (3.10)

up to SL(2) (canonically) invariant terms. Explicit expressions are collected in App. C.

Note that the expressions for the perturbative expansion of the evolution kernel in Eq. (3.9)

can be assembled in the following single expression:

β̄(a) +
1

2
H(a) =

{
1l−

1

2

(
aT(1) + a2

(
T
(2) + T

(2)
1 Hinv(a)

)
+O(a3)

)}−1 (
β̄(a) +

1

2
Hinv(a)

)
.

(3.11)

Finally, adding the contributions from the rotation matrix U = exp{aX(1)+a2X(2)+ . . .} we obtain

the following results for the first three orders of the evolution kernel in the MS scheme:

H
(1) = H(1) = H

(1)
inv ,

H
(2) = H(2) + [H(1),X(1)] = H

(2)
inv + T

(1)
(
β0 +

1

2
H

(1)
inv

)
+ [H

(1)
inv,X

(1)] ,

H
(3) = H(3) + [H(2),X(1)] + [H(1),X(2)] +

1

2
{H(2), (X(1))2}

= H
(3)
inv + T

(1)

(
β1 +

1

2
H

(2)
inv

)
+ T

(2)
1

(
β0 +

1

2
H

(1)
inv

)2

+

(
T
(2) +

1

2

(
T
(1)

)2
)(

β0 +
1

2
H

(1)
inv

)

+ [H
(2)
inv,X

(1)] +
1

2

[
T
(1)H

(1)
inv,X

(1)
]
+

1

2

[
H

(1)
inv,X

(2,1)
]
H

(1)
inv + [H

(1)
inv,X

(2)
I ]

+ β0

([
T

(1)
inv,X

(1)
]
+
[
H

(1)
inv,X

(2,1)
])

+
1

2

[[
H

(1)
inv,X

(1)
]
,X(1)

]
−

1

2

[
H

(1)
inv,X

(2,2)
]
, (3.12)

where all entries are known except for the SL(2)-invariant part of the three-loop kernel H
(3)
inv that

has yet to be determined. Explicit expressions for the X and T kernels are given in App. B and

App. C, respectively.1 The SL(2)-invariant kernels H
(k)
inv can be written in the following general

form

H
(k)
invf(z1, z2) = Γ(k)

cusp

∫ 1

0

dα
ᾱ

α

(
2f(z1, z2)− f(zα12, z2)− f(z1, z

α
21)

)
+ χ

(k)
0 f(z1, z2)

+

∫ 1

0

dα

∫ ᾱ

0

dβ
(
χ
(k)
inv(τ) + χ

P(k)
inv (τ)P12

)
f(zα12, z

β
21) . (3.13)

Here zα12 is defined in Eq. (2.10), τ = αβ/(ᾱβ̄) and P12 is the permutation operator, P12f(z1, z2) =

f(z2, z1). Γcusp is the cusp anomalous dimension which is known to the required accuracy [6]:

Γ(1)
cusp = 4CF ,

Γ(2)
cusp = 16

[
CACF

(
67

36
−
π2

12

)
−

5

18
nfCF

]
,

Γ(3)
cusp = 64

[
C2

ACF

(
245

96
−

67π2

216
+

11π4

720
+

11

24
ζ3

)
+ CACFnf

1

2

(
−
209

216
+

5π2

54
−

7

6
ζ3

)

+ C2
Fnf

1

2

(
ζ3 −

55

48

)
−

1

108
CFn

2
f

]
. (3.14)

1 The X
(2) kernels with an extra index, X

(2)
I , X(2,1) and X

(2,2), correspond to different contributions to X
(2) as

described in App. B.
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The LO expression (2.13) corresponds to

χ
(1)
0 = 2CF , χ

(1)
inv(τ) = −4CF , χ

P(1)
inv (τ) = 0 . (3.15)

The two-loop constant term χ
(2)
0 and the functions χ

(2)
inv(τ), χ

P(2)
inv (τ) are given in App. A. The

three-loop expressions will be derived below.

Note that the expression for the two-loop kernel in Eq. (3.12) differs from the one derived in

Ref. [15] where the non-invariant part is written in form of a single expression. The representation of

the non-invariant part of the two- and three-loop kernel as a product of simpler operators suggested

here seems to be sufficient and probably more convenient for most applications.

4 Reciprocity relation

The eigenvalues of H(k)

H
(k)(z1 − z2)

N = γ(k)(N) (z1 − z2)
N (4.1)

correspond to the flavor-nonsinglet anomalous dimensions in the MS scheme that are known to

three-loop accuracy [6]. Note that our definition of the anomalous dimension γ(k)(N) differs from

the one used in Ref. [6] by an overall factor of two. In addition, in our work N refers to the number

of derivatives whereas in [6] the anomalous dimensions are given as functions of Lorentz spin of the

operator. Thus

γ(k)(N)
∣∣∣
this work

= 2 γ(k)(N + 1)
∣∣∣
Ref. [6]

. (4.2)

One can show that the eigenvalues of the invariant kernels H
(3)
inv

H
(k)
inv(z1 − z2)

N = γ
(k)
inv(N) (z1 − z2)

N (4.3)

with a “natural” choice of T operators specified in App. C satisfy the following symmetry relation:

Let jN = N+2 (conformal spin); the asymptotic expansion of γ
(k)
inv(N) at large j → ∞ only contains

terms symmetric under the replacement jN → 1 − jN . Note that this symmetry does not hold for

the anomalous dimensions γ(k)(N) themselves.

The argument goes as follows. As well known [28], conformal symmetry implies that the

evolution kernels can be expressed in terms of the quadratic Casimir operator of the symmetry

group. As a consequence it is natural to parameterize the anomalous dimensions in the form

γ(N) = f
(
N + 2 + β̄(a) +

1

2
γ(N)

)
= f

(
jN + β̄(a) +

1

2
γ(N)

)
. (4.4)

It has been shown [18–20] that the asymptotic expansion of the function f(j) = af (1)(j)+a2f (2)(j)+

. . . at large j only contains terms that are symmetric under reflection j → 1 − j. In all known

examples the f -function also proves to be simpler than the anomalous dimension itself. Expanding

both sides of Eq. (4.4) in a power series in the coupling one obtains 2

f (1)(jN ) = γ(1)(N) , (4.5a)

f (2)(jN ) = γ(2)(N)−
d

dN

(
β0 +

1

2
γ(1)(N)

)2

= γ(2)(N)−

(
β0 +

1

2
γ(1)(N)

)
d

dN
f (1)(jN ) , (4.5b)

f (3)(jN ) = γ(3)(N)−

(
β1 +

1

2
γ(2)(N)

)
d

dN
f (1)(jN )−

1

2

(
β0 +

1

2
γ(1)(N)

)2
d2

dN2
f (1)(jN )

−

(
β0 +

1

2
γ(1)(N)

)
d

dN
f (2)(jN ) , (4.5c)

2See also Ref. [17] for a derivation in terms of the corresponding splitting functions in x-space.
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so that the values of f (k)(jN ) are related to the anomalous dimensions at the same order of pertur-

bation theory up to subtractions of certain lower-order terms.

Let us compare this expansion with the relations between the eigenvalues of H(k) in Eq. (4.1)

and of the invariant kernel H
(k)
inv in Eq. (4.3). Using Eq. (3.12) and explicit expressions for the

eigenvalues of the T kernels in Eq. (C.6) one obtains (note that the commutator terms do not

contribute to the spectrum)

γ(1)(N) = γ
(1)
inv(N) ,

γ(2)(N) = γ
(2)
inv(N) +

(
β0 +

1

2
γ(1)(N)

) d

dN
γ
(1)
inv(N) ,

γ(3)(N) = γ
(3)
inv(N) +

(
β1 +

1

2
γ
(2)
inv(N)

)
d

dN
γ
(1)
inv(N) +

1

2

(
β0 +

1

2
γ
(1)
inv(N)

)2
d2

dN2
γ
(1)
inv(N)

+

(
β0 +

1

2
γ
(1)
inv(N)

)[
d

dN
γ
(2)
inv(N) +

1

2

(
d

dN
γ
(1)
inv(N)

)2]
. (4.6)

Comparing this expansion to the one in Eq. (4.5) we see that

f (k)(jN ) = γ
(k)
inv(N) . (4.7)

In other words, the QCD anomalous dimension in the MS scheme can be written in terms of the

eigenvalues of the invariant kernel as

γ(N) = γinv

(
N + 2 + β̄(a) +

1

2
γ(N)

)
, (4.8)

and the asymptotic expansion of γinv(N) at large N only contains terms invariant under the reci-

procity transformation jN = N + 2 7→ 1− jN = −N − 1 [18–20].

This relation implies a certain condition for the choice of T kernels which appears to be natural

in the first few orders of perturbation theory, see App. C.

5 Three-loop invariant kernel H
(3)
inv

The three-loop invariant kernel H
(3)
inv takes the form

H
(3)
invf(z1, z2) = Γ(3)

cusp

∫ 1

0

dα
ᾱ

α

(
2f(z1, z2)− f(zα12, z2)− f(z1, z

α
21)

)
+ χ

(3)
0 f(z1, z2)

+

∫ 1

0

dα

∫ ᾱ

0

dβ
(
χ
(3)
inv(τ) + χ

P(3)
inv (τ)P12

)
f(zα12, z

β
21) . (5.1)

The three-loop cusp anomalous dimension Γ
(3)
cusp is known (3.14) so that our task is to determine

the constant χ
(3)
0 and two functions of one variable, χ

(3)
inv(τ) and χ

P(3)
inv (τ). This can be done by

using the information on the spectrum of H
(3)
inv

H
(3)
inv(z1 − z2)

N = γ
(3)
inv(N) (z1 − z2)

N , (5.2)

where

γ
(3)
inv(N) = γ(3)(N)−

(
β1 +

1

2
γ(2)(N)

)
d

dN
γ(1)(N)−

(
β0 +

1

2
γ(1)(N)

)
d

dN
γ(2)(N)

+
1

2

(
β0 +

1

2
γ(1)(N)

)(
d

dN
γ(1)(N)

)2

(5.3)
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can easily be calculated from the known one-, two-, and three-loop flavor-nonsinglet anomalous

dimensions [6].

The constant term χ
(3)
0 in the invariant kernel (5.1) corresponds to the constant term in the

large-N asymptotic of the anomalous dimension

γ
(3)
inv(N) = 2Γ(3)

cusp

[
ψ(N + 2)− ψ(2)

]
+ χ

(3)
0 +O(1/N2) (5.4)

and is straightforward to obtain. Using the expressions from Ref. [6] we find

χ
(3)
0 = C3

F

[3176
9

ζ3 − 320ζ5 +
1672π4

135
−

23954π2

81
+

13454

9

]

+ C2
Fnf

[
−

752

9
ζ3 −

128π4

135
+

3452π2

81
−

6242

27

]
+ CFn

2
f

[32
9
ζ3 −

80π2

81
+

70

27

]

+
C2

F

Nc

[
−

16

3
π2ζ3 +

9464

9
ζ3 − 560ζ5 +

322π4

27
−

27158π2

81
+

28789

18

]

+
CFnf

Nc

[
−

1072

9
ζ3 −

2π4

45
+

1816π2

81
−

2752

27

]

+
CF

N2
c

[3632
9

ζ3 − 80ζ5 +
31π4

15
−

7712π2

81
+

7537

18

]
. (5.5)

The calculation of the functions χ
(3)
inv(τ) and χ

P(3)
inv (τ) is much more involved. As usual one has to

consider even and odd values of N separately. We write

γ
(3)
inv(N) = γ

(3+)
inv (N) + (−1)Nγ

(3−)
inv (N) , (5.6)

so that the combinations γ
(3+)
inv (N)± γ

(3−)
inv (N) correspond to the eigenvalues of the invariant kernel

for even (odd) N . Using the representation in (5.1) one obtains

γ
(3+)
inv (N) = 2Γ(3)

cusp

[
ψ(N + 2)− ψ(2)

]
+ χ

(3)
0 +

∫ 1

0

dα

∫ ᾱ

0

dβ χ
(3)
inv(τ) (1 − α− β)N , (5.7a)

γ
(3−)
inv (N) =

∫ 1

0

dα

∫ ᾱ

0

dβ χ
P(3)
inv (τ) (1 − α− β)N . (5.7b)

These relations can be inverted to express the kernels as functions of the anomalous dimensions [15]

χ
(3)
inv(τ) =

1

2πi

∫ c+i∞

c−i∞

dN (2N + 3)∆γ
(3+)
inv (N)PN+1

(
1 + τ

1− τ

)
,

χ
P(3)
inv (τ) =

1

2πi

∫ c+i∞

c−i∞

dN (2N + 3) γ
(3−)
inv (N)PN+1

(
1 + τ

1− τ

)
, (5.8)

where

∆γ
(3+)
inv (N) = γ

(3+)
inv (N)− 2Γ(3)

cusp

[
ψ(N + 2)− ψ(2)

]
− χ

(3)
0 , (5.9)

and PN+1 is the Legendre function. All singularities of the anomalous dimensions have to lie to the

left of the integration contour.

The algebraic structure of the three-loop anomalous dimension γ
(3)
inv(N) [6] is, unfortunately, too

complicated to do the integrals in (5.8) analytically. We, therefore, adopted the following strategy:

We will provide analytic expressions for the terms that correspond to

1. the leading contributions ∼
(ψ(j)− ψ(2))k

j(j − 1)
, j = N + 2, to the large-N expansion of the

anomalous dimensions,

2. the contribution of the leading singularity (pole at N = −1) in the complex plane.

The remainder will be parameterized by a sufficiently simple function with a few fit parameters.
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5.1 Splitting functions

It turns out to be advantageous to use the representation for the anomalous dimensions in terms

of the splitting functions. The three-loop splitting functions are available from Ref. [6] and involve

harmonic polylogarithms (HPL) up to weight five, see Ref. [29]. Using this result and Eq. (5.3) it

is straightforward to calculate the splitting functions for the invariant kernels such that

γ
(3±)
inv (N) = −

∫ 1

0

dxxNH
(3±)
inv (x) . (5.10)

The “plus” function can be written as

H
(3+)
inv (x) = 2Γ(3)

cusp

x

(1− x)+
−
(
χ
(3)
0 − 2Γ(3)

cusp

)
δ(1− x) + ∆H

(3+)
inv (x) , (5.11)

where the first two terms are related to the logarithmic and the constant contributions in the large-

N expansion of the anomalous dimension, cf. (5.7a) and for H
(3−)
inv (x) there are no such terms,

cf. (5.7b). The symmetry property under jN 7→ 1− jN for the eigenvalues of the invariant kernel is

equivalent to the Gribov-Lipatov reciprocity relation for the corresponding splitting functions

∆H
(3±)
inv (x) = −x∆H

(3±)
inv (1/x) . (5.12)

We want to find a parametrization for the splitting functions consistent with the reciprocity relations

(5.12) and separating the leading contributions at x→ 0 and x→ 1.

To this end, let us define the set of functions φk(x) such that

∫ 1

0

dxxj−2 φk(x) =

(
1

j(j − 1)

)k+1

. (5.13)

They can be constructed recursively,

φ0(x) = 1− x , φk(x) =

∫ 1

x

dξ

ξ
φk−1(ξ)φ0(x/ξ) , (5.14)

so that

φ1(x) = −2x̄− (1 + x) lnx ,

φ2(x) = 2x̄2 + x̄(3 + x) lnx+ (1 + x) ln2 x , (5.15)

where here and below

x̄ = 1− x . (5.16)

We write the splitting functions as

∆H
(3+)
inv (x) =

4∑

k=1

B
(3+)
k φk(x) + x̄ C

(3+)
0 + x̄ C

(3+)
1 ln

( x

x̄2

)
+ δH

(3+)
inv (x) ,

H
(3−)
inv (x) =

4∑

k=1

B
(3−)
k φk(x) + x̄ C

(3−)
0 + δH

(3−)
inv (x) , (5.17)

where the addenda, δH
(3+)
inv (x) and δH

(3−)
inv (x), do not include, by construction, terms lnk x, k ≥ 1

(for x → 0) and x̄ lnk x̄, k ≥ 0 (for x → 1). The maximum powers of the logarithms are found by

inspection of the known analytic expression. Thus, with normalization constants H±0

δH
(3±)
inv (x) =

x→1
O(x̄3) , δH

(3±)
inv (x) =

x→0
H±0 +O(x) , (5.18)
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Figure 1: Left panel shows the ratio δH
(3+)
inv (x)/H

(3+)
inv (x) (dashed curve) for exact splitting functions and

the error in using the approximation (5.22), (δH
(3+)
inv |fit − δH

(3+)
inv |exact)/H

(3+)
inv (solid curve) for nf = 4. The

shaded area indicates an error band of 0.5%. The similarly defined approximation error for the combinations

H(+)+H(−) (dashes) and H(+)−H(−) (solid) which give rise to moments with odd and even N , respectively,

is shown on the right panel.

or, equivalently, in moment space,

δγ
(3±)
inv (N) = −

∫ 1

0

dxxN δH
(3±)
inv (x) , (5.19)

vanishes as 1/N4 at large N and its only possible singularity at N = −1 is a simple pole.

The constants B
(3±)
k , C

(3±)
k are collected in Table 1 where, for completeness, we also repeat the

expressions for χ
(3)
0 (5.5) and Γ

(3)
cusp (3.14). In all cases we show the coefficients for the following

color decomposition:

F = C3
FF〈1〉 + C2

FnfF〈2〉 + CFn
2
fF〈3〉 +

C2
F

Nc
F〈4〉 +

CFnf

Nc
F〈5〉 +

CF

N2
c

F〈6〉 , (5.20)

where F = A
(3±)
k , B

(3±)
k , χ

(3)
0 , Γ

(3)
cusp.

The remaining terms δH
(3±)
inv (x) contain the whole algebraic complexity of the full result but

numerically they are rather small. For illustration we show the ratio δH
(3+)
inv (x)/H

(3+)
inv (x) forNc = 3

and nf = 4 in Fig. 1 (dashed blue curve on the left panel). One sees that δH
(3+)
inv (x) contributes at

most 6% to the full splitting function in the whole range 0 < x < 1 so that for all practical purposes

it can be approximated by a simple expression with a few parameters.

Due to the reciprocity property (5.12) the functions δH
(3±)
inv (x) can be parameterized in the

form

δH
(3±)
inv (x) = x̄ h±(x/x̄

2) . (5.21)

We choose the following ansatz

h±(t) = H±0
a±

t+ a±

(
1 +

b± t

t+ a±

)
, (5.22)

where a± and b± are fit parameters and the normalization constantsH±0 are determined analytically

from the condition δH
(3±)
inv (x) =

x→0
H±0 +O(x) (5.18). The fitted values of the parameters a± and

b± for the different color structures can be found in Table 2. With this simple parametrization we

reduce the deviation from the exact splitting functions to less than 0.5%, see Fig. 1.
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χ
(3)
0 Γ

(3)
cusp

C3
F

3176

9
ζ3 − 320ζ5 +

1672π4

135
−

23954π2

81
+

13454

9

352

3
ζ3 +

1960

3
−

2144π2

27
+

176π4

45

C2
Fnf −

752

9
ζ3 −

128π4

135
+

3452π2

81
−

6242

27
−
128

3
ζ3 −

2662

27
+

160π2

27

CFn
2
f

32

9
ζ3 −

80π2

81
+

70

27
−
16

27

C2
F

Nc
−
16π2

3
ζ3 +

9464

9
ζ3 − 560ζ5 +

322π4

27
−

27158π2

81
+

28789

18

352

3
ζ3 +

1960

3
−

2144π2

27
+

176π4

45

CFnf

Nc
−
1072

9
ζ3 −

2π4

45
+

1816π2

81
−

2752

27
−
112

3
ζ3 −

836

27
+

80π2

27

CF

N2
c

3632

9
ζ3 − 80ζ5 +

31π4

15
−

7712π2

81
+

7537

18

88

3
ζ3 +

490

3
−

536π2

27
+

44π4

45

B
(3+)
1 B

(3+)
2 B

(3+)
3 B

(3+)
4 C

(3+)
0 C

(3+)
1

C3
F −

746

9
−

40π2

9
20−

16π2

3
0 0

352

3
ζ3 +

70768

27
−

3488π2

27
+

176π4

45
−
184

3

C2
Fnf

28

9
−

16π2

9
0 0 0 −

128

3
ζ3 −

11966

27
+

256π2

27
−
16

3

CFn
2
f 0 0 0 0

64

9
0

C2
F

Nc
−176ζ3 +

1886

3
−

52π2

9

3632

9
−

16π2

3
−
520

3
−64

352

3
ζ3 +

74428

27
−

3488π2

27
+

176π4

45

16π2

3
−

376

3

CFnf

Nc
−
512

9
−

8π2

9
−
400

9
−
16

3
0 −

112

3
ζ3 −

5932

27
+

128π2

27
−
8

3

CF

N2
c

−112ζ3 +
3272

9
−

76π2

9

1816

9
−

16π2

3
−
176

3
−24

88

3
ζ3 +

17902

27
−

836π2

27
+

44π4

45

8π2

3
−

196

3

B
(3−)
1 B

(3−)
2 B

(3−)
3 B

(3−)
4 C

(3−)
0

C2
F

Nc
−128ζ3 +

7288

9
+

52π2

9

3632

9
+

32π2

3
−
520

3
−64

88

3

CFnf

Nc

16π2

9
−

488

9
−
400

9
−
16

3
0 −

8

3

CF

N2
c

−112ζ3 +
3860

9
+

164π2

9

1816

9
+

44π2

3
−
176

3
−24

44

3

Table 1: Cusp anomalous dimension Γ
(3)
cusp (3.14), constant term χ

(3)
0 (5.5) and the coefficients

B
(3±)
k , C

(3±)
k (5.17) in the splitting function representation of the invariant kernel.

5.2 Mellin transformation

The following Mellin representation of the kernels χinv(τ) and χ
P

inv(τ) proves to be useful in order

to restore them from the splitting functions and allows one to write all terms in the form that
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H+
0 a+ b+

C3
F

272

3
−

28π2

9
−

64π4

45
0.2263 0

C2
Fnf

32

3
−

16π2

9
0.5340 0

C2
F

Nc
−
368ζ3
3

−
992

9
+

176π2

9
+

4π4

9
0.05174 4.116

CFnf

Nc
−
32ζ3
3

+
256

9
−

8π2

9
0.09626 −1.526

C2
F

N2
c

−
328ζ3
3

−
736

9
+

140π2

9
+

8π4

5
0.06595 0

H−0 a− b−

C2
F

Nc
128ζ3 − 24−

2200π2

27
+

28π4

9
0.4040 −0.7986

CFnf

Nc

176π2

27
− 16ζ3 0.1252 0

C2
F

N2
c

64ζ3 − 24−
1208π2

27
+

7π4

9
0.2206 −1.077

Table 2: Values of the parameters in the ansatz for δH
(3±)
inv (x) (5.21), (5.22).

automatically respects the reciprocity relation:

χ(τ) =
1

2πi

∫ c+i∞

c−i∞

dρ χ̃(ρ) (τ̄ /τ)
−ρ

, (5.23a)

χ̃(ρ) =

∫ 1

0

dτ

τ τ̄
(τ̄/τ)ρ χ(τ) . (5.23b)

The integration contour in the first integral, (5.23a), must be chosen in the analyticity strip of the

second integral, (5.23b), (the strip where integral converges). Making use of this representation one

obtains

∆γ
(3+)
inv (N) =

1

2πi

∫ c+i∞

c−i∞

dρ χ̃
(3)
inv(ρ)Γ

2(1 + ρ)
Γ(jN − 1− ρ)

Γ(jN + 1+ ρ)
, (5.24a)

γ
(3−)
inv (N) =

1

2πi

∫ c+i∞

c−i∞

dρ χ̃
P(3)
inv (ρ)Γ2(1 + ρ)

Γ(jN − 1− ρ)

Γ(jN + 1 + ρ)
. (5.24b)

Since for large jN the ratio Γ(jN − 1 − ρ)/Γ(jN + 1 + ρ) ∼ j
−2(1+ρ)
N , the asymptotic expansion of

the integrals in Eqs. (5.24) at jN → ∞ can be obtained by moving the integration contour to the

right and picking up the corresponding residues. It is easy to check that if the only singularities

of the Mellin-transformed kernels χ̃(ρ) in the right half-plane are poles (of arbitrary order) at real

integer values of ρ, then a generic term of the asymptotic expansion of the anomalous dimensions

has the form
(ψ(jN )− ψ(1))m

(jN (jN − 1))k
, k > 0,m ≥ 0 ,

which is required by the reciprocity symmetry under the jN 7→ 1 − jN transformation [18–20].

Under the same condition (χ̃(ρ) only has poles at integer ρ values in the right half-plane), the
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kernels χ(τ) at small values of the conformal ratio have the expansion

χ(τ) =
∑

km

ckmτ
k lnm τ .

The Mellin transform of the one-loop kernel is very simple:

χ
(1)
inv = −4CF ↔ χ̃

(1)
inv = −4CF

[
2πiδ(ρ)

]
. (5.25)

More examples are collected in Table A, see App. A. One finds that the Mellin space kernels have a

rather simple form, while the corresponding anomalous dimensions can be quite involved. Also the

two-loop evolution kernels in Mellin space are given by rather compact expressions, see Eq. (A.3).

If the anomalous dimensions are written in terms of the splitting functions, Eq. (5.10),

γ
(k±)
inv (N) = −

∫ 1

0

dxxNH
(k±)
inv (x) , (5.26)

the corresponding Mellin-transformed invariant kernels can be calculated as

χ̃
(k)
inv(ρ) = −

Γ(2ρ+ 2)

Γ2(1 + ρ)

∫ 1

0

dxH
(k+)
inv (x)

1

xx̄

(
1 + x

1− x

)( x

x̄2

)ρ

(5.27)

and similar for χ̃
P(k)
inv (ρ), with the replacement H

(k+)
inv (x) → H

(k−)
inv (x). The kernels in τ space can

finally be obtained by the inverse Mellin transformation (5.23a). We found this two-step approach

to be the most effective for the three-loop case.

For the remainder function δH
(3±)
inv (x) written in the form (5.21) one obtains in Mellin space

δχ̃
(3±)
inv (ρ) = −

Γ(2ρ+ 2)

Γ2(1 + ρ)

∫ ∞

0

dt h±(t) t
ρ−1 , (5.28)

and for the simple ansatz in Eq. (5.22)

δχ̃
(3±)
inv (ρ) = −

Γ(2ρ+ 2)

Γ2(1 + ρ)

π

sin(πρ)
H±0 (1 + b±ρ)a

ρ
± . (5.29)

Using Eq. (5.23a) we finally obtain the following expression for the corresponding contribution to

the invariant kernel

δχ
(3±)
inv (τ) =

H±0

(1 + 4a±τ/τ̄ )
5/2

[
1 + a±

τ

τ̄
(4− 6 b±)

]
−H±0 . (5.30)

We also need the expressions for the functions φk (5.14) in ρ- and τ -space defined as

φ̃k(ρ) ≡ −
Γ(2ρ+ 2)

Γ2(1 + ρ)

∫ 1

0

dxφk(x)
1

xx̄

(
1 + x

1− x

)( x

x̄2

)ρ

≡

∫ 1

0

dτ

τ τ̄
(τ̄ /τ)

ρ
ϕk(τ) . (5.31)

One obtains

φ̃1(ρ) = −π/(ρ sinπρ),

φ̃2(ρ) = φ̃1(ρ)
ρ̄

ρ
,

φ̃3(ρ) = φ̃1(ρ)
(
− 2

ρ̄

ρ
+ ψ′(ρ)−

π2

6

)
,

φ̃4(ρ) = φ̃1(ρ)
(
5
ρ̄

ρ
+

(1 − 3ρ)

ρ

[
ψ′(ρ)−

π2

6

])
, (5.32)
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and

ϕ1(τ) = ln τ̄ = H1

(
−
τ

τ̄

)
,

ϕ2(τ) = −ϕ1(τ) +H01

(
−
τ

τ̄

)
= − ln τ̄ + Li2 (−τ/τ̄) ,

ϕ3(τ) = −2ϕ2(x) −H101

(
−
τ

τ̄

)
= 2H1

(
−
τ

τ̄

)
− 2H01

(
−
τ

τ̄

)
−H101

(
−
τ

τ̄

)
,

= 2 ln τ̄ − 2 Li2 (−τ/τ̄)− 2
(
Li3(τ̄ )− Li3(1)

)
+ ln τ̄

(
Li2(τ̄ ) +

π2

6

)
+

1

6
ln3 τ̄

ϕ4(τ) = −3ϕ3(τ) − ϕ2(τ)−H0101

(
−
τ

τ̄

)

= −5H1

(
−
τ

τ̄

)
+ 5H01

(
−
τ

τ̄

)
+ 3H101

(
−
τ

τ̄

)
−H0101

(
−
τ

τ̄

)
, (5.33)

where Hp...q(z) are harmonic polylogarithms, see Ref. [29].

With these expressions at hand, our result for the invariant kernel (5.1) is complete. We obtain

χ
(3)
inv(τ) =

4∑

k=1

B
(3+)
k ϕk(τ) − C

(3+)
0 + C

(3+)
1

[
ln (τ/τ̄ ) + 2

]
+ δχ

(3+)
inv (τ) ,

χ
P(3)
inv (τ) =

4∑

k=1

B
(3−)
k ϕk(τ) − C

(3−)
0 + δχ

(3−)
inv (τ) , (5.34)

where the functions ϕk(τ) are defined in Eq. (5.33), the coefficients B
(3±)
k , C

(3±)
k can be found in

Table 1 and the parameters for δχ
(3±)
inv (τ) (5.30) are collected in Table 2.

For illustration, in Fig. 2 we compare the full NNLO invariant functions χ(a) = aχ(1) +

a2χ(2) + a3χ(3) with the NLO, O(a2), and the LO, O(a), results for a typical value of the coupling

αs/π = 0.1 and, for definiteness, nf = 4. In the same plot the NNLO results using the exact

three-loop functions obtained by the numerical integration of Eq. (5.8) are shown by dots. One sees

that the accuracy of our parametrization is rather good. The remaining entries in the invariant

kernel are, for the same values nf = 4 and αs/π = 0.1,

Γcusp = aΓ(1)(1 + 8.019a+ 80.53a2 + . . .) = aΓ(1)(1 + 0.2005 + 0.0503 + . . .) ,

χ0 = aχ
(1)
0 (1− 0.7935a− 141.3a2 + . . .) = aχ

(1)
0 (1− 0.0198− 0.0883 + . . .) . (5.35)

6 From light-ray to local operators

Light-ray operators are nothing but the generating functions for the renormalized local operators

so that the mixing matrices for flavor-nonsinglet local operators can be calculated, in principle, by

evaluating the evolution kernels on the test functions of the form f(z1, z2) = zm1 z
k
2 , cf. (2.2). The

results in this form are required for several applications, e.g. the calculation of moments of the

distribution amplitudes and generalized nucleon parton distributions using lattice QCD techniques

where the precision is increasing steadily and in some case already now requires NNLO accuracy [5].

Instead of using mixing matrices for the operators with a given number of left and right deriva-

tives, as in Eq. (2.2), it proves to be more convenient to go over to the Gegenbauer polynomial

basis. To the leading-order accuracy these operators diagonalize the evolution equations. Apart

from convenience, writing the results in this form will allow us to make explicit connection to the

formalism and notations used in [13] where the NLO expressions have been presented in this basis.

We will see that the local operator formalism has its own advantages, e.g., solving the conformal

constraint (2.21) is significantly easier in this language. Also the final step, reconstructing the
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χinv(τ )

τ

χ
P

inv
(τ )

τ

Figure 2: Invariant functions χinv(τ ) (left panel) and χP

inv(τ ) (right panel) for αs/π = 0.1. The LO result

(short dashes) is shown together with the NLO (long dashes) and NNLO (solid curves). The NNLO results

using exact O(a3) functions obtained by the numerical integration of Eq. (5.8) are shown by black dots for

comparison.

invariant kernels from the eigenvalues, can be completely avoided here, as they directly enter the

anomalous dimension matrices as diagonal elements.

Our goal is to translate the evolution kernels for light-ray operators into the anomalous dimen-

sion matrices for local operators of the form

Onk = (∂z1 + ∂z2)
kC3/2

n

(
∂z1 − ∂z2
∂z1 + ∂z2

)
O(z1, z2)

∣∣∣∣
z1=z2=0

, k ≥ n . (6.1)

Here k is the total number of derivatives and the operator of the lowest dimension for given n,

On ≡ Onn, is a conformal operator (lowest weight of the representation of the SL(2) group).

Increasing k for fixed n corresponds to adding total derivatives.

The operators Onk mix under the evolution

(
µ
∂

∂µ
+ β(a)

∂

∂a

)
[Onk] = −

n∑

n′=0

γnn′ [On′k] . (6.2)

The mixing matrix γnn′ is triangular and its diagonal elements are equal to the anomalous dimen-

sions

γnn′ = 0 if n′ > n , γnn = γn . (6.3)

Since γnn′ does not depend on k, the second subscript k is essentially redundant. In what follows

we will use a “hat” for the anomalous dimensions and other quantities in matrix notation

γ̂ ≡ γnn′ . (6.4)

The light-ray operator (2.2) can be expanded in terms of the local operators defined in Eq. (6.1)

O(x; z1, z2) =

∞∑

n=0

∞∑

k=n

Φnk(z1, z2)Onk(x) , (6.5)

where the coefficients Φnk(z1, z2) are homogeneous polynomials of two variables of degree k [30]:

Φnk(z1, z2) = ωnk(S
(0)
+ )k−nzn12 , ωnk = 2

2n+ 3

(k − n)!

Γ(n+ 2)

Γ(n+ k + 4)
. (6.6)
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These polynomials are mutually orthogonal and form a complete set of functions3 w.r.t. the canon-

ical SL(2) scalar product (see, e.g., [30])

〈Φnk|Φn′k′〉 = δkk′δnn′ ||Φnk||
2 = δkk′δnn′ ωnkρ

−1
n , ρn =

1

2
(n+ 1)(n+ 2)! (6.7)

so that the local operators (6.1) can be obtained by the projection on the corresponding “state”

Onk = ρnω
−1
nk 〈Φnk|O(z1, z2)〉 = ρn〈(S+)

k−n
zn12|O(z1, z2)〉 . (6.8)

The (canonical) conformal spin generators S
(0)
± act as rising and lowering operators on this space

whereas S
(0
0 is diagonal

S
(0)
0 Φnk(z1, z2) = (k + 2)Φnk(z1, z2) ,

S
(0)
+ Φnk(z1, z2) = (k − n+ 1)(n+ k + 4)Φnk+1(z1, z2) ,

S
(0)
− Φnk(z1, z2) = − Φnk−1(z1, z2) . (6.9)

Thus the set of coefficient functions Φn,k(z1, z2) for k = {n . . .∞} forms an irreducible representa-

tion of the SL(2) algebra, which is usually referred to as the conformal tower.

Let A be a certain operator A acting on quantum fields. Its action can be realized by the

expansion in terms of local operators with “matrix elements” serving as expansion coefficients

[A,Onk] =
∑

n′k′

Akk′

nn′ On′k′ . (6.10)

Alternatively one can represent A by some integro-differential operator A acting on the arguments

z1, z2 of the light-ray operator O(z1, z2) and, by means of the expansion (6.5), on the coefficient

functions,

[A, O](z1, z2) =
∑

nk

Φnk(z1, z2)
∑

n′k′

Akk′

nn′ On′k′ ≡ [AO](z1, z2) =
∑

nk

[AΦnk](z1, z2)Onk . (6.11)

Comparing the representations in Eqs. (6.10) and (6.11) we see that the action ofA on the coefficient

functions of local operators is given by the transposed matrix

[AΦnk](z1, z2) =
∑

n′k′

Ak′k
n′nΦn′k′(z1, z2) . (6.12)

Using the orthogonality relation (6.7) one obtains

Akk′

nn′ = ||Φnk||
−2〈Φnk(z1, z2)|[AΦn′k′ ](z1, z2)〉 ≡ 〈nk|A|n′k′〉 , (6.13)

which is the desired conversion, for a generic operator, between the light-ray and local operator

representations.

The “matrix elements” Akk′

nn′ depend in general on four indices. However, if the operatorA has a

certain (canonical) dimension, i.e [S
(0)
0 ,A] = dAA, then its matrix elements are nonzero only if the

indices satisfy the constraint dA = k − k′. This reduces the number of independent indices by one

and allows one to write Akk′

nn′ ≡ Ann′(k)δk,k′+dA
. If, in addition, the operator A is invariant under

translations, i.e. [S−,A] = 0, then it follows from Eqs. (6.9) that the matrix elements Akk′

nn′ ≡ Ann′

do not depend on the upper indices at all.

3Our notation in this section is adapted to facilitate the comparison with Ref. [13] and differs from the notation

used in [30]. In particular the functions Φnk defined in (6.6) correspond to Φn,k−n in [30].
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Constraints on the operator mixing in the light-ray operator representation that follow from

conformal algebra take the form (2.21)

[
S
(0)
+ ,H(a)

]
=

[
H(a), z1 + z2

] (
β̄(a) +

1

2
H(a)

)
+
[
H(a), z12∆(a)

]
. (6.14)

To translate this equation into the local operator representation, we define the matrices

amn(k) = 〈m, k|S
(0)
+ |n, k − 1〉 ,

bmn(k) = 〈m, k|z1 + z2|n, k − 1〉 ,

γmn = 〈m, k|H|n, k〉 ,

wmn = 〈m, k|z12∆|n, k − 1〉 . (6.15)

The first two matrix elements are easily computed,

amn(k) = −(m− k)(m+ k + 3)δmn ≡ −a(m, k)δmn ,

bmn(k) = 2(k − n)δmn − 2(2n+ 3)ϑmn , (6.16)

where we introduced a discrete step function

ϑmn =

{
1 if m− n > 0 and even

0 else.

The remaining two are nontrivial and can be written as a perturbative expansion

γ̂(a) = aγ̂(1) + a2γ̂(2) + a3γ̂(3) + . . . , a =
αs

4π
.

ŵ(a) = aŵ(1) + a2ŵ(2) + . . . . (6.17)

Eq. (6.14) becomes in matrix notation

[â, γ̂(a)] = [γ̂(a), b̂]

(
β̄(a) +

1

2
γ̂(a)

)
+ [γ̂, ŵ(a)] . (6.18)

Note that the matrices â(k) and b̂(k) (6.16) depend in principle on the total number of derivatives

k. However, due to the fact that only diagonal elements depend on this parameter, the dependence

on k drops out in the commutator. Hence we can safely omit it.

In complete analogy to the light-ray operator formulation, this equation fixes the non-diagonal

(i.e. canonically non-invariant) part of the anomalous dimension matrix. Indeed, the commutator

on the l.h.s. of Eq. (6.18) takes the form

[â, γ̂(a)]mn = (−a(m, k) + a(n, k))γmn = −a(m,n)γmn , (6.19)

so that the non-diagonal elements of the mixing matrix are given by [8]

γ̂
ND(a) = G

{
[γ̂(a), b̂]

(
1

2
γ̂(a) + β̄(a)

)
+ [γ̂(a), ŵ(a)]

}
, (6.20)

where

G
{
M̂

}
mn

= −
Mmn

a(m,n)
. (6.21)

In particular to the two-loop accuracy

γ̂
(2),ND = G

{
[γ̂(1), b̂]

(
1

2
γ̂
(1) + β0

)
+ [γ̂(1), ŵ(1)]

}
. (6.22)
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Here γ̂
(1) is the well-known (diagonal) matrix of one-loop anomalous dimensions

γ(1)mn = γ(1)n δmn = 2δmnCF

(
4S1(n+ 1)−

2

(n+ 1)(n+ 2)
− 3

)
(6.23)

and ŵ(1) is the one-loop conformal anomaly

w(1)
mn = 4CF (2n+ 3)a(m,n)

(
Amn − S1(m+ 1)

(n+ 1)(n+ 2)
+

2Amn

a(m,n)

)
ϑmn , (6.24)

where

Amn = S1

(
m+ n+ 2

2

)
− S1

(
m− n− 2

2

)
+ 2S1(m− n− 1)− S1(m+ 1). (6.25)

Collecting everything one obtains the two-loop anomalous dimension matrix:

γ(2)mn = δmnγ
(2)
n −

γ
(1)
m − γ

(1)
n

a(m,n)

{
−2(2n+ 3)

(
β0 +

1

2
γ(1)n

)
ϑmn +w(1)

mn

}
. (6.26)

The first few elements (0 ≤ n ≤ 7, 0 ≤ m ≤ 7) for Nc = 3 are

γ(2)mn =




0 0 0 0 0 0 0 0

0 23488
243 0 0 0 0 0 0

260
9 0 34450

243 0 0 0 0 0

0 8668
243 0 5241914

30375 0 0 0 0
52
9 0 8512

243 0 662846
3375 0 0 0

0 120692
8505 0 261232

7875 0 83363254
385875 0 0

− 2054
14175 0 34243

2025 0 2208998
70875 0 718751707

3087000 0

0 226526
35721 0 982399

55125 0 7320742
250047 0 557098751203

2250423000




− nf




0 0 0 0 0 0 0 0

0 512
81 0 0 0 0 0 0

40
9 0 830

81 0 0 0 0 0

0 88
27 0 26542

2025 0 0 0 0
104
45 0 1064

405 0 31132
2025 0 0 0

0 1144
567 0 232

105 0 1712476
99225 0 0

4108
2835 0 242

135 0 1804
945 0 3745727

198450 0

0 2372
1701 0 506

315 0 2860
1701 0 36241943

1786050




. (6.27)

Our expressions for the one-loop conformal anomaly and the two-loop anomalous dimension matrix

coincide identically with the results in [13].4

Expanding Eq. (6.20) to the third order, we obtain the three-loop nondiagonal anomalous

dimension matrix in the form

γ̂
(3),ND = G

{
[γ̂(2), b̂](

1

2
γ̂
(1) + β0) + [γ̂(2), ŵ(1)] + [γ̂(1), b̂](

1

2
γ̂
(2) + β1) + [γ̂(1), ŵ(2)]

}
. (6.28)

In addition to the already known quantities, this expression involves the matrix element of the

two-loop conformal anomaly (B.6),

w(2)
mn = 〈m, k|z12∆

(2)|n, k − 1〉 =
1

4
[γ̂(2), b̂] + ∆w(2)

mn (6.29)

4The explicit relation to the notations in [13] is as follows: â(k)|[13] = − 1
2
â(k), b̂(k)|[13] = b̂(k), ŵ(1)|[13] = −ŵ(1),

and γ̂
(i)
[13]

= 2iγ̂(i−1). A perturbative expansion in [13] is done in powers of αs/(2π), e.g., γ̂(a) =
∑

i(2a)
i
γ̂
(i−1).
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where

∆w(2)
mn = 〈m, k|z12∆

(2)
+ |n, k − 1〉 . (6.30)

The explicit expression for the operator ∆
(2)
+ (B.7) can be found in [16]. We have not found a

closed analytic expression for the matrix ∆w
(2)
mn, but the values for given m,n can be evaluated in

a straightforward way.

Splitting the result into different color structures,

∆ŵ(2) = C2
F∆ŵP +

CF

Nc
∆ŵFA + β0CF∆ŵbF ,

we get for the first few elements (0 ≤ n ≤ 5, 1 ≤ m ≤ 7)

∆ŵFA =




0 0 0 0 0 0

− 75
4 0 0 0 0 0

0 − 5075
108 0 0 0 0

− 679
15 0 − 58723

720 0 0 0

0 − 7399
90 0 − 724339

6000 0 0

− 1070777
16800 0 − 12001

96 0 − 123357091
756000 0

0 − 22974677
211680 0 − 101507627

588000 0 − 308384869
1481760




,

∆ŵP =




0 0 0 0 0 0

− 2965
144 0 0 0 0 0

0 − 1176553
10800 0 0 0 0

− 140959
9000 0 − 7387709

36000 0 0 0

0 − 75208391
617400 0 − 2111899581

6860000 0 0

− 68372343
5488000 0 − 5045910661

21168000 0 − 307457793929
740880000 0

0 − 99911324293
800150400 0 − 808931234579

2222640000 0 − 2942615103467
5601052800




,

∆ŵbF =




0 0 0 0 0 0

35 0 0 0 0 0

0 1855
27 0 0 0 0

105
2 0 2555

24 0 0 0

0 2891
30 0 146839

1000 0 0
6459
100 0 390313

2700 0 2552407
13500 0

0 202829
1764 0 4798313

24500 0 14365013
61740




. (6.31)

Using these expressions and the diagonal matrix elements from [6] we obtain the full three-loop

anomalous dimension matrix

γ̂
(3) = diag{γ

(3)
0 , γ

(3)
1 , . . .}+ γ̂

(3)
〈1〉 + nf γ̂

(3)
〈nf 〉

+ n2
f γ̂

(3)

〈n2

f
〉
, (6.32)

where the off-diagonal matrices for Nc = 3 and different powers of nf in the range 0 ≤ n ≤ 7, 0 ≤

– 22 –



m ≤ 7 are given by the following expressions:

γ̂
(3)
〈1〉 =




0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0
49024
81 0 0 0 0 0 0 0

0 36623912
54675 0 0 0 0 0 0

3911
27 0 23599891

36450 0 0 0 0 0

0 8049304723
31255875 0 320657981731

520931250 0 0 0 0
281851388261
7501410000 0 208052194247

714420000 0 21898269506047
37507050000 0 0 0

0 7192640196053
56710659600 0 159898280729473

525098700000 0 220023775251709
396974617200 0 0




,

γ̂
(3)
〈nf 〉

=




0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

− 28700
243 0 0 0 0 0 0 0

0 − 5762188
54675 0 0 0 0 0 0

− 1279108
30375 0 − 26434828

273375 0 0 0 0 0

0 − 849255644
18753525 0 − 516077668

5788125 0 0 0 0

− 54942827
2500470 0 − 636248861

13395375 0 − 77507831071
937676250 0 0 0

0 − 1660976917
67512690 0 − 7496172461

156279375 0 − 36406093529
472588830 0 0




,

γ̂
(3)

〈n2

f
〉
=




0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0
236
81 0 0 0 0 0 0 0

0 3172
1215 0 0 0 0 0 0

1316
2025 0 41356

18225 0 0 0 0 0

0 187412
178605 0 22012

11025 0 0 0 0
55169
893025 0 10793

9450 0 176539
99225 0 0 0

0 726193
1607445 0 681503

595350 0 515359
321489 0 0




. (6.33)

For completeness we also write the first few anomalous dimensions [6]:

γ
(3)
0 =0 ,

γ
(3)
1 =

2560

81
ζ3 +

11028416

6561
−

(
2560

27
ζ3 +

334400

2187

)
nf −

1792

729
n2
f ,

γ
(3)
2 =

2200

81
ζ3 +

64486199

26244
−

(
4000

27
ζ3 +

967495

4374

)
nf −

2569

729
n2
f ,

γ
(3)
3 =

11512

405
ζ3 +

245787905651

82012500
−

(
5024

27
ζ3 +

726591271

2733750

)
nf −

384277

91125
n2
f ,

γ
(3)
4 =

11312

405
ζ3 +

559048023977

164025000
−

(
5824

27
ζ3 +

90842989

303750

)
nf −

431242

91125
n2
f ,

γ
(3)
5 =

558896

19845
ζ3 +

10337334685136687

2756768175000
−

(
45376

189
ζ3 +

713810332943

2187911250

)
nf −

160695142

31255875
n2
f ,

γ
(3)
6 =

185482

6615
ζ3 +

59388575317957639

14702763600000
−

(
16432

63
ζ3 +

12225186887503

35006580000

)
nf −

1369936511

250047000
n2
f ,

γ
(3)
7 =

5020814

178605
ζ3+

46028648192099544431

10718314664400000
−

(
158128

567
ζ3+

349136571992501

945177660000

)
nf−

38920977797

6751269000
n2
f .

(6.34)

To visualize the size of the three-loop correction we consider the full NNLO nondiagonal part of
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the anomalous dimension matrix for nf = 4 in the same range (0 ≤ n ≤ 7, 0 ≤ m ≤ 7):

γ̂
ND = a2




0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

11.1 + 179a 0 0 0 0 0 0 0

0 22.6 + 290a 0 0 0 0 0 0

−3.47− 13.2a 0 24.5 + 297a 0 0 0 0 0

0 6.12 + 93.2a 0 24.3 + 291a 0 0 0 0

−5.94− 49.3a 0 9.74 + 120a 0 23.5 + 282a 0 0 0

0 0.0764 + 35.6a 0 11.4 + 131a 0 22.6 + 272a 0 0




.

(6.35)

For realistic values of the strong coupling a = αs/(4π) ∼ 1/40 the three-loop contribution is on the

average about 30% of the two-loop result.

7 Conclusions

Using the two-loop result for the conformal anomaly obtained in Ref. [16] we have completed here

the calculation of the three-loop evolution kernel for the flavor-nonsinglet leading-twist operators

in off-forward kinematics. The result is presented in the form of the evolution equation for the

relevant nonlocal light-ray operator. In addition we derive the explicit expression for the three-loop

anomalous dimension matrix for the local operators of dimensionD ≤ 10, i.e., containing up to seven

covariant derivatives. In the latter form, our result is directly applicable to the renormalization of

meson distribution amplitudes and will be useful for lattice calculations of their first few moments.

Practical methods for the solution of the three-loop evolution equations in more general GPD

kinematics still have to be developed. Our results can, in principle, be translated to the evolution

equation for GPDs by a Fourier transformation, although algebraic complexities of this transfor-

mation may prohibit obtaining the analytic expressions. An alternative method using the Mellin

transformation in the conformal spin [31, 32] is very attractive and it has become the standard tool

in the NLO analysis of the DVCS [33–35] and deeply-virtual meson production [36, 37]. The exten-

sion of this technique to NNLO was considered in [33–35] in a special “conformal” renormalization

scheme. The transformation to the conventional MS scheme can be done using the results of our

paper, but it remains to be seen whether this works in practice without major complications. The

NNLO analysis of the DVCS data will, of course, require the extension of our results to flavor-singlet

operators.
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Appendices

A Two-loop invariant kernel

The two-loop constant term χ
(2)
0 and the functions χ

(2)
inv(τ), χ

P(2)
inv (τ) in the invariant kernel (3.13)

are given by the following expressions:

χ
(2)
0 =

1

3
CF

{
β0

(
37− 4π2

)
+ CF

(
43− 4π2

)
+

1

Nc

(
26− 8π2 + 72ζ3

)}
, (A.1)
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and

χ
(2)
inv(τ) = 4CF

{
−
11

3
β0 + CF

[
ln τ̄ −

20

3
+

2π2

3

]
−

2

Nc

(
Li2(τ) +

1

2
ln2 τ̄ −

1

τ
ln τ̄ −

π2

6
+

5

3

)}
,

χ
P(2)
inv (τ) = −

4CF

Nc

(
ln2 τ̄ − 2τ ln τ̄

)
. (A.2)

The corresponding kernels in Mellin space take a rather simple form

χ̃
(2)
inv(ρ) = 4CF

{
r0(2πi)δ(−iρ)−

π

ρ sinπρ

(
CF +

2

Nc

2ρ+ 1

ρ(ρ+ 1)

)}
,

χ̃
P(2)
inv (ρ) = −

8CF

Nc

π

ρ sinπρ
(ρ− 1)S1(ρ− 1) , (A.3)

where

r0 = −
11

3
β0 + CF

[
2π2

3
−

20

3

]
−

2

Nc

(
8

3
−
π2

6

)
. (A.4)

The following table of Mellin transforms in Tab. A is helpful to arrive at this representation:

χ(τ) −
1

π
ρ sin(πρ)χ̃(ρ) γ(N), n = N + 1

ln τ̄ 1 −
1

(n(n+ 1))2

τ̄

τ
ln τ̄ + 1 −

ρ

ρ+ 1
2S3(n)− 2ζ3 +

1

n(n+ 1)

τ̄ ln τ̄ ρ S1(ρ) (−1)n
{
2S−3(n)− 4S−2,1(n) + 2S1(n)

(
2S−2(n) +

π2

6

)
− ζ3

}

1

2
ln2 τ̄ S1(ρ− 1)

n2 + n+ 1

n3(n+ 1)3
−

(−1)n

n(n+ 1)

(
2S−2(n) +

π2

6

)

Li2(τ) −S1(ρ)
(−1)n

n(n+ 1)

(
2S−2(n) +

π2

6

)

Table A: Mellin transformation (5.23) for several typical kernels and the corresponding contribu-

tions to the anomalous dimensions. Here S1(ρ) = ψ(ρ+ 1)− ψ(1).

B X kernels

In this appendix we present explicit expressions for the kernels X
(k) appearing in the operator of

similarity transformation (3.1).

The one-loop kernel X(1) is defined as a solution to the differential equation (3.7a)

[
S
(0)
+ ,X(1)

]
= z12∆

(1) , (B.1)

where ∆(1) is the O(a) conformal anomaly [15]

∆(1)f(z1, z2) = −2CF

∫ 1

0

dα
( ᾱ
α
+ lnα

)[
f(zα12, z2)− f(z1, z

α
21)

]
. (B.2)
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The result reads

X
(1)f(z1, z2) = 2CF

(∫ 1

0

dα
lnα

α

[
2f(z1, z2)− f(zα12, z2)− f(z1, z

α
21)

]
+∆X

(1)
inv

)
, (B.3)

where ∆X
(1)
inv is an invariant kernel (solution of the corresponding homogeneous equation) which

has the following generic form (cf. (3.13)):

∆X
(1)
invf(z1, z2) = X0f(z1, z2) +X1

∫ 1

0

dα
ᾱ

α

(
2f(z1, z2)− f(zα12, z2)− f(z1, z

α
21)

)

+

∫ 1

0

dα

∫ ᾱ

0

dβ
(
∆χ(τ) + ∆χP (τ)P12

)
f(zα12, z

β
21) . (B.4)

The choice of ∆X
(1)
inv is a matter of convenience, e.g., it can be put to zero.

The two-loop kernel X(2) is defined as a solution to Eq. (3.7b)

[
S
(0)
+ ,X(2)

]
= z12∆

(2) +
[
X

(1), z1 + z2

](
β0 +

1

2
H

(1)

)
+

1

2

[
X

(1), z12∆
(1)

]
, (B.5)

where [16]

z12∆
(2) = z12∆

(2)
+ +

1

4

[
H

(2), z1 + z2
]
. (B.6)

The operator ∆
(2)
+ takes the form

∆
(2)
+ f(z1, z2) =

∫ 1

0

dα

∫ ᾱ

0

dβ
[
ω(α, β) + ωP(α, β)P12

][
f(zα12, z

β
21)− f(zβ12, z

α
21)

]

+

∫ 1

0

du

∫ 1

0

dtκ(t)
[
f(zut12, z2)− f(z1, z

ut
21)

]
. (B.7)

Explicit expressions for the functions ω(α, β), ωP(α, β) and κ(τ) can be found in [16] (see App. C2).

The solution can be written as a sum of three terms corresponding to the three contributions

on the r.h.s. of Eq. (B.5),

X
(2) = X

(2)
I + X

(2)
II + X

(2)
III , (B.8)

where

X
(2)
I =

1

4

(
T
(2) + β0T

(2,1)
)
+ CF

(
1−

π2

6

)
T
(1) + X

(2)
IA + X

(2)
IB ,

X
(2)
II = X

(2,1)

(
β0 +

1

2
H

(1)

)
,

X
(2)
III =

1

2

[
∆X

(1)
inv ,X

(1)
]
−

1

2
X

(2,2). (B.9)

The operators T
(2), T(2,1) are given in App. C and X

(2,1), X(2,2) are defined as solutions to the

following equations:

[S
(0)
+ ,X(2,1)] = [X(1), z1 + z2] , [S

(0)
+ ,X(2,2)] = [z12∆

(1),X(1)] . (B.10)

One obtains

X
(2,1)f(z1, z2) = 2CF

{
−

∫ 1

0

dα
( ᾱ
α
(1−X1) ln ᾱ+ lnα

) [
2f(z1, z2)− f(zα12, z2)− f(z1, z

α
21)

]

+

∫ 1

0

dα

∫ ᾱ

0

dβ ln(1−α−β)
(
∆χ(τ) + ∆χP (τ)P12

)
f(zα12, z

β
21)

}
, (B.11)
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where X1, ∆χ(τ), χP (τ) are the entries in (B.4), and

X
(2,2)f(z1, z2) =

= 4C2
F

{∫ 1

0

dα

∫ 1

0

du

[
ln ᾱ

α

(
1

2
ln ᾱ+ 2

)
+
ū

u

ϑ(α)

ᾱ

] [
2f(z1, z2)− f(zαu12 , z2)− f(z1, z

αu
21 )

]

+

∫ 1

0

dα

∫ ᾱ

0

dβ

[
1

τ

(
ϑ+(α) + ϑ+(β)

)[
f(zα12, z

β
21)− f(z1, z

β
21)− f(zα12, z2) + f(z1, z2)

]

+
(
ϑ0(α) + ϑ0(β)

)
f(zα12, z

β
21)

]}
, (B.12)

where

ϑ+(α) = −
1

ᾱ

(
lnα ln ᾱ+ 2α lnα+ 2ᾱ ln ᾱ

)
,

ϑ0(α) = 2
(
Li3(ᾱ)− Li3(α)− ln ᾱ Li2(ᾱ) + lnα Li2(α)

)
+

1

α
lnα ln ᾱ+

2

α
ln ᾱ , (B.13)

ϑ(α) =
α

ᾱ

(
Li2(ᾱ)− ln2 α

)
−

1

2

ᾱ

α
ln2 ᾱ+

(
α−

2

α

)
lnα ln ᾱ−

(
3 +

1

ᾱ

)
lnα− (α − ᾱ)

ᾱ

α
ln ᾱ− 2 .

The operators X
(2)
IA , X

(2)
IB which originate from the two-loop anomaly ∆

(2)
+ are rather involved. We

obtain

X
(2)
IA f(z1, z2) =

∫ 1

0

du
ū

u

∫ 1

0

dα

ᾱ

[
κ(α) − κ(1)

][
2f(z1, z2)− f(zαu12 , z2)− f(z1, z

αu
21 )

]

+

∫ 1

0

dα ξIA(α)
[
2f(z1, z2)− f(zα12, z2)− f(z1, z

α
21)

]
, (B.14)

where κ(α) is one of the functions entering the two-loop conformal anomaly (B.7) and

ξIA(α) = 2C2
F

ᾱ

α

[
−Li3(ᾱ) + ln ᾱ Li2(ᾱ) +

1

3
ln3 ᾱ+ Li2(α) +

1

ᾱ
lnα ln ᾱ−

1

4
ln2 ᾱ

−
3α

ᾱ
lnα− 3 ln ᾱ

]
+
CF

Nc

(
lnα+

ᾱ

α
ln ᾱ

)
. (B.15)

Finally

X
(2)
IB f(z1, z2) = CF

∫ 1

0

dα

∫ ᾱ

0

dβ

[
CF ξ

F
IB(α, β) +

1

Nc

(
ξAIB (α, β) + ξAP

IB (α, β)P12

)]
f(zα12, z

β
21) ,

(B.16)

where

ξAP

IB (α, β) = −2

[
Li3(ᾱ)− Li3

(
1−

α

β̄

)
+

1

ᾱ

[
Li2(α) − Li2

(
α

β̄

)]
+ ln τ̄ Li2

(
1−

α

β̄

)

+
1 + α

2ᾱ
ln ᾱ ln β̄ + (α↔ β)

]
,

ξAIB(α, β) = 2

[
Li3(β̄)− 2 Li3(β)− Li3

(
1−

β

ᾱ

)
− Li3

(
β

ᾱ

)
+ ln τ̄ Li2

(
1−

β

ᾱ

)
+ ln

(
β

ᾱ

)
Li2(β)

+
1

α

(
Li2(β)− Li2

(
β

ᾱ

))
+ 2

β̄

β
Li2(β) +

1

2
ln ᾱ ln β̄ +

β̄

β
lnβ ln β̄ + (α ↔ β)

]
(B.17)
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and

ξFIB(α, β) = ln(1− α− β) ln(τ τ̄)−
1

3
ln3(1− α− β) + 3 ln ᾱ ln β̄ − lnα lnβ

+

[
−6 Li3(ᾱ)− 10 Li3(α) + 2 ln ᾱLi2(ᾱ) + 6 lnαLi2(α) + lnα ln ᾱ

(
lnα+ ln ᾱ− 2

)

− 4
1 + α

α

(
Li2(ᾱ)− Li2(1)

)
−

1

3
ln3 ᾱ−

ᾱ

α
ln2 ᾱ+

1

2
ln2 α−

2

ᾱ
lnα+

4

α
ln ᾱ+ 15 ln ᾱ

+ (α↔ β)

]
. (B.18)

In all expressions τ = αβ
ᾱβ̄

.

C T kernels

The T
(k) operators, k = 1, 2, . . . are defined as solutions to the differential equation (3.10)

[S
(0)
+ ,T(k)] = [H

(k)
inv, z1 + z2], (C.1)

where H
(k)
inv are the SL(2) invariant parts of the evolution kernel which have the general decompo-

sition as shown in Eq. (3.13). This equation can easily be solved:

T
(k)f(z1, z2) = −Γ(k)

cusp

∫ 1

0

dα
ᾱ ln ᾱ

α

(
f(zα12, z2) + f(z1, z

α
21)

)

+

∫ 1

0

dα

∫ ᾱ

0

dβ ln(1− α− β)
(
χ
(k)
inv(τ) + χ

P(k)
inv (τ)P12

)
f(zα12, z

β
21) , (C.2)

where the functions χ
(k)
inv, χ

P(k)
inv for one loop, k = 1, and two loops, k = 2, are given in Eqs. (3.15)

and (A.2), respectively.

The T
(2)
1 kernel is defined as the solution to

[S
(0)
+ ,T

(2)
1 ] = [T(1), z1 + z2] . (C.3)

Using the explicit expression for T(1) = T
(1)
inv (2.13) one obtains after a short calculation

T
(2)
1 f(z1, z2) = −

1

2

∫ 1

0

dα
ᾱ ln2 ᾱ

α

(
f(zα12, z2) + f(z1, z

α
21)

)
+

1

2

∫ 1

0

dα

∫ ᾱ

0

dβ ln2(1−α−β)f(zα12, z
β
21) .

(C.4)

We stress again that Eqs. (3.10) determine the T-kernels up to the SL(2) (canonically) invariant

parts. Our choice in (C.2) and (C.4) corresponds to the following condition on the eigenvalues of

these kernels: Let γ
(k)
inv(N) be the eigenvalues of the invariant kernels H

(k)
inv (corresponding contri-

butions to the anomalous dimensions),

H
(k)
invz

N
12 = γ

(k)
inv(N)zN12 . (C.5)

It is easy to check that eigenvalues of the kernels defined in (C.2) and (C.4) are given by the

following expressions:

T
(k)zN12 = T (k)(N)zN12 , T (k)(N) =

d

dN
γ
(k)
inv(N) ,

T
(2)
1 zN12 = T

(2)
1 (N)zN12 , T

(2)
1 (N) =

1

2

d2

dN2
γ
(1)
inv(N) . (C.6)

This choice is convenient for our present purposes as it leads to a certain symmetry of the three-loop

invariant kernel H
(3)
inv that allows one to obtain somewhat simpler expressions, see Sec. 5.
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