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A B S T R A C T

In this dissertation, I investigate the variability of extreme high sea levels
(ESLs) in the German Bight. Downscaling global climate simulations with
a regionally coupled climate model, I (1) quantify the long-term variabil-
ity of ESLs over the last millennium and (2) project future changes in their
statistics using a large ensemble approach. Compared to previous studies,
I generate a larger sample of extreme values that allows a more robust esti-
mation of the policy-relevant high-impact-low-probability events. At the same
time, the dynamical downscaling with high-frequency ocean-atmosphere
coupling provides both a sufficiently high resolution to adequately simulate
high-frequency sea level variations and a globally consistent simulation of
associated climate states.

In the first part, I downscale a transient global climate simulation of the
past millennium to quantify the long-term ESL variability. I find that simu-
lated ESL statistics vary substantially on interannual to centennial timescales
but without following preferred oscillation periods. Due to this large vari-
ability, ESL variations mask any signals from background sea level varia-
tions or from external natural variability such as solar or volcanic forcing.
Nevertheless, periods of high ESLs can be linked to an atmospheric mode
of variability, namely a sea level pressure dipole between northeastern Scan-
dinavia and the Gulf of Biscay. The high ESL variability emphasizes the in-
herent uncertainties related to traditional extreme value estimates based on
short data subsets, which fail to account for such long-term variations. This
further suggests that uncertainties related to high-impact-low-probability
ESL estimates are higher than previously assumed.

In the second part, I investigate future changes in ESL statistics under
climate change which occur irrespective of a shift due to gradual mean
sea level rise. To account for the large ESL variability detected in the first
part, I downscale a large ensemble of global 1pctCO2 scenario simulations.
While individual realizations exhibit highly different responses, the full en-
semble reveals that ESLs statistically increase with rising atmospheric CO2

levels, particularly along the western coastlines of Schleswig-Holstein and
Denmark. Here, the magnitude of ESL change reaches around half of the ex-
isting projections of the regional background sea level rise (BSLR) until the
end of the century. This ESL response is related to an enhanced large-scale
activity along the North Atlantic storm belt, more predominant storms of
the major West-Northwest track-type, and a subsequent local increase in
mainly westerly wind speed extremes. The response is seasonally opposite,
as summer ESLs and their drivers decrease in magnitude, contrasting the
response of the higher winter ESLs which govern the annual response.
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These results have important implications for coastal protection. First, the
high ESL variability shows that estimates of high-impact-low-probability
ESLs – and thus also flood protection standards – strongly depend on the
state of long-term variability and are thus associated with deep uncertainty.
Second, ESLs in the German Bight do not only scale with BSLR but increase
additionally. Statistically, ESLs may rise stronger than previously assumed;
however, as manifestations of the large internal variability, (multi-)decadal
deviations from the statistical long-term trend are to be expected. These
deep uncertainties in estimating high ESLs may thus demand even further
safety measures.



Z U S A M M E N FA S S U N G

In dieser Dissertation untersuche ich die Variabilität extremer Hochwasser-
stände (extreme sea level, ESL) in der Deutschen Bucht. Durch Regionalisie-
rung (Downscaling) globaler, einen langen Zeitraum umfassender Klimasi-
mulationen mit einem regional gekoppelten Klimamodell, quantifiziere ich
deren langzeitliche Variabilität während des letzten Jahrtausends (1), und
projiziere zukünftige Änderungen in deren Statistik mithilfe eines großen
Ensembles (2). Verglichen mit bisherigen Studien generiere ich eine weitaus
größere Anzahl an Extremwerten, was eine statistisch robuste Abschätzung
der ESLs von größtem Schadensrisiko (high-impact-low-probability) ermög-
licht. Zugleich bietet das dynamische Downscaling mit hochfrequenter Kop-
plung zwischen Ozean und Atmosphäre einerseits eine für die adäquate
Simulation von ESLs hinreichend hohe Auflösung, und andererseits eine
global konsistente Simulation damit assoziierter Klimazustände.

Im ersten Teil regionalisiere ich eine globale Klimasimulation des letz-
ten Jahrtausends, um die langzeitliche ESL-Variabilität zu quantifizieren.
Demnach weisen simulierte ESLs eine hohe Variabilität auf Zeitskalen von
Jahren bis Jahrhunderten auf, ohne jedoch systematischen Schwankungen
zu folgen. Dadurch sind Signale durch Schwankungen des mittleren Meer-
esspiegels oder durch externe Variabilität solaren oder vulkanischen Ur-
sprungs nicht feststellbar. Nichtsdestotrotz können Zeiten besonders ho-
her ESLs mit Moden atmosphärischer Variabilität verknüpft werden: So
ist das Zirkulationsregime bestehend aus einem Luftdruck-Dipol zwischen
der Biskaya und Nordost-Skandinavien für erhöhte ESLs in der Region ver-
antwortlich. Die hohe ESL-Variabilität unterstreicht hierbei die inhärenten
Unsicherheiten der Extremwertanalyse auf der Basis kurzer Datenreihen,
da diese keine langzeitlichen Variationen abbilden können. Dies deutet da-
rauf hin, dass die Unsicherheit von high-impact-low-probability ESLs höher
ist als bislang angenommen, und dass bisherige ESL Abschätzungen stark
vom Zustand der langzeitlichen Variabilität abhängen.

Im zweiten Teil untersuche ich solch zukünftige Änderungen in der ESL-
Statistik in einem sich verändernden Klima, die unabhängig von einer ge-
nerellen Verschiebung durch den Anstieg des Meeresspiegels auftreten. Um
der hohen Variabilität der im ersten Teil simulierten ESLs Rechnung zu tra-
gen, regionalisiere ich ein Ensemble aus 32 Läufen globaler 1pctCO2 Kli-
masimulationen. Während einzelne Realisationen unterschiedlich auf eine
Erhöhung der CO2 Konzentrationen reagieren, zeigt das volle Ensemble
einen statistisch signifikanten Ansteig der ESLs, vor allem an der Westküste
Schleswig-Holsteins und Dänemarks. Die Änderung der ESLs macht damit
stellenweise die Hälfte des erwarteten mittleren Meeresspiegelanstiegs in
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der Region bis zum Ende des 21. Jahrhunderts aus. Dieses Änderungsmuster
hängt mit einer erhöhten großskaligen Sturmaktivität im Nordatlantik, einer
Häufung des für ESLs in der Deutschen Bucht wichtigsten Sturmtyps, und
einem lokalen Anstieg an extremen Westwinden zusammen. Die klimabe-
dingte Änderung der ESLs ist hierbei saisonal entgegengesetzt, mit einer
Zunahme im Winter und einer Abnahme im Sommer. Da Winterwerte ins-
gesamt höher liegen, dominiert über das ganze Jahr ein ESL-Anstieg.

Die Ergebnisse beider Teile haben wichtige Implikationen für den Küsten-
schutz. Zum einen zeigt die hohe ESL-Variabilität, dass Angaben von high-
impact-low-probability ESLs – und damit auch Richthöhen im Hochwasser-
schutz – mit tiefer Unsicherheit verknüpft sind. Zum anderen skalieren ESL
in der Deutschen Bucht nicht nur mit dem erwarteten mittleren Meeres-
spiegelanstieg, sondern steigen statistisch gesehen zusätzlich. So muss zwar
mit einem stärkeren Anstieg an ESLs als bisher angenommen gerechnet
werden; aufgrund der hohen internen Variabilität einzelner Realisationen
können jedoch durchaus (multi-)dekadische Abweichungen von dem lang-
zeitlichen, statistischen Trend auftreten. Diese nichtreduzierbaren Unsicher-
heiten in der Abschätzung hoher ESLs könnten dadurch noch strengere
Sicherheitsmaßnahmen erfordern.
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1
O N E X T R E M E S E A L E V E L
VA R I A B I L I T Y I N T H E G E R M A N
B I G H T

This dissertation is about high water level extremes. Compared to the mean
state, it is primarily the short-lived upper extremes which are responsible
for coastal impacts and thus most relevant from a societal perspective. With
its low-lying coasts, the North Sea is an area that is particularly exposed
to extreme sea levels in form of storm floods, while anthropogenic climate
change is expected to exacerbate these threats (IPCC, 2019). Adequate and
timely coastal protection thus relies on estimates of expected heights and
frequencies of such extreme sea level events. These build on both informa-
tion of the recent past and estimates of future changes from climate change
simulations. Yet, since by definition, extreme events occur only rarely, their
very nature complicates a robust estimation of trends and variability in past
and future.

In this dissertation, I address this signal-to-noise problem for extreme
high water levels in the German Bight. Using downscaled coupled climate
simulations, I (1) quantify the long-term variability of upper-end extreme
sea levels and identify their main drivers, and, motivated by this informa-
tion, (2) use a large ensemble approach to project future changes in their
statistics. I show that extreme sea levels are characterized by a large inter-
nal variability component which complicates the estimation of upper-end
statistics based on the relatively short instrumental record. Consequently,
the estimation of potential changes in the future requires the use of large
ensembles to tackle the uncertainties due to the high variability. By down-
scaling a set of global climate change simulations from the Max Planck
Institute Grand Ensemble (MPI-GE), I show that the increase in extreme sea
level heights that can be expected from mean sea level rise in a warming
climate could be significantly magnified by an additional rise in upper-end
extreme sea levels.

With this unifying essay, I give a more general introduction into the prob-
lem of investigating extreme sea levels (1.1-1.3), motivate and pose the main
research questions of the thesis (1.4 & 1.5) and briefly present the key find-
ings. These are addressed in detail in the two journal papers (Chapter 2

on past extreme storm flood variability & Chapter 3 on its future change).
Finally, I close with a unifying synthesis (1.6).

3



4 on extreme sea level variability in the german bight

1.1 introduction

Home to currently around 680 million people, low-lying coastal zones are
the most densely populated in the world (IPCC, 2019). With higher than
average population growth and urbanization rates (Small & Nicholls, 2003),
this number is expected to continue to rise in the future, with projections to
reach more than one billion by mid-century (Neumann et al., 2015).

Naturally, coastal zones are also vulnerable to natural disasters. As one
of the major hazards for coastal regions, storm floods provoke high wa-
ter level extremes that can lead to inundation of the coastal zone and the
hinterland, and subsequently to saltwater intrusion or coastal erosion. Par-
ticularly heavy floods can destroy the local environment and infrastructure,
and pose danger to ecosystems and human life.

Once described as a "splendid sea for storm surges" (Heaps, 1967), the
German Bight, with its low-lying coasts of the Netherlands, Germany and
Denmark, is particularly exposed to storm floods. As the German Bight is
located in the zone of the major northern hemispheric storm belt and the
northwest European shelf with strong tides and an open connection with
the North Atlantic, these are all contributing factors to frequent and particu-
larly strong storm floods with often devastating consequences (see Lamb &
Frydendahl (1991), Buisman (2006) and Jensen & Müller-Navarra (2008) for
a historic overview). Already as early as a couple of hundred years B.C.,
a period of severe storm surges have forced the Cimber people to retreat
from the area of Holstein and Jutland (Arends, 1974). In 1362, the great
storm flood Grosse Manndrenke (’Great Drowning of Men’) led to high death
tolls including the disappearance of the legendary town Rungholdt (Heim-
reich, 1819) and even shifts in the Wadden Sea coastline (Hadler et al., 2018).
The Second Manndrenke or Burchardi flood in 1634 (Fig. 1, left) changed the
landscape to the current coastline (Arends, 1974). A couple of particularly
strong floods in the 18th and 19th century, foremost the Christmas flooding
of 1717 and the February flood in 1825, had a wide impact from Danish to
Dutch coasts and resulted in the drowning of tens of thousands of people
(Jakubowski-Tiessen, 1992; Kempe, 2006). Finally, as one of the strongest
storm floods of the twentieth century, the flood of 1962 has shown that the
impact of extreme storm floods is not only felt at the coast; it has also led to
vast economic losses in bigger estuaries up to some 100 km further inland
(MunichRe, 2012), particularly in the city of Hamburg (Fig. 1, right).

Nowadays, North Sea adjoining countries seem generally well-adapted.
In Germany, massive investments in coastal defense have been made af-
ter the flood in 1962. In Hamburg for instance, the minimum required
flood protection height is 8.10 meter above Normal Null (FHH, 2019), about
1.5 meter higher than the locally highest flood on the instrumental record
(Schirmer, 2018).



1.1 introduction 5

Figure 1 | Extreme storm floods and their consequences over time. Left: Contem-
porary engraving of the Burchardi flood of 1634 (Picture credit: Public
Domain). Right: Flood-damaged Fährstraße in Wilhelmsburg, Hamburg,
after the storm flood of 1962 (Picture credit: G. Pietsch; Public Domain).

Due to historic exposure and some of the world’s longest high-frequency
tide gauge records dating back to the early 1900s, the North Sea is with re-
spect to storm floods one of best studied regions in the world. For a review
of past storm surge statistics and projected changes in the North Sea region
see von Storch & Woth (2008), Weisse et al. (2012) and Schrum et al. (2016).

Despite the vast amount of literature on past, present and future storm
floods, though, our understanding is not exhaustive. One of the most re-
nowned experts in the field, Hans v. Storch writes about a "fragmentation
of research" (von Storch & Woth, 2008), as the field is divided into regional
research communities, from a more general oceanography variant to coastal
engineering. With this division comes an important fragmentation: the tem-
poral and spatial discrepancy between the nature of a local storm flood
event and the long-term and large-scale character of climate variability and
change.

This problem is most obvious for extreme values. As they happen by def-
inition only rarely, it is their very nature that complicates the detection of
a robust trend or variability. Yet, it is those high-impact-low-probability ex-
tremes that often are of particular interest for the public. Such estimates
of, for instance, 50-year or 100-year flood levels (’century-floods’) are often
also required in coastal protection for the design of flood defense standards.
Estimating these extreme levels on the basis of the comparably rather short
instrumental tide gauge record in itself is not straight forward as this im-
plies a statistical extrapolation of the data. However, this is further com-
plicated by the fact that the observational record points to a considerable
multi-decadal variability in sea level, both in the mean and in higher per-
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centiles (e.g. Dangendorf et al., 2013a,b; Weisse et al., 2014). When records
are short, one risks sampling different states of long-term variability rather
than a significant signal.

Besides estimating the heights of such extreme storm floods, it is there-
fore vital to understand their temporal variations on different timescales.
Are there regularities in their occurrence on different time scales? And what
mechanisms in the climate system govern their variability? These questions
stand in the focus of the first article (Chapter 2, brief summary in section
1.4). Additionally, anthropogenic climate change is expected to increase the
flood risk in the future through a rise in mean sea level. It is uncertain
though if extreme sea level statistics also change on top of such a baseline
shift, and what drives such potential changes. These questions build the
focus of the second article (Chapter 3, brief summary in section 1.5).

Together, these are some of the problems coastal engineers and adap-
tation planners face. They rely on combining information from past and
present heights and variability as well as from future projections, which are
all subject to high uncertainty. Climate model simulations present a power-
ful tool to investigate questions of this kind, as we can artificially increase
the sample size required for robust extreme value analysis, while they create
a consistent picture of associated climate states. A climate model approach
to study the variability of extreme sea levels by utilizing a long-term tran-
sient simulation or a large initial conditions ensemble can thus shed new
light on an old problem.

Before addressing these problems in detail in sections 1.4 and 1.5, I will
first introduce concept and modelling of extreme sea levels.

1.2 extreme sea levels : theory

The total sea level can be expressed as the sum of the time-mean back-
ground sea level, tidal elevation and atmospheric surge (Pugh, 1987).

The background sea level (BSL) – or often referred to as (time-) mean sea
level – builds the state the other components act upon. It represents the
residual longer-term average level, where the short-term fluctuations are av-
eraged out. The remaining trends or low-frequency variations are caused by
ocean thermodynamics, mass changes, vertical land movement, or a result
of the redistribution of water by various oceanographic and atmospheric
processes such as coastally trapped waves or alongshore winds (Calafat et
al., 2012; Dangendorf et al., 2014b; Sturges & Douglas, 2011). Such varia-
tions are typically not accounted for in conventional regional surge models,
although they affect total sea level heights.

Tidal sea level variations are caused by gravitational forces of moon and
sun and generally regular and predictable. Strongest and most important
constituent in the North Sea is the semi-diurnal M2 tide. In the German
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Bight, the tides are comparably strong, with tidal ranges of around one to
four meters, depending on the location. As Kelvin waves, tides in the north-
ern hemisphere move counter clockwise along the coastlines. Furthermore,
as a result of the superposition of the different constituents, tides vary on
longer time scales, such as the 18.6-year nodal cycle. As tidal amplitudes
and phases depend on the bathymetry, they can also be subject to anthro-
pogenic influence (Talke & Jay, 2020). For instance, due to the deepening
of estuaries for the shipping industry, the tidal range in the German North
Sea coast has been reported to have risen by up to 5% between 1950 and
2015 (Jensen & Mudersbach, 2007).

Finally, the atmospheric surge is the most important component for ex-
treme sea levels in the German Bight (Lowe et al., 2010). Surges can be de-
scribed by the shallow-water equations and the conservation of mass and
momentum; their severity depends on the one hand on wind speed, di-
rection and duration, and on the other hand on the coastline geometry and
bathymetry (von Storch & Woth, 2008). They are a result of atmospheric pro-
cesses and can consist of (i) the local wind surge that pushes water against the
coast, (ii) the direct effect of air pressure acting on the water surface, called
the inverse barometric effect, and (iii) the external surge (Schmitz et al., 1988).
The latter is provoked by cyclones and air pressure variations in the North
Atlantic that travel into the North Sea, pushing additional water masses
into the basin (Gönnert et al., 2012).

Together, these components drive regional extreme sea levels, particularly
when coinciding in time. However, their net effect is influenced by various
interactions between them, especially in shallow waters. The non-linear tide-
surge interaction, for instance, causes storm surges to cluster on the rising
tide (Horsburgh & Wilson, 2007). Furthermore, the interaction of tide and
BSL can lead to shifts of the amphidromic points and changes in the tidal
range due to a rise in BSL (Kauker & von Storch, 2000; Plüß, 2004). The
interaction of BSL and surge component, though, has found to be small: Al-
though theory suggests that surges diminish with a rise in sea level due to
the decreased effect of surface wind stress on the water column (Arns et al.,
2015), model experiments support the approximation of a linear superpo-
sition of surge and BSL (Lowe & Gregory, 2005; Sterl et al., 2009; Howard
et al., 2010). That is, BSL and surge can simply be added together and the
changes in the two components studied separately.

1.2.1 Extreme sea level nomenclature

Multiple different terms and definitions for describing extreme high water
levels can be found in the literature, making it difficult to compare their
findings. In its basic sense, ’extreme’ simply refers to the tails of the distri-
bution. However, since low extremes are usually not of interest, the term
extreme sea level typically just refers to the upper tail. While some authors
target the extreme sea level in terms of the total absolute value (Mudersbach
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& Jensen, 2010; Feng et al., 2015; Wahl & Chambers, 2016; Marcos & Wood-
worth, 2017), many separate the atmospheric component from background
sea level and/or tide and use terms such as surge component (e.g. Weisse
& Plüß, 2006; Woodworth et al., 2007; Marcos et al., 2015), storm surge (e.g.
Barriopedro et al., 2010; Cid et al., 2016), storm-tide (Gönnert, 2004), non-tidal
residual (e.g. Pugh & Vassie, 1978; Mudersbach et al., 2013; Marcos & Wood-
worth, 2017) or increasingly, skew surge (e.g. de Vries et al., 1995; Mawdsley
& Haigh, 2016). Although an ambiguous term, the term storm flood is in lit-
erature on North Sea sea levels sometimes used synonymously to the total
extreme sea level.

Following the recommendations of Gregory et al. (2019), I define extreme
sea level (ESL) as the total water level of an exceptionally high local sea sur-
face height. Note that these local long-term mean values do not correspond
to meters above Normal Null, which is often used by public authorities in
coastal protection. The definition using the total water level instead of surge
residual or skew surge, avoids a decomposition between tidal and surge
parts and their nonlinear interaction (Horsburgh & Wilson, 2007).

1.2.2 How extreme is extreme?

A closely related simple but not trivial question emerges: what water lev-
els constitute an extreme of ’exceptionally high’ sea surface height? Again,
many different methods and practices on how to sample extreme values
exist. ESL can either refer to high percentiles of the data or, more directly,
to the largest values in a particular record, sampled in terms of frequency
(r-largest) or magnitude (peak-over-threshold). Unlike percentiles, which pro-
duce probabilistic estimates depending on the entire distribution, the latter
two methods yield a sample of ’real’ events. Both r-largest and peak-over-
threshold methods have advantages and disadvantages: While the former
results in an equidistant sample of extremes and is thus robust to tempo-
ral variations, it might also include levels that may not necessarily be con-
sidered ’extreme’ during other periods, and vice versa. The choice of the
sampling method thus always includes a trade-off between bias (too high r
or too low threshold) and variance (too low r or too high threshold) of the
selected extremes (Coles et al., 2001). Here, I sample ESL with the simplest
form of the r-largest method, in terms of annual maximum sea level. How-
ever, as storm floods mainly occur in winter, I compute annual statistics in
terms of years defined from July to June. As a result, storm flood seasons
are not split up or individual storm floods double-counted.

From the sampled extreme values, different target variables can be com-
puted. Coastal protection is often interested in probabilistic estimates of ex-
ceptionally high and thus statistically speaking rather rare events, so-called
"high-impact-low-probability" events (e.g. Wahl et al., 2017). To also allow
probabilistic estimates of sea levels of return periods longer than the un-
derlying record, an often-used concept is that of return levels (e.g. Coles et
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al., 2001), representing the water level expected to be exceeded on average
once every x years. Such probability-based exceedance levels of assigned
return periods are often required for designing coastal defense structures,
such as the 100-year return level in Schleswig-Holstein (MFLR, 2012). As
the instrumental tide gauge data record or simulated data from time slice
experiments rarely cover more than a couple of decades, these are typically
estimated based on parametric extreme value analysis, resulting in a con-
siderable extrapolation of the data. That is, an extreme value distribution
is fitted to the sampled extreme values, with the chosen sampling method
determining the type of extreme value distribution.

The use of transient long-term or ensemble simulations, as done here,
maximizes the number of sampled extremes. This has the advantage that it
allows to infer upper-end extreme value statistics without relying on para-
metric methods.

1.3 modelling extreme sea levels

1.3.1 Previous research

For many decades, mainly barotropic models (e.g. Flather, 1987) have been
employed to study the dynamics of extreme sea levels. For a review see von
Storch & Woth (2008). In the early days, most research effort has gone into
the reproduction of individual storms and their surge heights (e.g. Davies &
Flather, 1977; Proctor & Flather, 1989) using storm surge prediction schemes
(e.g. Flather, 1979; Peeck et al., 1983) in order to study involved processes
or test forecast tools. Since the report of the Waves and Storms in the North
Atlantic Group (WASA) was published in 1998 (WASA-group, 1998), trends
and variability on longer time scales moved more into the research focus.

On the one hand, to understand the variations of past storm floods, multi-
decadal hindcasts, driven by observations or reanalysis products for the sec-
ond half of the twentieth century have been employed (e.g. Flather & Smith,
1998; Langenberg et al., 1999; Woth, 2005; Weisse & Plüß, 2006; Woodworth
et al., 2007). These studies point towards a long-term variability with an
increase in storm flood heights at the end of the century. This temporal be-
havior has partly been linked to atmospheric phenomena, namely changes
in the North Atlantic Oscillation (NAO, Wakelin et al., 2003; Woodworth
et al., 2007), the dominant pattern of atmospheric variability over the North
Atlantic (Hurrell, 1995).

On the other hand, climate change experiments have been performed
to investigate potential future changes in extreme sea levels (For a review
see Schrum et al., 2016). These studies rely on similar hydrodynamic surge
models, with the exception that the forcing here stems from wind and pres-
sure fields simulated by global general circulation models (GCMs; Flather &
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Smith, 1998; Lowe et al., 2001; Sterl et al., 2009; Vousdoukas et al., 2017) or
regional climate models (RCMs; Lowe & Gregory, 2005; Woth, 2005; De-
bernard & Røed, 2008). To investigate the impact of climate change, in
these studies the forcing from climate simulations typically covered two
time slices of a couple of decades under a current and a future state.

However, statistically speaking, high-frequency observational records or
hindcasts driven by observed wind fields are not sufficiently long to quan-
tify the variability of highest extremes or to derive robust relationships be-
tween ESL and climate states on decadal and longer scales. Similarly, unless
a large ensemble is used, future time slice experiments only cover a couple
of decades and can thus only produce reliable statements about rather mod-
erate extremes. Long-term or large ensemble climate model simulations
can tackle this sampling issue. Yet, currently available simulations of this
kind do not simulate tides and have an insufficient resolution to adequately
represent storm surges in the North Sea with its complex coastline and
bathymetry. Regional climate models, driven by forcing fields from global
climate simulations, can provide a better representation of small-scale pro-
cesses of marginal seas, topographic influences and land-sea contrasts, mak-
ing them better suited for the simulation of extreme events (Rockel & Woth,
2007). However, due to their lateral boundaries, regional models cannot
account for the consistent propagation of climate signals from the open At-
lantic into the North Sea. Barotropic signals for instance, such as alongshore
winds or coastally trapped waves (Calafat et al., 2012), or remote steric ef-
fects have been shown to influence sea level variations in North Sea (Dan-
gendorf et al., 2013a; Chen et al., 2014). Furthermore, the regional approach
complicates the linking of sea level variations to associated drivers in the
global climate system. A robust investigation of regional sea level extremes
over long timescales with consideration of large-scale climate variability re-
quires a different approach.

1.3.2 The downscaling model REMO-MPIOM

I here employ a regionally coupled climate model with a zoom on the North
Sea (Mikolajewicz et al., 2005; Elizalde et al., 2014; Sein et al., 2015) to dy-
namically downscale global climate simulations by the Max Planck Insti-
tute Earth System Model (MPI-ESM). The downscaling model consists of
the global ocean model MPIOM (Marsland et al., 2004) and the regional
atmospheric model REMO (Roeckner et al., 2003), and combines the respec-
tive advantages of global and regional models. The hydrological budget in
the study domain is closed using a hydrological discharge model (Hage-
mann & Dümenil, 1999). In order to maximize the grid resolution in the
study focus areas, the ocean model MPIOM is run on a stretched grid con-
figuration, with poles shifted to Europe and North America, respectively.
This approach yields a resolution in the German Bight of under 10 km; the
atmospheric model REMO has a uniform horizontal resolution of 50 km.
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Over the wider European domain (Jacob et al., 2014), REMO and MPIOM
are interactively coupled to capitalize from the benefits of a high-resolution
atmospheric forcing and to account for ocean-atmosphere feedback mech-
anisms. The regionally high resolution and the inclusion of the full luni-
solar ephimeridic tidal potential (Thomas et al., 2001) as well as the high-
frequency hourly coupling allow the adequate simulation of shelf processes
that are important for the simulation of sea level and their extremes. At the
same time, the global ocean grid approach allows the consistent simulation
of short-term sea level signals propagating from the open Atlantic onto the
North West European shelf. Other than previous studies, this global ap-
proach thus also accounts for external surges (Schmitz et al., 1988; Gönnert
& Sossidi, 2011; see section 1.2). This might be even more important in the
future, as a strengthened North Atlantic storm belt would result in more
frequent external surges (Woth et al., 2006). For a more detailed description
of the model components as well as a validation using the instrumental
record, see chapter 2.

This model system is used for both parts of the analysis (long-term vari-
ability and future climate change impact) and only differs by the respective
forcing data. The parent GCM simulations are (i) a Last Millennium simula-
tion from MPI-ESM-P (Moreno-Chamarro et al., 2017a) for chapter 2, and
(ii) an ensemble of the 1pctCO2 simulations from the MPI Grand Ensem-
ble (Maher et al., 2019) for chapter 3. Both data sets comprise a plethora
of simulation years, either in terms of a long-term simulation or through
the ensemble approach. A large sample of extreme values is vital to quan-
tify the variability of high extremes and to link them to climate states – or
for simulations of future climate, to allow the detection of changes in the
upper-end extreme values. A more detailed description of the respective
experiments is given in chapters 2 and 3. Net sea level changes through the
melting of land ice, vertical land movement, or – since employing a Boussi-
nesq model – a change in ocean volume through the thermosteric effect, are
not accounted for in either of the two scenario simulations. Only in chapter
3, section 3.4, I also provide projections of the combined effect of changes
in ESL statistics and BSLR with the model data extended by literature esti-
mates of the missing terms (see section 3.3.2) to set the future ESL change
into context with the background sea level rise (BSLR) under future climate
change.
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1.4 understanding the long-term

variability of esl

1.4.1 Current knowledge and research gap

In sea level research, studies on long-term variability and on the driving
mechanisms of the observed variability mostly focused on variations in
mean sea level (Church et al., 2013). The fewer studies on the long-term
behavior of extreme sea levels have been based on the instrumental record
from local tide gauges or on multi-decadal hindcasts of dynamical models
and mainly centered around three core questions: (1) How do ESLs vary
in time and is a trend emerging? (2) Do extreme values mainly follow the
background sea level? Or if not, (3) are their variations dependent on spe-
cific modes of climate variability? These questions are not only important
for understanding the past but are also vital to project a future change in
ESL with climate change.

Regarding the first question, observational studies in the North Sea have
pointed to a considerable multi-decadal variability in both BSL as well as
in extremes, typically in terms of high percentiles (see Fig. 2; e.g., Weisse &
Plüß, 2006; Weisse et al., 2009; Dangendorf et al., 2013b; Mudersbach et al.,
2013; Marcos et al., 2015), with an increase towards the end of the century.

Regarding the second question if ESLs have mainly followed BSL varia-
tions, several studies using global tide gauge records have suggested that
past ESL variability has primarily followed variations in regional BSL (Wood-
worth & Blackman, 2004; Marcos et al., 2009; Menéndez & Woodworth, 2010;
Woodworth et al., 2011). However, analyzing sea level data from 13 gauges
in the German Bight, Dangendorf et al. (2013b) found that linear extreme
sea level trends in terms of high percentiles exceeded BSL trends in the sec-
ond half of the twentieth century. Similarly, analyzing the Cuxhaven tide
gauge record, Mudersbach et al., 2013 found that ESL and BSL have shown
different trends during the second half of the twentieth century. That is,
there is an indication that variations in storminess or local winds have in-
fluenced ESL variability on top of a gradual baseline shift in the recent past.

Regarding the third question, North Sea time-mean sea level variations
have often been related to the NAO (Wakelin et al., 2003; Woodworth &
Blackman, 2004; Woodworth et al., 2007; Marcos et al., 2009; Dangendorf
et al., 2012; Ezer et al., 2016; Marcos & Woodworth, 2017). However, such a
link to climate variability is more difficult to draw with ESL variations since
they occur more rarely. A couple of studies have related ESLs in terms of
high percentiles to climate variability along the U.S. coast (Park et al., 2010;
Marcos et al., 2015; Wahl & Chambers, 2016) or with solar pacing in the
Mediterranean (Barriopedro et al., 2010; Kaniewski et al., 2016). In the North
Sea, links to the NAO (Woodworth et al., 2007) or NAO-like situations (Dan-
gendorf et al., 2014c) have been proposed.
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Figure 2 | Variability of observed ESL trends in the German Bight. Wintertime
30-year moving trends of the 99th percentile, reduced to BSL, for sea
levels from a combination of tide gauge records in the German Bight.
Colors indicate the number of tide gauges used for the trend computa-
tion. Adapted from Dangendorf et al. (2013b).

The core of the problem, though, is that the long-term variability of ESL
has only been assessed (i) from the instrumental record which, depending
on the location, covers a couple of decades up to 100 years, or (ii) from
model hindcasts of the second half of the twentieth century. The limited
record challenges a robust and spatially consistent quantification of long-
term variability, detection of trends, and relation to climate modes. Thus,
conclusions on multidecadal variability regarding the above questions are
either uncertain or limited to relatively moderate extremes, such as high per-
centiles of annual sea levels, and to shorter modes of variability. For more
extreme sea levels that have occurred only a couple of times during the in-
strumental record, there is the danger of under-sampling of the variability
component.

The presence of multidecadal variability in ESL and/or BSL can also af-
fect high-impact-low-probability extreme sea level estimates. Non-stationary
extreme value analysis (e.g. Menéndez & Woodworth, 2010; Mudersbach &
Jensen, 2010) can tackle this problem, but the resulting estimates are still
only based on the variability of the last decades of the instrumental record.
Low-frequency variability may thus not be fully sampled and, as a result,
extreme value estimates biased by the state of long-term variability dur-
ing the baseline period. This can lead to dangerous "unexpected" extreme
events given the baseline record. For instance, Hurricane Katrina levels at
New Orleans were by far the highest recorded, and previous 100-year return
levels were up to 3 meters lower than the updated ones after the Hurricane
(FEMA, 2005).
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Thus, despite the wide literature on past and present ESLs and their vari-
ability up to several decades, there is still high uncertainty about variations
in the margin of the distribution and their associated drivers. Specifically,
what is lacking is (1) a quantification of ESL variability over long timescales
and (2) a relation of ESL variations to large-scale climate variability. Iden-
tification of such relationships with variability in the climate system could
not only improve our understanding of past and present-day extreme sea
levels, but furthermore improve predictability of future ESLs.

1.4.2 Research objectives

The study in chapter 2 aims to close the above outlined gaps. Specifically, I
pose the following research questions:

1. How do ESL vary over longer timescales?

2. What are the driving mechanisms of variability?

3. Given the results from 1., how well can we estimate large return levels?

To quantify the long-term variability of ESLs in the German Bight, I down-
scale a global Earth System Model simulation covering the last 1000 years
with full transient forcing (past1000 and historical, Moreno-Chamarro et al.,
2017b). This approach provides an unprecedented long high-resolution sea
level data record that allows to robustly quantify high extreme value statis-
tics without relying on extreme value distribution fits and to identify asso-
ciated large-scale forcing mechanisms in the climate system. At the same
time, the regionally coupled model setup with a global ocean model (see
section 1.3.2) allows for a consistent simulation of oceanic signals from the
North Atlantic into the North Sea.

This study marks the first coupled downscaling focusing on sea level ex-
tremes and long-term behavior, and it is the first to simulate ESL variability
during the entire last Millennium.

1.4.3 Brief summary of results

How do ESL vary over longer timescales?

The downscaling of the past1000 simulation shows that, in its entirety, sim-
ulated ESLs reasonably capture observed ESL statistics from the Cuxhaven
tide gauge record. I find that ESLs exhibit large variations on interannual
to centennial timescales but on a white power spectrum. That is, the spec-
tral amplitude is frequency-independent, and ESL do not cluster around
preferred oscillation periods. This large variability is most pronounced for
high-impact-low-probability events, leading to considerable scatter in corre-
sponding return level estimates (see Fig. 3).
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What are the driving mechanisms of variability?

The large ESL variability masks any potential influence of external volcanic
or solar forcing during the last millennium and leads for the most part to
a decoupling from BSL variations. However, on decadal timescales, periods
of high ESL activity could be linked to patterns of internal atmospheric
variability. The associated pressure pattern resembles a superposition of
two known atmospheric modes of variability, namely the NAO and the
Scandinavian pattern, creating a sea level pressure (SLP) dipole between the
Gulf of Biscay and Northeastern Scandinavia and leading to northwesterly
winds over the North Sea. This pattern is distinct to the NAO which has
been found to govern the long-term variability of the time-mean sea level.

How well can we estimate large return levels?

Any extreme value estimate is associated with uncertainties. Traditional ex-
treme value analysis addresses this by providing confidence bounds for the
goodness of fit of an assumed extreme value distribution. However, such
uncertainty bounds depend on the state of long-term variability of the un-
derlying baseline record. The large scatter in high-impact-low-probability
events, as found here, suggests that the uncertainty related to high-end
extreme value estimates are larger than previously assumed. Thus, assess-
ing extreme sea level estimates from short records leads to a considerable
under-sampling of internal variability and potentially results in an under-
estimation of the upper-end uncertainty. For instance, the uncertainty of a
1000-year return level estimated from a combination of 100-year segments
of the full simulated data (grey bar in Fig. 3) is considerably larger than an
extreme value distribution fit based on one random 100-year segment such
as the observational record (green bar) would suggest. This stresses the ne-
cessity to consider the large ESL variability in coastal protection. Likewise,
a robust analysis of changes in future ESL statistics (Chapter 3) can only be
achieved by using model simulations of large ensemble sizes.

These results are presented in detail in article I (Chapter 2). In short, the
key findings are:

1. Simulated ESLs show large variations on interannual to centennial
timescales without preferred oscillation periods.

2. Periods of exceptionally high ESLs are associated with a SLP dipole
between northeastern Scandinavia and the Gulf of Biscay.

3. ESL variations and existing high-impact-low-probability estimates
are strongly influenced by internal variability. Large sample sizes
are necessary to infer robust estimates of future changes in high
ESLs amid the large variability.
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Figure 3 | Variations of extreme sea levels in terms of return levels based on
the downscaled Last Millennium simulation. Return levels were pro-
duced using non-parametric plotting positions of simulated sea level at
Cuxhaven. Colored lines represent 100-year long subsets of the full 1000

years; green crosses represent observations from tide gauges. The bars
on the right mark the corresponding 1000-year return level estimates
using a Gumbel fit to the observations (dark green, 95% confidence in-
terval in light green) and to each 100-year subset of the simulation (red
Box-Whisker, range of the 95% confidence interval in grey). The hori-
zontal black line shows the 1000-year return level directly inferred from
the full simulation. For details see Chapter 2.
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1.5 estimating future changes in

esl statistics

1.5.1 Uncertainties in future extreme value estimates

How will extreme sea level statistics change under increasing atmospheric
greenhouse gas concentrations? Trivially, a rising BSL directly affects ESL
heights by shifting the entire distribution and thus raising the baseline for
extremes to act on (upper panels in Fig. 4). This already results in a sub-
stantial reduction of return period: Due to the log-linear relationship be-
tween flood height and its recurrence interval (see section 1.2), even a small
increase in the background state can drastically augment flood frequency.
This effect is strongest in regions where the sea level variability is low. As a
result, many coastal protection standards that aim to accommodate future
extreme sea level conditions have adopted a climate buffer (Klimazuschlag;
MFLR, 2012), which simply adds a fixed level to the current probabilistic
estimate of a high-impact flood return level.

However, while ESL changes are often handled by such a simple scaling
of the sea level distribution with global or regional sea level rise estimates
(e.g. Buchanan et al., 2017; IPCC, 2019), this mere shift of extreme values
does not a priori hold for the future. Moreover, relative changes in the up-
per tail of the sea level distribution, e.g. through changes in storminess in
a warmer climate (e.g. Woth et al., 2006; Rockel & Woth, 2007), can alter
extreme value statistics on top of a simple shift to a higher baseline (see
lower panels in Fig. 4). This might be especially important for coastal re-
gions bounded by shallow continental shelf areas (Arns et al., 2017).

Both types of changes are associated with various uncertainties. First, con-
straining the rate of mean sea level rise remains a challenge due to uncer-
tainties about (i) the relative contributions and interplay of different com-
ponents (Miller & Douglas, 2004; Rietbroek et al., 2012), (ii) their regional
importance, as sea level does not rise uniformly globally (Perrette et al.,
2013; Slangen et al., 2014; Kopp et al., 2015), and (iii) the internal variability
of these rates (Hu & Deser, 2013). While only volume changes (e.g. due to
thermal expansion) and changes through the redistribution of water masses
can be derived from state-of-the-art GCMs, other components like ocean
mass changes (e.g. through melting of ice sheets and glaciers), resulting
gravitational changes through the loss of ice mass, or geological changes,
e.g. through the post-glacial rebound effect (also known as glacial isostatic
adjustment, GIA) need to be estimated by complementary models. The es-
timated regional sea level change is thus often a result of the combination
of different models and expert judgement. Especially the Antarctic ice sheet
has been subject to considerable uncertainty (Hanna et al., 2013; DeConto
& Pollard, 2016; Pattyn et al., 2018) and the bulk of the different upper lim-
its of sea level rise estimates are a result of how ice sheet instabilities are
handled (Slangen et al., 2017; Bamber et al., 2019; IPCC, 2019). The relative
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Figure 4 | Extreme sea levels and sea level rise. Sketch of the impact of internal
variability changes on sea level extremes in a changing climate assum-
ing no change (top) or an increase (bottom) in internal variability. Left
panels show a probability distribution of sea level for current (black)
a future (red) climate, the right panels show the corresponding return
value plots.

contributions of the components also vary regionally, particularly regard-
ing GIA associated with the last major deglaciation (Peltier, 2001; Steffen &
Wu, 2011), and regarding ice loss from Greenland. In the southern North
Sea, for instance, the imprint of the Greenland ice sheet is relatively low, as
the addition of meltwater and the lowered gravitational effect due to the
corresponding mass loss nearly cancel each other out (Cazenave & Llovel,
2010).

There is even less certainty about relative changes in the sea level distri-
bution on top of a mean shift, e.g. through changes in the storm climate.
Although most climate models point to a poleward shift of the major storm
tracks (Beersma et al. (1997) and Fischer-Bruns et al. (2005); see Feser et
al. (2015) for a review), uncertainties remain concerning regional patterns
(Pinto et al., 2007; Rockel & Woth, 2007; Donat et al., 2011; Lehmann et
al., 2014). Drivers of potential changes in extra-tropical storminess can be
an enhanced amount of water vapor (Chang et al., 2002), changes in the
meridional temperature gradient (Bengtsson et al., 2006) or changing sea
surface temperatures (Bengtsson et al., 2009). Resulting changes in storm
climatology, pathways, frequency, or duration can all affect ESLs and thus
have consequences for coastal protection. Overall, due to the large spread
in model simulations, the 5th Assessment Report (AR5) of the Intergov-
ernmental Panel on Climate Change (IPCC) specifies only low confidence in
regional projections of storm surges and storminess (Church et al., 2013).
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1.5.2 Existing studies and research gap

Two main approaches have been used to simulate future changes in ESL
statistics independent of sea level rise: the statistical and dynamical method.

The statistical approach is based on observed or simulated relationships be-
tween large-scale driving meteorology and local ESLs over the last decades.
Changes in these large-scale drivers, obtained from GCM simulations, are
then used to estimate future ESLs based on these relationships (von Storch
& Reichardt, 1997; Langenberg et al., 1999), assuming that the relationships
between predictor and predictand remain constant in past and future.

The widely used dynamical approach, on the other hand, does not rely on
the assumption of linearity with future climate change. Typically, regional
hydrodynamic models are employed. These are driven by the output from
GCM or RCM simulations under future greenhouse gas (GHG) conditions;
meteorological conditions and tides are prescribed at the open boundaries.
The studies are designed as time slice experiments, typically covering 30

years of a present and future climate. Traditionally, these time slices com-
prise a single realization, although more effort has been made recently into
better sampling internal variability, thus employing an ensemble of a cou-
ple of simulations as boundary forcing (e.g. Sterl et al., 2009; Howard et al.,
2010; Gaslikova et al., 2013).

Studies with a global approach suggest that changes in ESLs differ by
region (Feng et al., 2015; Marcos et al., 2015; Vousdoukas et al., 2017). For
the North Sea, there is no clear answer either: While some studies found
indications of a climate change-induced increase in storm surge extremes,
primarily at the southeastern North Sea coasts (Langenberg et al., 1999;
Lowe et al., 2001; Lowe & Gregory, 2005; Woth et al., 2006; Vousdoukas
et al., 2016), other studies found only minor or no significant changes for
the German and Dutch North Sea coastline (von Storch & Reichardt, 1997;
Debernard & Røed, 2008; Sterl et al., 2009; Gaslikova et al., 2013). The us-
age of different terminology and metrics of ESLs, however, results in a low
consistency between different studies and impedes direct comparison.

Moreover, this approach has important limitations because the design of
the surge model with lateral boundaries does not adequately account for
sea level variations outside the model domain that may travel into the mod-
elling domain. Furthermore, the use of time slices combined with only one
or a couple of realizations poses problems to the robustness of extreme
value estimates and their changes, as it risks sampling states of long-term
internal variability. Previous climate change experiments of limited length
do not adequately sample internal variability of high ESL. Given the large
scatter in extreme values (see Chapter 2), these studies can only yield robust
conclusions for relatively moderate extremes. A large ensemble, however,
would enable robust statements on changes of these higher ESLs. Given the
quantified ESL uncertainty of chapter 2, the use of 30 independent realiza-
tions instead of a single 30-year period can lead to an effective increase in
precision of the 100-year return value estimate by a factor of 10.
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1.5.3 Research objectives

In Chapter 3, I thus pose the following research questions:

1. How do ESL statistics change under global warming?

2. What drives these changes?

3. How does this change relate to time-mean sea level rise?

To address these problems, I use the same regionally coupled climate
model (Chapter 1.3.2) to downscale parts of the Max Planck Institute for
Meteorology Grand Ensemble (MPI-GE, Maher et al., 2019). I rely on 32

realizations of the 1pctCO2 scenario simulations, since these compose the
largest available set of simulations with the necessary high-frequency at-
mospheric output data required for downscaling. In the 1pctCO2 scenario,
the atmospheric CO2 concentration gradually increases over 150 years by
1% each year, from preindustrial levels to an approximate quadrupling. It
is an idealized and, concerning current emission pathways, a rather drastic
scenario, yet for the twenty-first century of "plausible magnitude" (Gregory
et al., 2015). The global mean surface temperature (GMST) response lies
with more than four degrees just above the end-of-the-century-response of
the more commonly used high-forcing scenario of the IPCC’s Representative
Concentration Pathways (RCP) family RCP 8.5 (Maher et al., 2019).

This study marks the largest ensemble study using a coupled climate
model to investigate future changes in the distribution of sea level extremes.
Such a high ensemble size substantially reduces the uncertainty of high
ESLs and thus allows a more robust estimation of their changes than in
previous studies. The focus is set on changes in ESL statistics on top of the
expected gradual BSLR. Note that, as a Boussinesq model, MPIOM does not
explicitly represent the thermosteric sea level rise and does not account for
net ocean mass gain through melting of glaciers or land ice nor for relative
changes due to vertical land movement. However, to separate the change in
ESL statistics from the remaining dynamic background sea level changes, I
here subtract the 30-year moving average. The choice of a long-term average
rather than the more commonly used annual mean is motivated in order to
still account for interannual to decadal low-frequency variability such as
described above.

1.5.4 Brief summary of results

How do ESL change in the future?

My analysis shows that simulated ESLs increase for a wide range of re-
turn periods. The increase is highest along the western coastlines of the
German and Danish North Sea coasts (see Fig. 5). Here, the climate change
response of the pooled ensemble is up to +50 cm for high-impact return pe-
riods; single members can widely differ, with negative changes to changes
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of over one meter. The direction of change and the spatial pattern are qual-
itatively consistent with the results of other studies using the traditional
setup of a barotropic surge model forced by GCM data, but relying on
less realizations (Vousdoukas et al., 2016) and targeting more moderate ex-
tremes, e.g. the annual 99th percentile (Woth, 2005). The here applied ap-
proach using a coupled model setup and a large ensemble sets the results
in context of stochastic internal variability and large-scale climate variabil-
ity. Through the large ensemble approach, the signal-to-noise ratio increases
and the impact of climate change on ESLs can be seen in their pooled en-
semble statistics, even for the typically rather uncertain high-impact-low-
probability events. The transient character of the simulation furthermore
suggests that multi-decadal variability is evident throughout the simula-
tion, both within a single member as well as within the pooled ensemble.
The ensemble spread is hereby so large that for individual members no or
even negative trends can be found over essentially all timescales and return
periods. That is, while the pooled ensemble reveals a tendency for a future
increase in ESL statistics, individual members, or our world for that matter,
may well follow different pathways.

What drives these changes?

A benefit from the global climate simulation approach is that changes in
ESL statistics can be linked with states of variability in the climate system.
The simulations have shown that the rise in ESLs is related to changes in at-
mospheric drivers with an enhanced storm activity over the North Atlantic
and a subsequent increase of the local extreme wind speeds from westerly
directions. This is consistent with the spatial pattern of ESL changes in the
North Sea with largest climate change responses along the eastern coasts of
the German Bight. Furthermore, results from a lagged Empirical Orthogo-
nal Function (EOF) analysis (Weare & Nasstrom, 1982) suggest a strength-
ening of the main storm track type that is associated with the historically
highest storm floods in the German Bight.

The change patterns in ESLs and their atmospheric drivers, though, have
a unique seasonal character. While winter storminess and local westerly
wind extremes increase, the opposite holds for the summer months. Again,
this seasonally opposing response is consistent with the changes in ESLs
and a corresponding confinement of ESLs to the main storm flood season
in winter.

How does this change relate to time-mean sea level rise?

As global mean sea level is expected to continue to rise within the next
decades to centuries (IPCC, 2019), a climate change induced rise in ESLs
as shown above will act additionally on top of a gradual BSLR. Due to
substantially different rates of BSLR and their individual components in
different regions, conventional global mean estimates are not suitable and
local estimates need to be considered.
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Since MPIOM does not does not account for net sea level changes due to
the melting of land ice or vertical land movement, missing components are
added from gridded estimates of RCP8.5 end-of-the-century sea level rise
from the Integrated Climate Data Center (ICDC, icdc.cen.uni-hamburg.de;
Carson et al., 2016). Computed ESL changes from the 1pctCO2 scenario are
here translated into RCP8.5 equivalents by scaling with GMST. Together, the
different components amount to around 80-95 cm of BSLR in the German
Bight, depending on the location. At the coastline, the magnitude of ESL-
changes alone (without considering BSLR) reaches up to half of the region’s
end-of-the-century BSLR estimate. As a result, BSLR and changes in ESL to-
gether result in a strong increase in return levels of well above one meter
and a corresponding reduction of the associated return periods of extreme
events. The change factor is hereby – depending on the location – up to
twice as high as if only BSLR were considered. For instance, what used to
happen once every 50 years is projected to become an almost annual event
under future climate change. This stresses the importance of considering
both BSLR and changes in ESL statistics in the German Bight. A simple up-
ward shift of the past sea level distribution could thus result in large and
potentially costly underestimation of design heights.

These results are presented in detail in article II (Chapter 3). In short, the
key findings are:

1. ESLs increase over a wide range of return periods and especially
along the western coastlines of Schleswig-Holstein and Denmark.
This, however, is only indicated by the full pooled ensemble; indi-
vidual members show a high variability.

2. ESL changes are seasonally opposite with a wintertime increase and
a summertime decrease in ESL statistics.

3. The ESL changes are related to a strengthened North Atlantic storm
belt and stronger westerly winds in the German Bight.

4. The magnitude of ESL changes at the German Bight coasts reaches
up to half of the regional BSLR until the end of the century, thus
greatly exacerbating the joint flood risk. ESL changes and BSLR
should both be considered when estimating future flood heights
and adaptation measures.

icdc.cen.uni-hamburg.de
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Figure 5 | Climate change signal of ESLs in terms of 20-year return levels. Colors
show the change between high and low CO2 states based on the pooled
ensemble of downscaled 1pctCO2 simulations from the MPI-GE. The
contour line marks areas significant on the 95% confidence level. See
Chapter 3 for details.
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1.6 synthesis & outlook

1.6.1 Novelty of the study

This study has contributed to the field with a more robust quantification
of past and future extreme sea level variability and its atmospheric drivers
based on a novel approach using long-term simulations from a regionally
coupled climate model setup.

Compared to previous modelling studies using regional barotropic storm
flood models, the use of a regionally coupled climate system model with a
global ocean domain to downscale long-term transient or ensemble climate
simulations has closed the gap between estimates of local surge extremes
and aspects of large-scale climate variability as well as stochastic internal
variability. This has been achieved by combining the respective advantages
of global and regional models. At the same time, performing a long-term
simulation or ensemble simulations has created a large sample of extreme
values that allows a statistically more robust estimation of upper-end ex-
treme sea level variability and their future changes than in previous dy-
namical modelling studies.

Downscaling a Last-Millennium simulation (Chapter 2), I have shown that
ESLs vary substantially on interannual to centennial time-scales. Corre-
spondingly, associated uncertainties of high-end extreme value estimates
based on short records with a couple of decades length are likely to be un-
derestimated. Furthermore, due to the large internal variability, externally
induced natural fluctuations in the past or trends from anthropogenic cli-
mate change are masked and can only be statistically detected with a large
ensemble approach. Employing such a large ensemble approach for climate
change experiments (Chapter 3) of the 1pctCO2 scenario has revealed that
despite largely differing signals of individual members, ESLs statistically
increase with rising CO2 emissions, with local signals of up to half of cur-
rent estimates of end-of-the-century mean sea level rise. That is, not only a
rise in time-mean BSLR but also a change in ESLs is responsible for an in-
crease in absolute extreme sea levels which is often not accounted for. Thus,
to project future changes in absolute sea level heights, changes in ESL and
BSLR should thus be jointly examined. I could further link the long-term
characteristics of extreme sea levels to variability in the climate system on
scales from local, instantaneous wind forcing to more general large-scale
patterns that lead to an enhanced ESL activity. Finally, the analysis of fu-
ture changes in these drivers has drawn a more complete and consistent
picture of the associated changes in ESL statistics.

A detailed discussion on the limitations of the study concerning the ex-
perimental design is already given in chapters 2 and 3. In the following, I
thus focus on discussing some overarching considerations and implications
of my results.
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1.6.2 Added value of a climate modelling perspective for coastal protection

With its large-scale modelling approach, this work is not designed as a local
coastal protection study. The, for local impacts, comparably coarse resolu-
tion cannot represent the finer site-specific bathymetry and geography of
the coastline and harbor basin. Moreover, wind waves, especially relevant
from an impact perspective, are not accounted for but are – since BSLR
leads to a reduction of the frictional damping effect (Niemeyer, 1983) – also
projected to increase under climate change (e.g. Arns et al., 2017).

Nonetheless, the benefits of this dissertation rather reflect its unique cli-
mate modelling point of view and a focus on longer time scales as well
as a mechanistic understanding of ESL variability. Only the large sample
of physically consistent ESLs allows the quantification of their long-term
variability, the metric which ultimately suggested that the associated un-
certainties of current ESL estimates may be substantially larger than previ-
ously assumed. This also implies that coastal protection design heights may
be too conservative. Furthermore, only through the hybrid climate model
approach, the local ESL variability could be set in context with large scale
climate modes. With these aspects, it becomes evident that the climate mod-
elling perspective can produce important information that can be of benefit
for a local coastal protection perspective. That is, the findings can be ap-
plied to smaller scales: The model output can be further regionalized to e.g.
scales of individual estuaries or harbor facilities by other models which do
account for the missing coast-relevant processes. Finally, as the 1pctCO2 sce-
nario is a rather strong but not necessarily implausible emission scenario, it
can even represent a valuable upper bound estimate.

1.6.3 Planning with deep uncertainties

Concerning coastal protection and the estimation of ESL for the design of
flood standards, two important results can be drawn from this study: First,
due to a large ESL variability, the uncertainty of a single extreme value esti-
mate based on the instrumental record may be biased low (1). And second,
although showing a large scatter in their response, ESLs are statistically
expected to increase with climate change, additional to a gradual increase
related to BSLR (2).

Concerning (1), the quantification of the internal variability component
of ESLs from 1000 simulation years in chapter 2 has highlighted the impor-
tance of a large sampling size: Due to the large scatter in high-impact-low-
probability events, studies relying on small samples risk under-sampling
the internal variability of extreme values. Consequently, they risk misinter-
pretations, as corresponding extreme value statistics can strongly depend
on the state of long-term variability. That is, traditional extreme value esti-
mates may suffer from an underestimated uncertainty component and, as a
result, flood protection design heights may be rather conservative.



26 on extreme sea level variability in the german bight

Concerning (2), no robust statement on changes in future ESL statistics
amid the large variability would be possible without the use of large ensem-
ble simulations. Relying on 32 ensemble members instead of the traditional
single 30-year time slices improves the signal-to-noise ratio and allows to
robustly detect changes in upper extreme value statistics. Concerning such
future changes, I have shown that not only BSLR but also changes in ESL
statistics are responsible for a rise in absolute sea level heights, which are
often not considered when assessing climate related flood impacts. This
strongly suggests that changes in both ESL and BSL need to be considered
when estimating future flood heights and adaptation measures.

However, BSLR and changes in ESL are both associated with deep un-
certainties. The rate of future BSLR and ESLs is not only dependent on
the emission scenario but also related to our understanding of the relevant
mechanisms on global and local scale. Concerning BSLR, high uncertain-
ties are i.a. associated with the contribution of Antarctica, especially the
magnitude of the marine ice sheet instability (IPCC, 2019). Thus, estimates of
BSLR alone can differ substantially, especially concerning upper end BSLR.
Concerning ESL changes, the response of the large-scale wind climate is
particularly uncertain and has shown to be model dependent (Donat et al.,
2010a; Mölter et al., 2016).

In flood protection, the use of a climate buffer is a measure of addressing
such uncertain future changes in sea level statistics. For instance, the fed-
eral state of Schleswig-Holstein, Germany, adds half a meter Klimazuschlag
(MFLR, 2012) to the ESL estimates to account for a change in ESL statistics
due to BSLR based on global numbers of the IPCC AR5 (Church et al., 2013).
This might be enough as a first-step adaptation, but the combined effect of
BSLR and changing ESL statistics of more than one meter at the end of the
century or even higher values for individual realizations, as found in the
pooled ensemble, greatly surpasses this estimate.

Finally, an important albeit irreducible source of uncertainty arises from
internal variability. These fluctuations are related to the chaotic nature of
the climate system; even with a perfect model, this variability component
remains due to the impossibility of accurately measuring the current states
of all relevant components of the climate system. While the results from the
full ensemble do reveal a tendency towards an enhanced upper tail of the
sea level distribution which significantly amplifies the expected change due
to BSLR, the response of each individual realization can differ greatly from
the ensemble response. This uncertain response has important implications
for adaptation planning, since the future pathway of our world’s climate
can essentially be viewed as one of the different realizations. As manifes-
tations of the large internal variability, (multi-)decadal deviations from the
statistical long-term trend are possible and may in fact mask the statistically
expected increase in ESL in the short term, or worse, exceed an expected
ESL pathway. This is especially evident for the upper tail of the ESL distri-
bution, i.e. for floods of return periods of decades and longer.
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As a result, coastal protection inevitably has to deal with deep uncertainty.
This uncertainty related to ESL statistics is expected to be most important
in the near future, when the internal climate variability exceeds the uncer-
tainty of the emission scenarios (Wahl et al., 2017). In the far future and for
sufficiently strong emission scenarios, these uncertainties will most likely
decrease relative to those related to the BSLR, especially the contribution
from ice sheet dynamics and, ultimately, the emission pathway. However,
in the very near-term, additional predictability may be introduced through
the relation to large-scale atmospheric modes that enhance the likelihood of
ESL occurrence. How predictable such atmospheric patterns can ultimately
be, though, remains contentious (e.g. Weisheimer et al., 2019).

In the light of these uncertainties, adaptive planning will need to be
able to tackle a wide range of possible ESL pathways. As Weisse et al.
(2014) notes, optimal adaptation strategies comprise those that either cost-
efficiently work under many different scenarios (robust strategies) or which
can easily be adopted and modified (flexible strategies) when climatic condi-
tions or our scientific understanding change.
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2
L O N G - T E R M VA R I A B I L I T Y
D U R I N G T H E L A S T M I L L E N N I U M

This chapter has been published as:

Lang, A. and Mikolajewicz, U. (2019): The long-term variability of extreme
sea levels in the German Bight. Ocean Science, 15, pp.651–668. DOI: 10.5194/
os-15-651-2019.

Abstract. Extreme high sea levels (ESLs) caused by storm floods constitute a
major hazard for coastal regions. We here quantify their long-term variability in
the southern German Bight using simulations covering the last 1000 years. To this
end, global Earth System Model simulations from the PMIP3 past1000 project are
dynamically scaled down with a regionally coupled climate system model focusing
on the North Sea. This approach provides an unprecedented long high-resolution
data record that can extend the knowledge of ESL variability based on observations,
and allows for the identification of associated large-scale forcing mechanisms in the
climate system.

While the statistics of simulated ESLs compare well with observations from the
tide gauge record at Cuxhaven, we find that simulated ESLs show large variations
on interannual to centennial timescales without preferred oscillation periods. As
a result of this high internal variability, ESL variations appear to a large extent
decoupled from those of the background sea level, and mask any potential sig-
nals from solar or volcanic forcing. Comparison with large-scale climate variability
shows that periods of high ESL are associated with a sea level pressure dipole
between northeastern Scandinavia and the Gulf of Biscay. While this large-scale
circulation regime applies to enhanced ESL in the wider region, it differs from the
North Atlantic Oscillation pattern that has often been linked to periods of elevated
background sea level.

The high internal variability with large multidecadal to centennial variations em-
phasizes the inherent uncertainties related to traditional extreme value estimates
based on short data subsets, which fail to account for such long-term variations.
We conclude that ESL variations as well as existing estimates of future changes are
likely to be dominated by internal variability rather than climate change signals.
Thus, larger ensemble simulations will be required to assess future flood risks.
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2.1 introduction

Inundation due to storm floods is one of the major geophysical risks in
coastal regions and bears high damage potential for coastal environments,
in both natural and socio-economic terms. This is especially important for
low-lying regions such as coasts and estuaries of the Southern North Sea
and, in particular, the German Bight. Situated between Denmark to the
North and the Netherlands to the West, the German Bight is a shallow
shelf sea under the influence of the major northern hemispheric storm-
track paths. At the same time, the shallow water depths of under approx-
imately 40 meter (see Fig. 2.1) in combination with the basin’s geometry
lead to relatively strong tides, with a maximum tidal range of around 4.5
m. Thus, storms can generate particularly high floods in this region. The
region has seen many devastating storm floods in the past; one of the most
severe, the great storm flood ’Grosse Manndrenke’ (the Great Drowning
of Men) in 1362 resulted in death tolls of tens of thousands, the destruc-
tion of numerous settlements including the disappearance of the legendary
town ’Rungholdt’ (Heimreich, 1819) and shifts in the Wadden Sea coast-
line (Hadler et al., 2018). More recently, the great flood in 1962, resulted
in a high death toll and vast economic loss along the coastal regions of
Germany and in particular the city of Hamburg. Disasters like these have
driven extensive research in the field; yet, most studies focused either on
individual events, on the observed trend during the last couple of decades,
or a projection of future storm flood exposure. Variations on longer time
scales and their underlying mechanisms have received less attention. How-
ever, a deeper understanding of the long-term variability of strength and
occurrence of extreme storm floods can be of great importance for coastal
planning and risk assessment. Here we assess the longer-term variability of
high sea level extremes in the German Bight using a novel regionally cou-
pled model approach over a 1000-year long simulation period.

Following Pugh (1987), the sea level at a certain point and time can be
decomposed into three factors: Meteorological surge, astronomical tide and
background sea level (BSL). The surge is the "dynamic response of the sea
surface to forcing by the atmosphere" (Mawdsley & Haigh, 2016) and can
consist of (i) the local wind surge that pushes water against the coast, (ii) an
external surge generated in the North Atlantic by fast bypassing cyclones
and air pressure variations that travel as a Kelvin wave counterclockwise in
the North Sea (Gönnert et al., 2012), and (iii) the direct effect of air pressure
acting on the water surface (the inverse barometric effect). The total sea level
is thus a product of interactions between the surge component, the astro-
nomical tide and the underlying longer term change in BSL, the latter of
which depends on various oceanographic and atmospheric processes such
as coastally trapped waves, local steric effects or longshore winds (Calafat
et al., 2012; Dangendorf et al., 2014b; Sturges & Douglas, 2011). Extreme sea
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Figure 2.1 | Bathymetry of the North Sea (left) and the German Bight (right; the
main study location Cuxhaven is marked by the black square) as rep-
resented in MPIOM. The model’s land mask is shown in white, the
present-day coastline is shown in black.

levels particularly arise when these components are in superposition, e.g. if
a strong wind surge occurs concomitantly with a tidal maximum, or – as a
result of the tide-surge interaction – a few hours before on the rising tide
(Horsburgh & Wilson, 2007). Topographic features, such as water depth,
sand bars or reefs can further affect their height locally. These components
interact non-linearly (e.g., Kauker & von Storch, 2000; Plüß, 2004) and are
non-stationary, with variations occurring on multiple timescales. Long term
changes in any of those components, e.g. due to internal variability or ex-
ternal climate change, may substantially alter the risk associated with sea
level extremes. Since we are solely interested in high water extremes, we
refer with the term extreme sea level (ESL) only to the upper end of the dis-
tribution.

Many studies have investigated the recent dynamics of ESL both region-
ally and globally using data from tide gauges (e.g., Marcos et al., 2009;
Menéndez & Woodworth, 2010; Mudersbach et al., 2013; Tsimplis & Wood-
worth, 1994; Wahl & Chambers, 2015; Weisse et al., 2014; Woodworth &
Blackman, 2004; von Storch & Reichardt, 1997) or using barotropic surge
models for hindcasts of storm-surges (e.g., Kauker & von Storch, 2000; Lan-
genberg et al., 1999; Weisse & Plüß, 2006; Woth, 2005). For a review of past
storm surge statistics and projected changes in the North Sea region see
Weisse et al. (2012). While most studies agreed on an overall increase in
storm surge activity along the German Bight since the 1960s (e.g., Mud-
ersbach et al., 2013; WASA-group, 1998; Weisse & Plüß, 2006; von Storch
& Woth, 2008), both observations and hindcast simulations over a longer
time span have set this recent trend into the perspective of a marked multi-
decadal variability during the last century (e.g., Dangendorf et al., 2013a;



34 long-term variability during the last millennium

Mudersbach et al., 2013; WASA-group, 1998; Weisse & Plüß, 2006) with
higher values at the beginning and end of the century.

The data record, though, is limited and only few high-frequency tide
gauge records (e.g. Cuxhaven) date back more than a couple of decades.
Thus, conclusions on multidecadal to centennial variability as well as the
separation of longer-term fluctuations from the transient sea level rise are
difficult from a statistical point of view. Concerning the latter, different stud-
ies on German Bight sea level reported similar ESL and BSL trends (e.g.
Kauker & Langenberg, 2000) or trends at rather different rates (e.g., Dan-
gendorf et al., 2014c; Mudersbach et al., 2013) – a question of great impor-
tance for estimations of future ESL behavior on top of a gradual sea level
rise. Further, as ESL are by definition rare, the attribution to modes of cli-
mate variability, which often operate on similar or even longer timescales,
is hampered by the short instrumental record. While many studies have
related mean sea level variations to modes of climate variability, esp. the
North Atlantic Oscillation (NAO) (e.g., Dangendorf et al., 2012; Ezer et al.,
2016; Wakelin et al., 2003), the dominant pattern of atmospheric variability
over the North Atlantic (Hurrell, 1995), which showed coherent trends dur-
ing the last decades, only a few have set this in context with ESL variations
(Marcos & Woodworth, 2017; Marcos et al., 2009; Woodworth et al., 2007;
Woodworth & Blackman, 2004). Finally, such long-term ESL fluctuations
can also have important implications for storm flood protection measures.
The design of coastal defense structures in Germany is based on determin-
istic or statistical approaches (e.g. MFLR, 2012). For the latter, water levels
with assigned return periods are needed, which are typically based on para-
metric extreme value analysis of observed sea level data. Yet, due to the
relatively short tide gauge records, the quality of the estimation of return
periods longer than the investigated sea level data series depend on the type
of extreme value distribution and its goodness-of-fit to the data. Addition-
ally, any longer-term variability in ESL further complicates the estimation
of high return levels, as they depend on the state of long-term variabil-
ity during the underlying baseline period. Here we argue that significant
centennial variations in high-impact return levels entail a large source of
uncertainty for parametric ESL estimates. The standard approach using a
typically short baseline period for such sea level estimates thus fails to re-
flect the possible range of most extreme events that happen only once or
twice during that period.

A longer, high-frequent data series as obtained from a climate simulation
can offer a statistically more robust assessment of these problems, as the full
time series can be treated as an ensemble of data series comparable in size
to the observational record. However, currently available long-term climate
simulations do not include tides and have an insufficient resolution to real-
istically represent storm surges in the North Sea. Dynamical surge models
or regional climate models, driven by global climate model simulations, can
provide a better representation of small-scale processes, topographic influ-
ences and land-sea contrasts, and are thus better suited for the simulation
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of extreme events. Due to their open lateral boundaries, however, they can-
not account for a consistent propagation of external signals into the study
region, which has been shown to affect North Sea sea level variability (e.g.,
Chen et al., 2014). Here we employ a global ocean model with regionally
high horizontal resolution, which allows a consistent simulation of signals
propagating from the open Atlantic onto the North West European shelf,
coupled to an atmospheric regional model to dynamically downscale the
climate variations from a Last Millennium simulation from MPI-ESM (Jung-
claus et al., 2014; Moreno-Chamarro et al., 2017b). With a long-term simula-
tion, this study allows a non-parametric approach in estimating such high
return levels and can thus give insight into the uncertainties in extreme
value analysis when based on short records. The goal is to describe and un-
derstand the (multi)decadal variability of ESL in the German Bight as well
as their relationship with BSL and large-scale climate variability, which to
our knowledge has not yet been investigated in a model study over such
long timescales.

This article is structured as follows: Section 2.2 introduces the model
system and experimental setup. In section 2.3, we present results on ESL
variability, including the validation of the model with respect to observa-
tions from tide gauges (2.3.1), the relation to BSL (section 2.3.2) and climate
variability (section 2.3.3). The results on ESL variability as well as some im-
plications for observation-based extreme value estimates are discussed in
section 2.4. Finally, in section 2.5 we close with a summary and conclusions
for coastal defense measures.

2.2 methods

2.2.1 Model system and experimental design

This study employs a regionally coupled climate system model, consisting
of the global ocean model MPIOM (Jungclaus et al., 2013; Marsland et al.,
2004) and the regional atmospheric model REMO (Jacob & Podzun, 1997).
Both models are interactively coupled over the wider EURO-CORDEX do-
main (e.g., Jacob et al., 2014) with the coupler OASIS-3 (Valcke, 2013). The
coupled model system has been described in Elizalde et al. (2014) and Miko-
lajewicz et al. (2005) and Sein et al. (2015); a sketch is shown in Fig. 2.2.

REMO is run with a 0.44 degree setup, corresponding to approx. 50 km
grid spacing, and with 27 vertical levels covering Europe, northern Africa
and the northeast Atlantic. MPIOM is run on a stretched grid configuration
with a nominal horizontal grid resolution of 1.5◦ and 30 vertical layers. In
order to maximize the grid resolution in the study focus area, the model’s
poles are shifted to Central Europe and North America, respectively. This
results in a maximum grid resolution of under 10 km in the German Bight
and thus enables a more realistic simulation of small-scale shelf processes.
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Figure 2.2 | Coupled model setup, consisting of MPIOM (black) and REMO
(green).

Further, it includes the full luni-solar ephimeridic tidal potential according
to Thomas et al. (2001). At the same time, the ocean model’s global domain
without lateral boundaries allows the full simulation of signals propagating
from the open Atlantic into the North Sea. In order to prevent ocean grid-
points to fall dry due to strong tidal sea level variations, as for example in
the English channel, MPIOM’s uppermost layer thickness is set to 16 meter.
This model setup is identical to the one used in Mathis et al. (2018).

We employ this model setup to downscale transient coupled climate
simulations performed with the paleo-version of the global Earth System
Model MPI-ESM (Max-Planck-Institute Earth System Model) in its low res-
olution (LR) version (Giorgetta et al., 2012), corresponding to 1.875

◦ or ap-
prox. 200 km grid spacing in the atmosphere. The parent global simulations
cover the period 900–2000AD and comprise parts of the PMIP3 simulation
Last-Millennium (850–1850AD, Jungclaus et al., 2014; Moreno-Chamarro et
al., 2017b), extended with the corresponding CMIP5 "historical" simulation
(1850-2005AD; Taylor et al., 2012), including all relevant transient forcings.
Greenhouse gases (GHG) follow PMIP3 protocol (Schmidt et al., 2012), so-
lar irradiance is prescribed after Wang et al. (2005) and volcanic eruptions
in terms of radiation imbalance after Crowley et al. (2008) (see Supplemen-
tary Fig. A3). 6-hourly atmospheric forcing derived from the atmosphere
component of the driving GCM is used as lateral boundary conditions for
REMO, or as surface forcing for MPIOM outside the coupling domain, re-
spectively. Topography and coastlines as well as ice sheets are immutable,
and thus transient sea level modulations due to ice sheet melt or changes
in coastal morphology including land sinking or lifting are not accounted
for. Furthermore, as a Boussinesq model, MPIOM conserves volume rather
than mass and does therefore not explicitly represent the thermosteric sea
level rise.
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The downscaling was performed as one continuous run with hourly cou-
pling started in year 900AD, the first 100 years are used as a spin-up. Sea
level and selected atmospheric fields are stored at hourly resolution. Addi-
tionally, in order to quantify the variability from the downscaling process,
as well as the contributions of natural variability and external forcing, we
performed two further downscalings, one of the same global realization and
one of another ensemble member of the global Last-Millennium simulations,
each starting in 1400AD, with the first 100 years again used as spin-up (see
Supplementary Material A3). The implications of these additional down-
scalings are discussed in the respective sections; yet, for simplicity, we only
show results from the 1000-year continuous downscaling.

2.2.2 Extreme value sampling

Several techniques have been used to characterize extreme sea level, e.g.
the use of high percentiles (e.g., Dangendorf et al., 2013b; Woodworth &
Blackman, 2004), the selection of r-largest maxima over a block of time
(e.g., Araújo & Pugh, 2008; Marcos et al., 2009; Méndez et al., 2007), and
the selection of peaks over a certain threshold (POT) (e.g., Méndez et al.,
2006). While the choice of the respective percentile, threshold, block length
or number of block maxima is essentially arbitrary, the resulting events are
sensitive to the choice of extreme value sampling index which represents a
trade-off between bias (too high r or too low threshold) and variance (too
low r or too high threshold) of the estimates.

Here, we have chosen the annual maximum sea level as an index repre-
senting ESL. Due to its relative definition of what constitutes an extreme
it is robust to temporal variations. The use of a ’direct’ method for ESL
(instead of e.g. surge residual or skew surge) is chosen in order to avoid a de-
composition between tidal and surge parts and their nonlinear interaction.
Since storm floods primarily occur in winter, annual statistics are computed
for years defined as starting in July and ending in June in order to not split
up one storm flood season. If not specified otherwise, these definitions are
used when referring to ESL in the text.

For the design of coastal defense structures, policy makers and adapta-
tion planners often require statistics of water levels of a certain assigned
return period (e.g. MFLR, 2012), especially those of high impact but low
probability, i.e. the upper tail. The return periods and associated exceedance
probabilities are typically estimated based on parametric extreme value
analysis of the available instrumental data record. As data records rarely
date back more than a couple of decades, this implies a substantial extrapo-
lation of the data. That is, in order to obtain estimates for large return peri-
ods, different extreme value distributions are fitted to the comparably short
data series. The choice of extreme value distribution depends on the consid-
ered extreme value sampling method and ultimately represents a tradeoff
between bias and variance of selected extremes. While the POT method is
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linked to the Generalized Pareto distribution, the r-largest samples follow
approximately a three-parameter generalized extreme value (GEV) distribu-
tion (e.g., Coles et al., 2001). Its cumulative distribution function is

F(z;µ,σ,k) =


e−(1+k( z−µσ ))−1/k k 6= 0

e−e
−
z−µ
σ k = 0

(1)

where F is the probability that a water level z will not be exceeded, while
µ, σ, and k are the location, scale and shape parameters, respectively. The
special case for k = 0, k < 0 and k > 0 represent three extreme value
families, namely the Gumbel (type I), Weibull (type II) and Frechet (type III)
distribution (Coles et al., 2001). From Eq. 1, the probability of exceedance is
E = 1− F, where E(z) represents the expected frequency of events exceeding
z. The expected time-interval between events of level z or greater, the return
period RP, is

RP(z) = 1/E(z) (2)

The advantage of our long simulation period is that it allows us to infer
high-end extreme value statistics without the use of parametric methods.
These non-parametric estimates have been inferred by first ranking the data
points of the sea level time series and associating a cumulative probability
to each value. The probability of exceedance is P = m

(N+1) , where m is the
rank of N observations ordered in decreasing order. Following Eq. 2, return
periods are again defined as the reciprocal of the respective probability of
exceedance.

2.3 results : extreme sea level variability

The simulated timeseries of ESL at Cuxhaven (see Fig. 2.1) over the last
1000 years is shown in Fig. 2.3 (black curve). For comparison, we show the
frequency of storm floods as events binned per decade (blue), following
the storm surge definition from the Federal Maritime and Hydrographic
Agency (BSH) (Müller-Navarra et al., 2003). Heavy (extreme) storm floods
correspond to elevations above 2.5 (3.5) meter, relative to the long-term
mean high water level (MHW). The BSL as a reference in terms of winter
median is shown in green. Sea level is given in meter above the long-term
mean, the model location of Cuxhaven refers to its nearest gridpoint.

Simulated ESL range between 2 and 5.5 m above the long-term mean.
With a standard deviation of 50 cm and a maximum year-to-year amplitude
of roughly 3 m, ESL exhibit large interannual variations and pronounced
variability on various timescales. Yet, the highest events occur without pro-
nounced clustering throughout the full 1000 years. This variability is ana-
lyzed in more detail below.
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Figure 2.3 | Simulated ESL (black), winter median sea level (green) as well as num-
ber of heavy (blue bins) and extreme (dark blue bins) storm surges per
decade at Cuxhaven. Thick lines denote the 11-year running mean.

2.3.1 Validation of simulated storm surge statistics

As the reality can be viewed as only one realization of the climate system
one should not compare individual historic events in simulation and ob-
servation, but rather their statistics. To validate the model’s performance
considering storm flood statistics, we compare the simulated ESL with ob-
servations from the tide gauge record in the German Bight (data from AM-
SeL project, see Jensen et al., 2011; Wahl et al., 2011), and specifically show
results at Cuxhaven which, starting in 1900 marks one of the longest reach-
ing records of the German Bight tide gauge stations. The long-term (linear)
trend in the tide gauge data has been removed.

While the general North Sea tidal oscillations are well reflected in the
model, the tidal range is underrepresented at Cuxhaven (see Supplemen-
tary Fig. A1 for a comparison of the broader highest water level from ob-
servations and model simulation, respectively). Accordingly, this results in
a lower long-term MHW (defined as the time-mean over tidal maximum
values). Relative to the respective long-term MHW, however, simulated and
observed ESL compare well (see the quantile plot in Fig. 2.4 for ten 100 year-
long segments of the simulation against the Cuxhaven tide gauge record.),
and we therefore express ESL in such relative terms in the remainder of the
study.

Figure 2.5 shows return values of ESL compared to the Cuxhaven tide
gauge record. In order to better compare the different data record lengths,
the simulated 1000 years of data are again split into ten 100 year-long seg-
ments, roughly the length of the Cuxhaven tide gauge record. Both slope
and magnitude above MHW are well-captured; the return values inferred
from observations lie within the spread of the model simulation at all peri-
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Figure 2.4 | Quantile-quantile plot of simulated extreme sea level at Cuxhaven
against the 100-year long ESL from the tide gauge record. Colors fol-
lowing the gradient from light red to black represent ascending 100-
year segments from 1000-2000.

ods. Yet, other than in the simulation, observations tend to level off for re-
turn periods above 20 years, before they rise again for return periods higher
than 50 years, while simulated return levels rather increase steadily. As a
consequence, the 100-year return levels (RL100) in all but the 11th century
exceed the corresponding return water level inferred from the instrumental
record. The large scatter of about 1.2 m between the highest simulated sea
levels of each century has important implications for extreme value analysis
(see section 2.4).

The spatial structure of simulated return values (Fig. 2.6) shows lowest
values for open waters which increase towards the coast, especially the
inner German Bight. Most points along the German Bight coast (circles
represent Cuxhaven, Husum, Norderney and Delfzijl (Netherlands)) com-
pare well with the respective tide gauge records. Yet, while the return val-
ues at Cuxhaven lie slightly higher than the observed ones, ESL along the
coastline of Lower Saxony and the Netherlands are rather low compared to
the observation-based estimates. Furthermore, the model’s uppermost layer
thickness is with 16 meter well above the shallow shorelines of the Wadden
Sea (see Fig. 2.1) and thus likely leads to lower surge heights. Note that for
Husum and Norderney the observational record does not date back the full
100 years, so these points are only shown for the 50-year return period.

The seasonality is well-captured, with strongest and most frequent storm
floods in winter (Supplementary Fig. A2), especially in the months of Octo-
ber to January. However, the distribution is slightly shifted towards autumn
and early winter.

In agreement with observational studies (Gerber et al., 2016), simulated
storm floods at Cuxhaven stem from predominantly west-north-westerly di-
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Figure 2.5 | Return value plot using non-parametric plotting positions of simu-
lated sea level at Cuxhaven (colored lines represent 100-year long
subsets of the full 1000 years) against observations from tide gauges
(green crosses). The bars on the right mark the corresponding RL1000

estimates using a Gumbel (left) and GEV (right) fit to the observations
(dark green, 95% confidence interval in light green) and to each 100-
year subset of the simulation (red Box-Whiskers, range of the 95% con-
fidence intervals in grey). The horizontal black line shows the RL1000

directly inferred from the full simulation.

rections, while their associated daily pressure anomaly patterns (not shown)
are similar to observations of storm flood weather situations (Dangendorf
et al., 2014a; Donat et al., 2010b).

We thus conclude that the model reasonably reproduces storm flood
physics and statistics. Due to the good skill in reproducing storm surge
statistics as well as the comparability owing to its relatively long instumen-
tal record, the remainder of this study will focus on Cuxhaven only. How-
ever, the temporal variability of other gridpoints along the German Bight is
similar (see Supplementary Fig. A6) and the here discussed results qualita-
tively agree irrespective of the exact location.

2.3.2 Relation to the background state

An important question concerning ESL variability as well as future ESL pro-
jections is the relation to time-averaged sea levels, i.e. the background state.
Separation into the different components of extreme water levels, such as
the subtraction of mean and tide are useful methods to investigate this ques-
tion (e.g. Woodworth & Blackman, 2004). Reviewing literature on recent
ESL trends globally, Woodworth et al. (2011) concluded that the majority of
studies suggest an increase over the last century, but at most locations at
rates comparable to those observed in BSL. However, analyzing tide gauge
records in the German Bight, Mudersbach et al. (2013) found differences in
linear trends in high sea level percentiles from those in mean sea level. Are
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Figure 2.6 | Gridded 50- and 100-year return levels and the corresponding water
values from tide gauge observations at selected locations (circles). All
values given in m above mean high water.

these differences representative for this period only or can the finding be
extended to a general statement?

Fig. 2.3 shows both ESL in terms of annual maxima (black) and BSL in
terms of winter median sea level (green), and their respective 11-year run-
ning mean. We choose the median instead of the more simple mean in
order to not obtain a skewed value due to an exaggerated influence of the
very maxima. As the predominant storm surge season we only average
over an extended winter period (October - March). Neither ESL nor BSL
exhibit long-term trends, but show high interannual to multidecadal vari-
ability. Yet, their modulations are not always coherent: As the histogram at
the bottom of Fig. 2.3 shows, years with one extreme storm surge do not nec-
essarily coincide with a greater occurrence of more moderate heavy storm
floods or elevated BSL. The correlation between BSL and ESL is comparably
low (r = 0.36) and highly variable over time (see black curve in Fig. 2.7
for a 100 year running correlation), while the different magnitudes of vari-
ances lead to a low explained variance (R2 = 0.12). While there are pe-
riods of significant positive correlation between BSL and ESL after 1400,
lower insignificant correlations are prevailing during the 1st half of the last
millennium. That is, the coherent behavior between mean and upper-end
extreme sea level states varies on decadal to centennial timescales. After
subtraction of the annual median from the ESL, the correlation between
the resulting atmospheric surge residual and BSL further reduces and is in-
significant over a large fraction of the last 1000 years (blue curve in Fig. 2.7,
r = 0.10, R2 = 0.01). In fact, significant coherence only applies in the 15th
century and towards the end of the past millennium on timescales of sev-
eral decades. This further indicates that the similar trends between ESL and
BSL during the last century that have often been described (Kauker & Lan-
genberg, 2000; Menéndez & Woodworth, 2010) might merely be an unusual
state if compared to a longer time horizon as obtained from our long-term
simulation.
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Figure 2.7 | 100-year running correlation between BSL and ESL (black) and be-
tween BSL and median-reduced ESL (blue) with shading marking the
uncertainty of the correlation using bootstrapping. Time series have
been smoothed with a 11y moving window prior to calculating the
running correlations. Red dashed lines mark significant correlation on
the 95th percent confidence level. The long-term correlation is given
in the bottom left corner.

Are the temporal modulations of coherent behavior between ESL and BSL
due to different modes of variability and are there any systematic variations
in ESL? Spectral analysis (Fig. 2.8a) shows that ESL exhibit white power
spectra across all resolved periods (p = 0.57 in Ljung-Box Q test) and do
– except for a minor spectral peak around 8 years – not show preferred
modes of variability (Fig. 2.8a). There is no significant difference between
sites located along the coast of Lower Saxony and on sites at the coast of
Schleswig-Holstein (not shown). On the other hand, BSL in terms of annual
median sea level (Fig. 2.8b, separately shown for both winter and summer
seasons) exhibits a red spectrum with more power on multidecadal and
centennial timescales. The predominance of lower frequencies in the power
spectrum stresses the influence of the ocean which carries the "memory"
of the system. In summer and further off the coast (not shown), the high-
frequency variability is reduced and thus lower frequencies are dominating
the power spectrum. In winter, the higher frequencies are not as damped
and the spectrum appears flatter, as the wind stress effect on the water sur-
face is more pronounced during winter when winds are strongest. Coher-
ent variability of BSL and ESL is only visible on multidecadal timescales, at
higher frequencies the random ESL variations outweigh the BSL ones and
do thus not result in coherent variations for periods shorter than several
decades (Supplementary Fig. A7).

2.3.3 Relation to climate variability

Several mechanisms have been related to sea level variations, which mainly
focused on those of the mean state. These range from large-scale atmo-
spheric circulation patterns (e.g., Chafik et al., 2017; Wakelin et al., 2003;
Woodworth & Blackman, 2004) over longshore winds and resulting Kelvin
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Figure 2.8 | Power spectrum of sea level at Cuxhaven: Annual maximum sea level
(left) and annual median sea level (right), split into winter (black) and
summer season (blue). Spectra have been smoothed over 7 spectral
estimates using a Daniell window (Daniell, 1946). The thick lines cor-
respond to an average over 9 overlapping 200-year subsets of the full
time series, the shadings mark their range. Red lines indicate the 95 %
confidence bounds using a theoretical Markov spectrum (red noise),
black dashed lines the 95% confidence bounds derived from the 9 re-
alizations.

waves (Calafat et al., 2012; Sturges & Douglas, 2011) to steric variations
due to temperature oscillations (Frankcombe & Dijkstra, 2009). Mechanisms
leading to longer-term ESL variations, however, remain more uncertain as
data is limited, which challenges the robustness of statistical relationships
between sea level extremes and other variables in the climate system. Yet,
the patterns of large-scale climate variability over the North Atlantic that
potentially influence ESL may be different to those responsible for BSL vari-
ations. In order to investigate large-scale climate patterns associated with
enhanced storm surge activity, we relate such periods with multi-decadal
climate variability, both internally generated as well as externally forced.

2.3.3.1 Internal variability

The NAO has often been linked to BSL variations in the North Sea (e.g.,
Dangendorf et al., 2012; Wakelin et al., 2003; Woodworth & Blackman, 2004),
both through baroclinic as well as barotropic processes (Chen et al., 2014).
Correlating observed ESL from tide gauges with climate reanalysis data,
some authors found the same large-scale patterns responsible for high ESL
as the pattern persists after removing the annual median (e.g., Marcos &
Woodworth, 2017; Woodworth et al., 2007). Yet, the standard NAO is not
necessarily the most indicative index: Kolker & Hameed (2007) have shown
that the location of the centers of action comprising the NAO is affecting ob-
served mean sea level trends and variability. Introducing a "tailored NAO
index", Dangendorf et al. (2014a) showed that slightly different pressure
constellations than the standard NAO can better describe the observed ESL
variability in the German Bight. Additionally, other teleconnection patterns
such as the East Atlantic Pattern (EAP) or the Scandinavian pattern (SCA)
have been shown to exert some influence on North Sea storminess (Seier-
stad et al., 2007) and mean sea level (Chafik et al., 2017). However, as some
of the modes of climate variability are operating on similar timescales as the
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high-resolution instrumental sea level record, it is difficult to obtain robust
conclusions.

As an indicator of the large-scale circulation, we compute positive com-
posite maps of winter (Oct-Mar) mean sea level pressure (SLP) during times
of high sea level at Cuxhaven, both in terms of ESL and, for comparison,
BSL. Composites have been calculated as the average over periods where
the simulated sea level time series at Cuxhaven exceeds its mean µ plus 1.5
times its standard deviation σ. The choice of the threshold is arbitrary, but
the character of the pattern remain robust to minor changes in its value,
specifically the range of ±0.25σ around the chosen threshold, especially for
the BSL case. In the case of the ESL composites, the spatial variability of
associated SLP patterns is large and single years can differ in shape and
magnitude. The broader spatial character of the averaged anomaly pattern,
however, is less affected. Again, we restrict the analysis to the extended
winter season as storm surges primarily occur during these months. Fur-
ther, SLP has been low-pass-filtered with a 3 year moving average to better
investigate variability on longer timescales, but to still be able to account
for the slightly pronounced variations with periods of around 8 years.

The SLP pattern associated with enhanced BSL (Fig. 2.9a) deviates from
the long-term winter mean pattern as the meridional pressure gradient over
the North Atlantic is strengthened, comprising a negative SLP anomaly East
of Iceland and a positive one over the Iberian Peninsula. This dipole with
a meridional axis is similar to a positive NAO. The resulting correlation
coefficients between (i) associated SLP index and NAO as well as (ii) the
BSL timeseries and the NAO, computed as the leading principal component
of the North Atlantic SLP, are significant (r = 0.9 and 0.5, respectively),
marking a qualitative agreement with the literature outlined above.

The SLP constellation favoring high ESL (Fig. 2.9b), however, differs slightly.
As for BSL, it comprises a dipole over the northeast Atlantic, yet its cen-
ters of action are shifted to northeastern Scandinavia and the Gulf of Bis-
cay, leading to a further eastward stretching Icelandic Low and a clockwise
turned dipole favoring a more northwesterly wind component. This pattern
is different from the meridional NAO-like dipole as in the case of elevated
BSL. Due to the large ESL variability and the considerable noise in the ex-
treme value time-series, the composite pattern is weaker pronounced than
the one associated with high BSL and exhibits a higher variance. Yet, de-
spite this large spatial variance, there is an overall tendency towards a more
zonal axis of the associated SLP anomaly pattern. Note that the SLP com-
posites are averaged over the winter season while the ESL time series is
based on winter maximum values; the SLP pattern do therefore not repre-
sent the situation during individual extreme storm floods but rather reflect
a general circulation pattern during times of enhanced storm surge activity.
The anomaly structure resembles the dipole described by Dangendorf et al.
(2014c) for cross correlations of SLP with observations of daily wind surges
at Cuxhaven and agrees well with the mean weather situation triggering
strong storm surges found by Heyen et al. (1996) in the wider region us-
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Figure 2.9 | Composite gridded winter SLP anomaly for periods of high BSL (left)
and ESL (right) at Cuxhaven. Stippling marks areas significant at the
5 % confidence level.

ing statistical downscaling. Its spatial structure points to an influence of the
Scandinavian Pattern in its negative phase (SCA−) onto the NAO centers
of action, such as described by Chafik et al. (2017) for North Sea sea level
variability. The pattern is also in agreement with a complementary analysis
performed on the 2-6 day band-pass-filtered pressure variance (not shown),
which indicates enhanced storm track activity over the northeast Atlantic
and North Sea.

As the SLP pattern associated with enhanced storm surge activity at Cux-
haven differs from the NAO, we use the shifted centers of action (Biscay
– Northeast Scandinavia) to define a SLP index based on the normalized
SLP difference between those points of the dipole, to directly investigate
the influence of this circulation pattern on storm surge activity in the wider
region. Compared to the pattern associated with high BSL (correlation with
NAO of r = 0.9), this SLP pattern has a lower correlation with the NAO
(r = 0.67). As a result, the ESL time series at Cuxhaven as well shows a
weaker correlation with the NAO (r = 0.19) than with the newly defined
SLP pattern (r = 0.31). Only towards the end of the millennium, BSL and
ESL related SLP patterns evolve rather coherently. This feature may also ex-
plain why ESL and BSL show a higher coherency (see Fig. 2.7) during the
last centuries. Regressing the time series of this SLP index onto the ESL field
shows highest values not only in the German Bight (Fig. 2.10a), but also in
the southern Baltic Sea where the regressed annual maximum sea levels are
of similar magnitude. This suggests that periods of enhanced ESL activity
in both German Bight as well as the southern Baltic Sea are linked via the
same large-scale circulation pattern. The spatial coherence of long-term ESL
variations (see also Supplementary Fig. A6) is in agreement with the study
by Marcos et al. (2015) using data from tide gauges globally. The wavelet
coherence – which can illustrate both timescales and timing of coherent be-
havior of both data series – between this index and ESL at Cuxhaven shows
that this relationship acts mainly on multidecadal to centennial timescales
(Fig. 2.10b).
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Figure 2.10 | Left: Pointwise regression of the SLP index derived from Fig. 2.9
onto annual maximum sea level (color shading, [m per unit of SLP
index]). Right: Wavelet coherence and cospectrum between annual
maximum sea level at Cuxhaven and the tailored SLP index. Arrows
to the right (left) indicate a positive (negative) correlation and up-
ward (downward) arrows indicate a lag (lead) of ESL at Cuxhaven.
Thick contours designate the 5% significance level against red noise,
the cone of influence is shown in a lighter shade.

The second downscaling (1500-2000) of the same GCM simulation yields
a similar spatio-temporal variability. This indicates that the large-scale pat-
tern responsible for high ESL activity is also a feature of the parent global
simulation, which determines the temporal ESL variability on larger scales
– the regionalization however can give added value in the development of
dynamic systems such as blockings and is more important for the specific
surge heights and finer regional differences that are related to the exact
wind direction and strength.

2.3.3.2 External forcing

It has been suggested that external influence, such as solar variations or
large volcanic eruptions can have an impact on magnitude and phasing of
various climate phenomena such as the Atlantic Multidecadal Oscillation
(AMO) (Knudsen et al., 2014; Otterå et al., 2010), longer-term anomalous
temperature regimes (e.g., Miller et al., 2012) or atmospheric variability pat-
terns such as the NAO (Swingedouw et al., 2011; Zanchettin et al., 2013),
and can even trigger periods of enhanced storminess and coastal flood-
ing (Barriopedro et al., 2010; Kaniewski et al., 2016; Martínez-Asensio et
al., 2016). For instance, using geological proxy data of the central Mediter-
ranean Sea, Kaniewski et al. (2016) argue for long-term correlations on cy-
cles of around 2200-yr and 230-yr between storminess and solar activity;
periods of lower solar activity will intensify the risk of frequent flooding in
coastal areas. For the same region, Barriopedro et al. (2010) and Martínez-
Asensio et al. (2016) also found coherent decadal changes in solar activity
and autumn sea level extremes from tide gauges linked to the 11-year solar
cycle through modulation of the atmospheric variability, namely a large-
scale wave train pattern, implying an indirect role of solar activity in the
decadal modulation of storm flood frequency.
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The last millennium has seen substantial variations in solar irradiation,
that have affected surface temperatures and lead to various longer-term
temperature regimes such as the Late Maunder Minimum (1675-1710) or
Dalton Minimum (1790-1840). Additionally, volcanic eruptions can alter the
radiation balance substantially for a shorter time and clearly outweigh the
variations of solar irradiance alone (see Supplementary Fig. A3). Due to the
different timescales, magnitude and expected lag of a potential response
to these external variations, it can be useful to separately investigate both
forcings and their potential relationship with ESL variations through atmo-
spheric variability.

However, a relation to extreme storm surge activity in the German Bight
is not evident in our simulations. Wavelet coherence between total solar
irradiance and ESL at Cuxhaven (Supplementary Fig. A8a) and a ’super-
posed epoch’ analysis between volcanic eruptions and ESL (Supplementary
Fig. A8b) do not show a consistent significant relationship. Furthermore,
the different temporal variations of ESL found in the downscalings of the
two different global Last Millennium simulations (Supplementary Fig. A4)
stresses the dominance of natural variability in the timing of ESL variations.
Due to the high internal variability of ESL, any signal from a potential
external influence is masked and there is no evidence of coherent variabil-
ity between German Bight storm surge activity and insolation variations –
with or without the inclusion of volcanic forcing – during the last millen-
nium. That is, extreme storm floods have occurred independently of major
changes in forcing mechanisms or resulting long-term anomalous tempera-
ture regimes. This is in agreement with the findings by Fischer-Bruns et al.
(2005) for multi-century simulations of mid-latitude storms. The above de-
scribed link to atmospheric modes rather stresses the internal component of
storm flood variability; this is in accordance with Gómez-Navarro & Zorita
(2013) who have shown that the decadal variability of atmospheric modes
such as the wintertime NAO is mainly unforced in CMIP5 Last Millennium
simulations.

2.3.4 Relation to ESL components

Which components are governing ESL variability? As described above, the
high-end extreme sea levels arise as a combination of three components: the
tide, longer-term base level variations and the surge residual, comprising all
faster meteorological and oceanographic influences, from both local as well
as remote forcing.

Following Woodworth & Blackman (2004), we investigate the surge resid-
ual via removal of the two other components, namely tide and background
state in terms of the winter median. Removal of tides (using matlab pro-
gram "t-tide" Pawlowicz et al., 2002) alters the extreme storm surge time
series by up to 1 m, depending on the tidal phase during the storm surge.
Yet, after removal of tides and median, the general features of variability
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and spectra remains similar (not shown), stressing that the variability of
extreme storm surges mainly stems from the atmosphere. This may not
be surprising, as wind stress is expected to be the most important factor
in shallow seas. The unchanged variability also implies that the absolute
ESL index using annual maxima is a reasonable indicator of storm flood
variability. Furthermore, the large-scale circulation pattern associated with
high ESL qualitatively persists if the annual median is subtracted, although
weaker. The comparably large spatial variance in the ESL pattern, however,
leads to slight shifts in the location of the centers of action of the corre-
sponding SLP dipole; yet, both ESL and ESL-BSL share a tendency towards
a more zonal character of the associated SLP patterns. This similarity em-
phasizes that the SLP pattern associated with high ESL is linked to the surge
residual variations. BSL variations are of much smaller amplitude than ESL
variations and thus become marginal amid the strong variability of the lat-
ter. This is in accordance with findings by Woodworth & Blackman (2004)
and Marcos & Woodworth (2017) who concluded that relationships with
larger scale climate variability, and specifically the NAO, remain even after
removal of the other storm surge components.

2.4 discussion

The pronounced ESL variability on various time scales found in our simu-
lation has important implications for the interpretation of the instrumental
record, including trends as well as estimates of present and future storm
floods. With a single realization of limited length such as the instrumental
ESL record, statements about potential correlation with BSL, climate vari-
ability or alleged trends are statistically problematic and should therefore
be treated with caution. For instance, setting recent ESL trends from the ob-
servational record (5.7± 4.3 cm/decade for the 99.9th percentile of hourly
sea level at Cuxhaven from 1953 to 2008, see Mudersbach et al., 2013) in
context with the simulated ESL variability shows that the trends lie within
the internal variability obtained from the long-term simulation: Using a
running trend with a window length similar to the aforementioned obser-
vational data (55 years) over the 1000 years of simulated data, a trend of the
same or higher magnitude occurs in roughly 10% of the segments. A trend
higher than the given upper uncertainty limit (10cm/decade) still occurs 10

times during the 1000 years, or in around 1% of the segments.
Further, the large variations in high return values (around 1 meter for

RL100) illustrate the peril of using the standard approach of estimating ex-
treme sea levels for flood protection standards. Typically, such estimates are
based on parametric extreme value theory which is based on only a couple
of decades of data (typically 30-50 years), be it the observational record or
simulated data at end of the century. The effect of fitting different extreme
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value distributions onto the same baseline period alone can be significant:
A recent study by Wahl et al. (2017) quantified the uncertainties related to
different extreme value estimates and showed that the "high-impact-low-
probability" sea level states can vary substantially depending on both ex-
treme value distribution and sampling technique. If for example a GEV dis-
tribution is fitted to a sample with more weight on more moderate extremes
it might lead to a mismatch in higher return levels. For instance, Arns et al.
(2013) have shown that for Cuxhaven, the use of r-largest order statistics
with r > 1 value per year leads to an overestimation of return water levels.

Together with the considerable spread of high-impact return level statis-
tics however, this results in even larger uncertainties: The error bars in
Fig. 2.5 illustrate the uncertainties related to extrapolation from shorter
subsets. The 1000-year return level (RL1000) estimated from the 100-year
long instrumental record yields error bars of 0.8 (3.2) meter for a Gumbel
(GEV) fit using maximum-likelihood estimation. The uncertainty is further
stressed by the ensemble of ten 100-year long segments, which in itself scat-
ter around 1.2 meter for 100-year return levels. This means in turn that a
flood protection standard based on the highest observed sea level from a
100 year data set could as well correspond to a 30-year return level, only if
another 100 year period were considered. That is, the observational record
is not necessarily representative of the distribution and likelihood of the
uppermost ESL. The spread of the simulated RL100 from the 10 subsets is
around twice as large as the 95% confidence interval of the estimated RL1000

using a Gumbel distribution fit onto the observed 100-year data (green bar).
This uncertainty range of the Gumbel fit doubles though if the spread in
RL100 is taken into account (grey bar). The non-parametrically obtained
RL1000 lies with 3.7 meter within both distribution ranges, but closer to
the median of the Gumbel distribution fits. Considering the large variations
and corresponding uncertainties it is obvious that high-impact return levels
(or flood protection standards for that matter) cannot reliably be inferred
from short time series. The sample size considered as a base for paramet-
ric extreme value analysis affects not only the likely range of high-impact
return events, but may also lead to a problematic negligence of potential
scenarios.

How the data record combined with the choice of extreme value distri-
bution impacts the estimation of high-impact return levels is illustrated in
Fig. 2.11. For this, we fit the GEV distribution and its special case of a Gum-
bel distribution to shorter subsets (33 x 30 year and 16 x 60 year segments,
respectively) of the full 1000 annual maximum sea levels and compare the
RL100 estimates to the non-parametrically obtained RL100 (Fig. 2.11). A dou-
bling of the data length from 30 to 60 years, for instance, roughly reduces
the range of the RL100 from each segment’s distribution fit to half and the
uncertainty range to 1/3 (GEV fit) or 2/3 (Gumbel fit), respectively. The flex-
ible GEV distribution gives more weight to the strongly varying tails of the
distribution and results in a larger range of estimated RL100, which is mostly
due to the variations in the shape parameter k which strongly depends on
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Figure 2.11 | Box-Whisker-plots of RL100 non-parametrically obtained from
10×100-year segments of the full simulation against RL100 estimates
based on GEV and Gumbel distributions fitted to 60-year and 30-
year subsets using maximum likelihood. The range of the dashed
whiskers represents the total range of the fits, light grey shading rep-
resents the maximum range of the 95% confidence limits of the re-
spective fits. The red lines indicate the median of the realizations, the
green lines mark the RL100 directly inferred from the full 1000-year
long simulation.

the respective subset. If k is held constant (which is often assumed in non-
stationary extreme value analysis, e.g. in Mudersbach & Jensen, 2010), the
uncertainty range reduces considerably. In contrast, the Gumbel fit with a
constant zero shape parameter leads to a narrower estimate of RL100. Yet,
both distribution fits tend to favor the lower end of simulated 100-year re-
turn levels, although the RL100 inferred non-parametrically from the full
simulation (green bar) lies within the inter-quartile range of both distribu-
tions’ estimates. This discrepancy can also manifest itself in the temporal
variations: The parametric return value estimates can further exhibit differ-
ent temporal behavior in comparison to the non-parametric plotting posi-
tions of the full simulation, and may even lie outside the associated uncer-
tainty range. That is, even such non-stationary extreme value analysis (e.g.
Méndez et al., 2007; Mudersbach & Jensen, 2010) does not necessarily re-
flect the ’real’ variations in high return levels. Thus, existing ESL estimates
based on limited data lengths do therefore not reflect the full range of ESL
variability, e.g. if data stems from a period of unusual state of a driving
mechanism such as the SLP dipole outlined above.
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Putting these findings into the context of climate change, mean sea level
rise will – following a shift of the entire distribution – accordingly translate
into a higher probability of occurrence of a particular level and lower return
periods. However, while the probability distribution shifts to the right, the
large noise in the simulated ESL time series and the low explained variance
by BSL imply that in the short term, German Bight ESL might in reality
show a much stronger or even a reversed trend.

Yet, additional to a simple shift, a change in the shape of the distribu-
tion with increasing atmospheric GHG concentrations can further compli-
cate the picture. Such a change may arise from changes in storm surge cli-
mate (e.g. due to an intensification and poleward shift of storm activity; e.g.
Fischer-Bruns et al., 2005; Yin, 2005), or from a damping effect on the wind
surge in a deeper sea, although this effect has been found to be comparably
small (Lowe et al., 2001). This uncertainty in future storm surge projections
is expressed by differing findings in existing studies that show a spectrum
from no (e.g., Sterl et al., 2009) over little (e.g., Langenberg et al., 1999; Woth,
2005) to considerable change (Lowe & Gregory, 2005). As the variations of
ESL are of one order of magnitude higher than the corresponding BSL ones
(see Fig.2.3), the variance explained by the latter is low and the detection of
changes in the distribution difficult from a statistical point of view. With the
strong, but random fluctuations of ESL on timescales of years to decades,
we expect existing estimates of ESL changes to be dominated by natural
variability rather than climate change signals. Large ensemble simulations
will be necessary to detect any significant change in ESL statistics in the
presence of the high natural variability found in our simulation. Sterl et al.
(2009) have already addressed this issue by using a large ensemble (17 mem-
bers) of the SRES A1b climate change scenario run with a regional storm
surge model and found no signal from climate change on RL10 000 along
the Dutch coast. Yet, most studies evaluating future storm risks on data
shorter than the estimated return periods, either from observations or from
scenario simulations, do not account for such large ensembles and thus sys-
tematically disregard ESL variability on timescales longer than the baseline
periods. The ESL variation can be substantial though as the large spread of
simulated upper-end return levels during the last millennium has shown.
For instance, assuming a sea level rise of 0.5 m until the end of the cen-
tury and given the here quantified ESL variability, more than roughly 200

(350) years of data would be necessary for RL100 estimates (95% confidence
bounds) using a Gumbel fit to range over less than the estimated signal.
Without using large ensembles, ESL projections may be biased by the re-
spective baseline period for extreme value analysis; and even worse, with
a small ensemble size or one realization only (e.g. the instrumental record)
we cannot say whether they are biased or not. On the other hand, the high
internal variability which is essentially irreducible (Fischer et al., 2013) also
implies that even perfect models cannot provide well-constrained informa-
tion on local ESL changes from one realization that might be desirable for
adaptation planners.
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A couple of caveats that may have an influence on our results are worth
discussing. Simulated ESL are – relative to the long-term mean – biased low,
which is most likely related to an under-representation of the tidal range in
the German Bight (see Supplementary Fig. A1) and to simplifications in
the model bathymetry: the ocean model’s uppermost layer thickness of 16

meter exceeds the real depth of the shallow waters in many coastal areas of
the German Bight and thus may lead to lower wind surges than observed.
At Cuxhaven, this effect should be smaller than at points along the flatter
Wadden Sea where the tidal oscillations and the shallow waters lead to
coastline changes which cannot be represented here. The influence of the
bottom topography is expected to play a subordinate role compared to the
rather complex horizontal coastline geometry. Yet, in terms relative to mean
high waters, simulated ESL statistics agree well with observations, and the
temporal variability is not affected by this.

Additionally, the model does not allow for changes in bathymetry, shore-
line or coastal management that may influence relative sea levels. This
may benefit the homogeneity of the simulated sea level variations, but may
hamper the comparability to observations. Processes such as changes in lo-
cal bathymetry, wave interference at ports or simply inconsistencies in the
data record can obstruct the homogeneity of observations from tide gauge
records. Additionally, discrepancies between the exact tide gauge position
and the nearest-neighbor grid-box can further complicate the picture. A
direct comparison between simulated and observed sea levels should there-
fore be treated with caution. Furthermore, a transient sea level rise due to
melting of ice sheets, post-glacial isostatic rebound or the thermosteric ef-
fect is not accounted for in the model and a potential increase in ESL with
a gradual rise in the BSL base could not be investigated. Such transient
sea level changes can further impact ESL on longer time scales, since the
sea level distribution shifts with changes in BSL and may potentially also
change in shape.

Finally, the results were obtained by downscaling simulations from one
GCM only. Potential biases in the parent GCM can thus feed into the down-
scaled results. For instance, both Northern Hemispheric storm tracks as well
as the North Atlantic Current have been found to be too zonal in ECHAM
and MPIOM, respectively (Jungclaus et al., 2013; Sidorenko et al., 2015).

As the downscaling of another ensemble member of the parent GCM sim-
ulations has shown, the temporal ESL variations of the two different down-
scalings differ significantly (see Supplementary Fig. A4), albeit their long-
term statistics are comparable. That is, any external influence on long-term
ESL variability is negligible and it is the natural variability of the parent
GCM which determines the temporal variability on a larger scale. The re-
gionalization, however, can offer more detailed dynamical patterns such as
blockings. With more precise wind speeds and directions as well as the con-
sideration of regional shelf dynamics it is thus more important for individ-
ual surge heights and finer regional differences. The variability due to the
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downscaling has been addressed by performing an additional downscaling
of the same global simulation which has yielded similar spatio-temporal
variability (see Supplementary Fig. A5), indicating that the temporal ESL
variability directly linked to the downscaling is negligible. This is in accor-
dance with Woth et al. (2006) who, comparing a number of regional climate
models, concluded that the added uncertainty from the downscaling step
of ESL variations from global to regional models was comparably small.

2.5 summary and conclusions

Our study has provided the first coupled downscaling simulation focusing
on storm surges and sea level evolution, which gives an unprecedentedly
long high-resolution data record that can extend the knowledge of long-
term ESL variability based on observations from tide gauge data which are
limited in time and space. This simulation renders non-parametric extreme
value analysis possible and has the advantage of not relying on extreme
value distributions that are typically applied to short data series to provide
information about return periods longer than the original time series, as
well as their associated uncertainties. The special setup of coupling a high-
resolution regional atmospheric model to a global ocean model including
tides combines their respective advantages of (i) a consistent simulation of
signals both inside and outside the region of interest, and (ii) a sufficiently
high resolution in the region of interest to properly account for regional
ocean-atmosphere dynamics and other shelf processes. At the same time,
the continuous global simulation allows for setting the ESL variability into
the context of simulated climate states.

The variability of extreme storm floods has been investigated through
the means of annual maximum sea levels at Cuxhaven; the results obtained
from different extreme value indices and other gridpoints along the Ger-
man Bight coastline however do not differ significantly, suggesting that the
qualitative behavior and variability are robust and do not depend on the
extreme value sampling method or exact location.

Our results suggest that

1. The model reproduces observed storm surge statistics at Cuxhaven,
both in terms of seasonality as well as magnitude above mean high
waters.

2. ESL variations are large, but operate on a white spectrum and do not
exhibit significant oscillatory modes beyond the seasonal cycle.

3. High-impact extreme events vary substantially on timescales longer
than the typically available base period for return period estimates. Es-
timates of ESL obtained via the standard parametric approach based
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on short data records are therefore not representative for the full ESL
variations.

4. Long-term ESL variations in the German Bight are regionally consis-
tent, indicating a common large-scale forcing. Large-scale circulation
regimes that favor periods of enhanced ESL in the German Bight are
similar to those associated with elevated BSL, but the location of the
respective centers of action of the governing SLP dipole differs. While
BSL variations correlate well with the wintertime NAO, ESL varia-
tions are rather associated with a shifted NAO+/SCA- like pressure
pattern leading to a stronger local northwesterly wind component.

5. Any potential links to BSL fluctuations as well as external influence
through solar variability or volcanic activity are masked by the strong
internal variability of ESL. This is in accordance with the findings by
Fischer-Bruns et al. (2005) who, using coupled Last Millennium simu-
lations of the last five centuries, concluded that the natural variability
of mid-latitude storms is not related to solar, volcanic or GHG forc-
ing nor to anomalous climate states such as the Maunder Minimum.
Similar conclusions have been made for North Atlantic summer storm
tracks over Europe by combining observations, simulations and recon-
structions of the last millennium (Gagen et al., 2016).

We thus conclude that the magnitude of ESL and existing estimates of
changes thereof are dominated by natural variability rather than forced sig-
nals. Given the large variability from our simulation, large ensemble simu-
lations are required to detect a potential future change in ESL statistics with
respect to climate change induced BSL.

Nevertheless, the obtained information on the statistics of ESL variabil-
ity together with the here established links to large-scale climate variability
may be used to better explore future pathways of extreme sea levels. Owing
to the large ESL variability, a responsible adaptation strategy should there-
fore reflect the range of possible developments rather than solely being
designed to a forced signal. At the end, uncertainties in both SLR projec-
tions as well as ESL estimates need to be better understood and combined
to fully assess potential impacts and required adaptation measures.
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3
E X T R E M E S E A L E V E L S U N D E R
C L I M AT E C H A N G E

The content of this chapter has been submitted to Climate Dynamics:

Lang, A. and Mikolajewicz, U. (under review): Rising extreme sea levels
in the German Bight under enhanced CO2 levels – a regionalized large
ensemble approach for the North Sea. Clim. Dynamics.

Abstract. We quantify the change in extreme high sea level (ESL) statistics in the
German Bight under rising CO2 concentrations by downscaling a large ensemble
of global climate model simulations using the regionally coupled climate system
model REMO-MPIOM. While the model setup combines a regionally high reso-
lution with the benefits of a global ocean model, the large ensemble size of 32

members allows the estimation of high return levels with much lower uncertainty.
We find that ESLs increase with atmospheric CO2 levels, even without consider-
ing a rise in the background sea level (BSL). Local increases of up to 0.5 m are
found along the western shorelines of Germany and Denmark for ESLs of 20-50

year return periods, while higher return levels remain subject to sampling uncer-
tainty. This ESL response is related to a cascade of an enhanced large-scale activity
along the North Atlantic storm belt to a subsequent local increase in predomi-
nantly westerly wind speed extremes, while storms of the major West-Northwest
track type gain importance. The response is seasonally opposite: summer ESLs and
the strength of its drivers decrease in magnitude, contrasting the response of the
higher winter ESLs, which governs the annual response.
These results have important implications for coastal protection. ESLs do not only
scale with the expected BSL rise, but become even more frequent, as preindustrial
50-year return levels could be expected to occur almost every year by the end of
the century. The magnitude of the relative change in ESL statistics is hereby up to
half of the expected rise in BSL, depending on the location. Changes in the highest
extremes are subject to large multidecadal variations and remain uncertain, thus
potentially demanding even further safety measures.
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3.1 introduction

Extreme high sea levels caused by storm floods constitute a major geophysi-
cal hazard for low-lying coastal regions such as the southeastern North Sea,
known as the German Bight. Strong tidal oscillations due to the shallow
shelf sea and the basin’s geometry (Fig. 3.1), combined with its situation
along the major northern hemispheric storm-track path can lead to particu-
larly high storm floods. While these conditions have lead to several severe
disasters such as the flood of 1962, they have also triggered various coun-
teractions and regulations in coastal protection (e.g. MELUR, 2012).

Anthropogenic climate change, however, may further alter the risks for
coastal areas (Hinkel et al., 2015; IPCC, 2019). While the expected rise in the
background sea level (BSL) is – at least until the end of the century – rel-
atively well-constrained (e.g. IPCC, 2019; Slangen et al., 2014) and directly
affects extreme sea level heights by shifting the entire distribution, there is
less certainty about the relative changes in the sea level distribution, e.g.
through changes in the storm climate (Feser et al., 2015). In particular, there
is only little confidence on the change of upper-end extreme values (Wahl
et al., 2017; Weisse et al., 2012), which by definition occur only rarely. Yet, it
is those ’high-impact-low-probability’ extremes that are typically required
for flood defense standards. While such height changes are often handled
by simply scaling the sea level distribution with the regional or even global
mean sea level rise (e.g. Buchanan et al., 2017; IPCC, 2019), relative changes
in the upper tail of the sea level distribution may substantially alter the risk
for flooding. We here investigate the regional change in those extreme sea
level statistics in the German Bight following an increase in atmospheric
CO2 by downscaling a large ensemble of global climate model simulations.
A rise in the background state due to sea level rise is not taken into account.

Several studies have investigated how storm induced water levels in the
North Sea will change under global warming (e.g. Flather & Smith, 1998;
Gaslikova et al., 2013; Howard et al., 2010; Langenberg et al., 1999; Lowe
& Gregory, 2005; Lowe et al., 2001; Sterl et al., 2009; Weisse et al., 2014;
Woth et al., 2006; von Storch & Reichardt, 1997). They traditionally employ
a regional barotropic storm surge model forced by atmospheric conditions
from climate models, to compare time-slices of a present-day climate with
one at the end of the century based on certain future climate change sce-
narios. While most studies point towards no or only small increases in the
frequency or magnitude of storm floods, the rather short data samples, nat-
urally limited by the length of the time slices (typically 30 years), limit the
analysis to relatively frequent extremes and impede statistically robust con-
clusions on upper-end extreme events that happen only once per couple
of years. Further, North Sea extreme sea levels have been shown to exhibit
a large interannual to multidecadal variability (Dangendorf et al., 2013a),
especially when dealing with more extreme and thus rare events (Lang &
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Figure 3.1 | Bathymetry of the German Bight with main study location Cuxhaven.

Mikolajewicz, 2019), additionally stressing the need for large samples of ex-
tremes to separate a climate change signal from internal variability. Only a
few studies have addressed this signal-to-noise issue for more high-impact
events: Using a 17-member initial-conditions ensembles and the SRES A1B
scenario, Sterl et al., 2009 found no changes in upper-end North Sea storm
flood return levels above natural variability, although the specific focus was
on Dutch flood defense standards and selected locations.

Yet, due to the lateral boundaries of the underlying storm surge models,
none of the above studies employ a globally consistent climate scale simu-
lation with full atmosphere-ocean coupling. Hence, they do not account for
climate-related sea level variations external to the North Sea, which have
been shown to impact regional North Sea sea level on different scales (e.g.
Calafat et al., 2012; Chen et al., 2014), nor for external surges (e.g. Gönnert
& Sossidi, 2011) that travel from the North Atlantic into the basin and can
build an important component of the total storm surge induced water level,
especially under climate change (Woth et al., 2006). Further, studies with
only a regional domain can only indirectly relate ESL variations to large-
scale drivers.

This study attempts to close these gaps as we (i) adequately sample the
internal variability of ESLs by using a large ensemble of general circula-
tion model (GCM) experiments, and (ii) downscale this ensemble with a
coupled climate model with a global ocean, but a regional zoom on the
North Sea (see Lang & Mikolajewicz, 2019; Mathis et al., 2018). This allows
us to robustly investigate potential changes in high-impact-low-probability



60 extreme sea levels under climate change

events following an increase in atmospheric CO2. By employing a total of
32 members, this marks to our knowledge the largest ensemble study us-
ing a coupled climate system model to investigate changes in the statistics
of regional sea level extremes. The comparably large number of ensemble
members leads to much smaller confidence intervals and allows the detec-
tion of changes in sea levels of even larger return periods.

This article is structured as follows: First, the model and downscaling
setup as well as forcing and scenario are introduced (3.2); Second, results
are presented for (i) changes between high and low CO2 worlds (3.3.1), and
for (ii) the transient response of extremes (3.3.2), followed by a seasonal
analysis (3.3.3) and an investigation of the associated drivers in the climate
system (3.3.4). We close with a discussion of the relevance of these results
in the light of current emission pathways (3.4).

3.2 methods

3.2.1 Model system and experimental design

We employ the regionally coupled climate system model REMO-MPIOM
(Lang & Mikolajewicz, 2019; Mathis et al., 2018; Mikolajewicz et al., 2005;
Sein et al., 2015), which consists of the global ocean model MPIOM (Jung-
claus et al., 2013; Marsland et al., 2004) and the regional atmospheric model
REMO (Jacob & Podzun, 1997), centered over Europe (Fig. 3.2). Inside the
REMO domain, MPIOM and REMO are interactively coupled with the cou-
pler OASIS-3 (Valcke, 2013); outside, the ocean model is forced by output
from the parent atmospheric model. This model setup is identical to the
one used in Lang & Mikolajewicz, 2019, with the exception that he bottom
friction has been modified to produce more realistic tidal amplitudes in the
southeastern North Sea.

The regional atmospheric model covers the wider European region, parts
of northern Africa and the northeast Atlantic, and is run with a 0.44

◦ setup,
corresponding to approx. 50 km grid spacing, and with 27 vertical levels.
The ocean model is run on a stretched grid configuration with a nominal
horizontal grid resolution of 1.5◦ and 30 vertical layers, and includes the
full luni-solar ephimeridic tidal potential according to Thomas et al., 2001.
In order to maximize the grid resolution in the North Sea, the model’s poles
are shifted to Central Europe and North America, resulting in a horizontal
grid resolution of up to 9 km in the German Bight, thus enabling a more
realistic simulation of small-scale shelf processes. At the same time, the
ocean model’s global domain allows for a consistent simulation of signals
across the lateral boundaries defined by REMO. This could be important
for coastal sea levels through teleconnections, e.g. modulations in the Gulf
stream or the Atlantic Multidecadal Oscillation (Ezer et al., 2016; Turki et al.,
2019). To avoid the problem of dry-falling ocean grid-points due to strong
tidal fluctuations, MPIOM’s uppermost layer thickness is set to 16 meter.
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Figure 3.2 | Sketch of the regionally coupled climate system model used for down-
scaling. Not all grid-lines are shown.

For a discussion of the suitability in analysing storm floods including a val-
idation using the Cuxhaven tide gauge record, see Lang & Mikolajewicz,
2019.

As forcing, we use output from the 1pctCO2 simulations of the Max
Planck Institute Grand Ensemble (MPI-GE, Maher et al., 2019), model ver-
sion MPI-ESM1.1. The model is run in its low resolution configuration (res-
olution T63) with 47 vertical levels in the atmosphere model ECHAM (Gior-
getta et al., 2012) and 1.5◦ resolution and 40 vertical layers in the ocean
model MPIOM (Jungclaus et al., 2013). The 1pctCO2 scenario covers 150

years, with the atmospheric CO2 concentration increasing by 1% every year,
from preindustrual levels to approximately a quadrupling at the end of
the simulation period. The transient character of the simulation provides
additional insights into the evolution of long-term variability. To tackle
the large internal variability in sea level extremes (Lang & Mikolajewicz,
2019), we downscale a set of 32 ensemble members (the maximum number
of ensemble members with 6-hourly output that is required for downscal-
ing), resulting in 32× 150 = 4800 years of simulation. Initial conditions of
the individual runs stem from different years of the corresponding down-
scaled PI-Control run. As we employ a boussinesq model and mainly target
changes in ESL statistics, a transient rise in BSL is not taken into account.
Since atmosphere-related sea level variations have been shown to act to a
first approximation independently of the water depth (e.g. Howard et al.,
2010; Lowe & Gregory, 2005; Sterl et al., 2009), this should however not
affect the relative variations in sea level extremes.
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3.2.2 Extreme value sampling

Sea level can be described as the sum of a longer-term mean sea level, the
tide and the atmospheric surge, as well as their non-linear interactions (e.g.
Pugh, 1987). Instead of treating the terms separately, we here investigate
extreme sea levels in terms of total sea level above a long-term reference
state. Since we are solely interested in high-water extremes, we use the
term extreme sea level (ESL) to refer to the upper end of the distribution
only.

We sample ESLs in terms of annual (or seasonal, respectively, for section
3.3.3) maxima. In order to not split up the winter storm flood season, we
define a year as starting in July. To remove trends in the background sea
level, but to still account for low-frequency variability, the centered 30-year
running mean of the annual median sea level has been subtracted from each
annual maximum value.

To characterize ESLs based on their probabilities, we rely on the com-
monly used concept of return levels (e.g. Coles et al., 2001), representing
the water level expected to be exceeded on average once every x years. Such
probability-based exceedance levels of assigned return periods are often re-
quired for designing coastal defense structures. As simulated data from the
instrumental record or from the above mentioned future time slice experi-
ments rarely cover more than a couple of decades, ESLs are typically esti-
mated based on parametric extreme value analysis, resulting in a consider-
able extrapolation of the data. The advantage of a large ensemble approach
is that it allows to infer upper-end extreme value statistics without the use
of parametric methods. These non-parametric estimates have been inferred
by first ranking the data points of each time slice of the full sea level ensem-
ble and associating a cumulative probability to each value. The respective
return periods are inferred from the sampled ESLs using the reciprocal of
the probability of exceedance PE, defined as PE = m

N+1 , wherem is the rank
of N events ordered in decreasing order. To increase the robustness of lower
return periods, the underlying sample of extreme values has been increased
to the highest 10 per year for this type of analysis.

3.2.3 Change in ESL statistics

For the analysis of climate-related ESL changes, we analyse pooled ESL
statistics of all 32 ensemble members. We analyse the climate-related change
in ESL statistics in two ways: First, we follow the common time-slice ap-
proach and compare two 30-year periods at the beginning and end of the
150-year period (climate change response, section 3.3.1). The two time slices
comprise the years 5-34 ("low CO2", 305-403 ppm) and 120-149 ("high CO2",
957-1278 ppm), corresponding to a global mean surface temperature (GMST)
change of a bit more than four degrees. To avoid potential artefacts after the
branching-off from the control run, we exclude the first five years of each
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run for the analysis. We define ’climate change response’ as the difference of
high and low CO2 states. Secondly, we investigate the 150-year transient re-
sponse (section 3.3.2) by analysing pooled ensemble extreme value statistics
of running 30-year periods. This analysis is followed by a seasonal analy-
sis (section 3.3.3) and an investigation of associated drivers in the climate
system (section 3.3.4).

3.3 results

The simulated evolution of ensemble statistics of ESL together with a dis-
play of the two time slices used for the analysis of the climate change re-
sponse is shown in Fig. 3.3 exemplary for Cuxhaven. With values between
2.5 and 6.5 m above the 30-year mean, the individual members exhibit a
high spread. For comparison, we include the range of observation-based
ESL using the same definition from the last 100 years of tide gauge record
(green bar, data from the AMSeL project, see Jensen et al., 2011). For a more
detailed validation of simulated extreme value statistics, see Lang & Miko-
lajewicz (2019).

Figure 3.3 | Ensemble statistics of extreme sea level at Cuxhaven, sampled in terms
of annual maxima relative to the 30-year running median (see meth-
ods). As a reference, the overall mean ESL (i.e. the 1-year return level)
is indicated by the dashed line. The range of ESL from the tide gauge
record is shown by the green bar on the side. Time slices used for the
climate change signals in low and high CO2 worlds are marked on the
x-axis.

3.3.1 Climate change response

The traditional approach to assess changes in sea level extremes under cli-
mate change is to compare the statistics of typically 30-year periods at the
beginning and end of a certain scenario run (usually RCP8.5 or SRES A1B).
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However, with a single or only a few ensemble members one cannot ro-
bustly identify changes in the tails of the extreme value distribution. With
the 32 members a 30 year length, a total of 32× 30 = 960 years is available
for each time slice. Hence, a comparison of 30-year segments of low and
high CO2 states can yield much higher levels of significance.

Figure 3.4 shows ESL statistics at Cuxhaven in the two periods in terms
of their return levels. The individual ensemble members of 30 year length
result in a large spread of more than 2 meters for 30-year return periods.
With 32 ensemble members and effectively 960 years for each period, how-
ever, we can reduce the associated uncertainties, so that much higher return
periods can be calculated without the need of fitting an extreme value dis-
tribution to the data. While individual ensemble members (thin lines) show
a large spread and non-uniform climate change signals, the full ensemble
(thick lines) shows that return levels generally increase with rising CO2. The
change in ESLs is largest for return periods of around 20-30 years, where

Figure 3.4 | Non-parametric extreme value analysis: Return value plots of high
and low CO2 states for individual members and the full pooled en-
semble (top), and full ensemble difference between high and low CO2

states (bottom) at Cuxhaven. Grey lines in the lower panel show the
associated 95% confidence limits using a GEV fit to the full ensemble
via least squares.
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Figure 3.5 | Spatial ESL change in 20-year (left) and 50-year (right) return levels
(top, significance on the 95% confidence level in black contours) and
in corresponding return periods (bottom).

the higher CO2 concentrations lead to a shift of around 30 cm relative to the
mean state. The change is significant for extreme values up to return peri-
ods of around 33 years, based on both a two-sided student t-test (α = 0.05)
and the 95% confidence intervals from a parametric extreme value analysis
using a Generalized Extreme Value (GEV) distribution. For higher return
periods, the confidence range of the extreme value estimates surpasses the
climate change signal.

Is this climate change response sight-specific or is there a more general re-
gional pattern visible? The spatial climate change response pattern of ESLs
is shown in Fig. 3.5 for return periods of 20 and 50 years. While there is a
slight increase in both ESL estimates in the entire German Bight, changes
are most pronounced along the western Danish and German coasts, with
maximum values of 0.4-0.5 meter at around 55

◦N close to the German/-
Danish border. As a consequence, ESLs that correspond to a certain return
period in preindustrial times will thus also become more frequent over the
wider area, with preindustrial 50 (20) year return levels occurring up to
every 10-15 (6-8) years in a high-CO2 world. This marks an increase by
the factor three to five. Note that this analysis only considers the relative
changes in extreme values with the long-term mean sea level subtracted. If
a BSL rise due to thermal expansion or melting of ice sheets were included
as well, these numbers would change even more (see section 3.4).
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3.3.2 Transient response

Additionally to comparing the statistics of two time-slices of low and high
CO2 states, the transient character of the simulation allows a more detailed
analysis of temporal changes in extreme value statistics, including the de-
tection of possible nonlinearities in the system or other forms of long-term
variability, as a function of both time and atmospheric CO2 concentrations.

The internal ESL variability, represented by the 30-year running mean
of the ensemble standard deviation (see Supplementary Fig. B1) increases
with rising CO2 concentrations, but also exhibits strong multidecadal fluc-
tuations by about 10 cm for the pooled ensemble. This long-term ESL vari-
ability is also manifest in the more extreme ESL measures, as the temporal
evolution of different return level estimates based on pooled ESL statistics
show (Fig. 3.6). As already seen in the time-slice approach above, ESLs
increase accordingly with atmospheric CO2 concentrations. Although the
20-year return level shows a statistically significant trend over the 150 years,
the transient approach reveals a more detailed behavior: a period of low
ESL variability between years 30 and 50 leads to a marked ’dint’ in the
gradual response, especially in the upper-end return levels, where it is of
similar magnitude as the overall 150 year response. Pooled ESLs in this pe-
riod rarely surpass the 5 meter threshold (compare Fig. 3.3), thus leading
to the described opposed signal in ESLs of higher return periods. Here, the
signal emerges from variability already at around 800 ppm or around 3

degrees of warming, when the ESL change exceeds the limits of the 95%
confidence bounds. This impact of ESL variability on the robustness of the
ESL signal for different ESL heights is in line with the climate change signal

Figure 3.6 | Time-dependent extreme value estimates for 20-year return levels
based on moving 30-year segments of the pooled ensemble at Cux-
haven. Grey shading marks the 95% confidence bounds using a GEV
fit. Colored shading indicates different warming levels.
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in Fig. 3.4. The presence of such marked multidecadal variability of individ-
ual members as well as the pooled ensemble suggests that the temporal
variations of ESLs, especially of return periods above a couple of decades
can be of similar magnitude as the climate change response.

3.3.3 Seasonality

Since annual maximum sea levels in the German Bight would typically oc-
cur during the main storm flood season in winter, responses in other sea-
sons are thus masked in the above analysis. Yet, the individual seasonal re-
sponses might still be of interest. Wild birds, for instance, nesting on open
land in front of the dikes in spring and summer are vulnerable to flooding
(Camphuysen & Leopold, 1994), even if we might not expect strong storm
floods in those seasons.

Fig. A.2 shows histograms of the frequency of the extreme sea levels oc-
curring in a certain month for low and high CO2 levels, sampled as annual
maxima (i.e. 1-year return levels, top) and 30-year return levels (bottom).
As expected, the bulk of ESLs occurs in the winter months, although the
strongest annual floods can also occur in the summer months in individ-
ual years. This strong seasonality is even more evident for more extreme
return levels (lower panel). Over time, however, a change in the seasonal
distribution from low to high CO2 state is evident, with the timing of ESLs
becoming more confined to the winter months December and January. In
fact, the most extreme storm floods in a high CO2 world occur in our simu-
lations only in the months from November to March.

Figure 3.7 | Histograms of seasonality of ESLs at Cuxhaven in terms of 1-year re-
turn periods (top) and 30-year return periods (bottom).
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This confinement to the winter season has implications for the seasonal
climate change signal in return levels. Fig. 3.8 shows an equivalent analy-
sis of return levels to Fig.3.4, but split up into the 4 different seasons. The
change in seasonality results in a stronger climate change signal in winter-
only return levels than if based on annual maximum sea levels. If treating
the four seasons individually, maximum winter ESL changes reach up to
60 cm for return periods of around 40 years. This is most likely due to the
fact that a ’washing-out’ of the return level changes due to the annual max-
imum appearing in different seasons is no longer possible with a seasonal
analysis. Interestingly, the summer response shows opposing trends, with a
reduction of storm flood heights in summer, with maximum change signals
for ESLs of 60-80 year return periods. Autumn and Spring responses are
only minor. That is, the seasonally opposing signals in winter and summer
together with a shift of the annual maximum to the winter-months lead to
a dampening in the year-long signal and accordingly to smaller increases
in return levels.

Figure 3.8 | Seasonal climate change signals for ESLs of different return levels at
Cuxhaven. Lines are dashed for ESL responses outside the 95% confi-
dence ranges equivalent to Fig. 3.4b.
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3.3.4 Atmospheric drivers

What drives the change in ESL statistics? With the long-term background
state removed, it is the meteorological conditions such as changes in wind
speed or direction, the frequency of severe storms, both locally and large-
scale, and pressure patterns that govern the atmospheric surge component
of sea level.

Several studies have investigated the changes in European wind climate
(for a review see Feser et al., 2015). Although an overall tendency for a
poleward shift in storm activity is emerging, regional and model-dependent
deviations from this large scale picture stress that the confidence in future
changes in wind climate in Europe remains "relatively low" (Christensen
et al., 2007). As a main driver of surge levels, we here investigate changes
in the regional 10m wind climate as well as the large-scale storminess and
the prevailing storm track categories.

Regional wind climate

The change in regional wind climate, expressed as the ensemble mean win-
ter maximum (i.e. RV1y) wind speed change between high and low CO2

worlds based on annual maximum 10m wind speeds is shown in Fig. 3.9
(top left). Predominant westerly winds in the North Sea are stronger in the
high-CO2 world, while the opposite is true for parts of Southern Europe
and the Mediterranean. The Northern Atlantic and parts of central Europe
do not show significant signals. The annual maximum corresponds to ap-
prox. 22 m/s, i.e. around nine Beaufort, and should thus be a good measure
of storminess. The 30-year return levels (RV30y) of winter maximum wind
speeds show a similar picture with an even stronger signal, although the

Figure 3.9 | Regional change (high - low CO2 world) in winter maximum 10-m
wind speeds with wind vectors for 1-year return periods (left) and 30-
year return periods (right). Areas not significant at the 95% confidence
level are striped out.
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Figure 3.10 | Wind directions of winter maximum 10m winds in a low and high
CO2 world (top) and their difference (bottom) at the location indi-
cated in Fig. 3.9.

statistical significance is more regionally confined. Yet, in the North Sea, sta-
tistically significant positive climate change signals in the regional wind cli-
mate are evident. With an increase in magnitude, also the predominant win-
ter maximum wind direction changes slightly with rising atmospheric CO2

concentrations, from WNW towards more more zonal W winds (Fig. 3.10).
That is, the westerly winds which are responsible mainly for ESLs along
the eastern part of the German Bight, i.e. the western German and Dan-
ish coasts, are becoming more frequent. This feature is consistent with the
spatial pattern of the ESL changes, which show strongest climate change
signals along these coasts. In summer, the simulation shows a regionally
consistent and significant reduction in extreme wind speeds, both for RV1y.
and RV30y (see Supplementary Fig. B.2). The predominant wind direction
during summer does also change slightly, yet other than in winter rather
towards more northerly directions (see Supplementary Fig. B.3). The win-
ter shift to stronger winds in the southern North Sea is consistent with
results from studies by, e.g. Beniston et al., 2007, Pinto et al., 2007 or Weisse
et al., 2014 who, using a set of regional climate models (RCM) driven by
ECHAM4 and HadAM3H, and ECHAM5 output respectively, found an in-
crease in storm activity and in the wind climate over North and Baltic Seas.
Similar increases of higher percentiles of westerly wind directions in the
Southern North Sea have also been reported by Gaslikova et al., 2013 and
Ganske et al., 2016 for different RCMs and the A1B scenario, although most
changes in the latter were statistically insignificant. Concerning the more
extreme wind speeds, however, De Winter et al., 2013 found no significant
change in the annual maximum wind speed in the North Sea from output
of 12 CMIP5 models.
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Large-scale storminess

The large-scale storminess has been investigated using 2-5-day bandpass-
filtered (Blackmon, 1976) sea-level-pressure data. The resulting change be-
tween high and low CO2 worlds shows an intensification of the North At-
lantic storm belt in winter, esp. between 45− 60◦N in the northeastern At-
lantic, as well as a shift towards a more zonal storm belt (Fig. 3.11). Again,
the summer response is of opposite sign, with a broad reduction in stormi-
ness, although the change is smaller in absolute numbers (see Supplemen-
tary Fig. B.4). This seasonally opposing pattern is consistent with the sea-
sonality of the ESL change and the increase in storm flood magnitude in
(late) winter.

Generally, there is a consistent cascade from changes in the large-scale
storm climate towards changes in regional winds, which eventually pro-
duces a response in the statistics of ESLs. The response patterns of winter
and summer seasons oppose each other; however, since North Sea wind
speeds and ESLs are highest in the winter months, the yearly response of
maximum wind speeds broadly follows the winter response.

Storm tracks

High ESLs in the German Bight are a result of storm floods induced by cy-
clones that travel from the North Atlantic into the North Sea and thereby
generate large onshore winds that pile up water against the coast. Several
authors have classified such storm-flood inducing strong cyclones accord-
ing to their tracks. Analysing strong cyclones that led to severe storm floods
registered at the Cuxhaven gauge since 1900, Kruhl (1978) categorized them

Figure 3.11 | Large-scale change of winter storminess (2-5-day Blackmon-filtered
SLP). Black lines show the climatology in the low CO2 world.
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into two main types, the "North-West Type" and "West and South-West
Type".

To investigate potential changes in the dominant storm track types, we
perform a lagged Empirical Orthogonal Function (EOF) analysis (Weare &
Nasstrom, 1982) on SLP data for each ESL event over the entire simulation
period at Cuxhaven, with lead times of zero, 24 and 48 hours. The advan-
tage of a lagged EOF (or often ’extended EOF’) analysis is that it incorpo-
rates both spatial and temporal patterns and can thus unravel dynamical
structures such as propagating structures or oscillations.

The first EOF (Fig. 3.12) explains 60% of the variance and shows the
predominant storm track with a path from Iceland over the southern Nor-
wegian Sea towards southern Scandinavia. This track fits the "North-West
Type" category and has been found to be responsible for most of the storm
floods in the German Bight (e.g. Ganske et al., 2018; Gerber et al., 2016).
The second and third EOFs show deviations from this track, e.g. a more
northern or southern track (see Supplementary Figures B.5 and B.6).

By analysing the distribution of the corresponding principal components
during both low and high CO2 states, one can identify temporal changes
in their relative frequency, and hence potentially shifts in the importance of
each track type. Fig. 3.12 shows histograms of the corresponding first prin-
cipal component (PC1) for both low and high CO2 states. It can be seen that
the distribution shifts towards more positive values (significant on the 95%
confidence level using a two-sided student-t test). The quantile-quantile plot
suggests that this shift is partly due to an increase in the frequency of high-
est absolute values increases. This suggests that storms of this North-West-
Type become more severe with rising atmospheric CO2 levels. The statistics
of the next PCs remains similar, indicating that there is – other than an
intensification in the dominating track type – no change in the relative pre-
dominance of storm track types.

3.4 discussion

The increase in ESL heights with rising atmospheric CO2 is qualitatively
consistent with the results from, e.g., Lowe et al. (2001), Woth et al. (2006),
Debernard & Røed (2008), Gaslikova et al. (2013) or Vousdoukas et al. (2017).
Yet, these studies differ in the experimental design as they used barotropic
storm surge models driven by atmospheric GCM data, in contrast to the cou-
pled GCM-RCM setup described here. Further, given their smaller ensemble
size, the increase in ESL heights is (i) statistically not distinguishable from
internal variability (e.g. Debernard & Røed, 2008; Flather & Smith, 1998;
Gaslikova et al., 2013; Langenberg et al., 1999; Sterl et al., 2009; von Storch
& Reichardt, 1997, or (ii) only evident for more moderate ESLs with return
periods of the order of magnitude of one year (Lowe et al., 2001; Woth et al.,
2006). Here, we find statistically significant climate change signals of up to
30-40 cm in ESLs of return periods of up to approx. 30 years, with largest
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Figure 3.12 | Top: First lagged EOF of the hourly SLP field during ESL events with
lead-time 48, 24 and 0 hours. Bottom: Histograms (left, mean indi-
cated as vertical line) and quantile-quantile plot of the corresponding
first principal component (1.PC) for low and high CO2 states.

differences confined to the eastern German Bight (North Frisian Islands)
and the Danish coast. These increases are in agreement with Vousdoukas et
al., 2017 who used a hydrodynamic model forced by an 8-member climate
model ensemble for RCP8.5. The spatial climate change response pattern of
ESLs found here is consistent with the prevailing westerly wind directions
during storms and their increase in magnitude in the high-CO2 world.

The simulated increase in ESLs, independent of any climate-related back-
ground sea level rise, stresses the importance of foresighted planning of
coastal defense structures and other adaptation measures. At the same time,
the large ESL variability of individual members suggests that interannual
to multidecadal deviations from the pooled ensemble signal are possible
and may in fact mask an expected increase in ESL heights in the short term,
or worse, overshoot an expected ESL pathway. This is especially evident for
the upper tail of the ESL distribution, i.e. for floods of return periods of
50 years and more. Such multidecadal variability in ESLs might be related
to variations in the large-scale atmospheric modes such as the NAO (Hur-
rell, 1995) or other NAO-like patterns that have been linked to ESLs in the
German Bight (Dangendorf et al., 2014a; Lang & Mikolajewicz, 2019).
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3.4.1 ESL changes in the context of sea level rise

The results presented above only consider the relative change of ESL statis-
tics and do not account for a sea level rise due to changes in volume,
through, e.g. thermal expansion, the melting of ice caps or vertical land
movement. Inclusion of these processes will, additionally to the presented
changes in ESL statistics, lead to a shift of the entire sea level distribution,
and thus amplify the rise in ESL heights.

To illustrate what such a superposition of background sea level rise (SLR)
could effectively mean for probabilistic flood events in the German Bight
region, we extend the analysis of return period changes in section 3.3.1 by
including estimates of SLR until the end of the century. With atmospheric
CO2 concentrations of about 1200 ppm and a change in GMST of more
than four degrees at the end of the 150 years of simulation, the here under-
lying 1%CO2 scenario is an idealized, yet – considering current emission
pathways – rather drastic emission scenario. To set the results of the above
analysis into the context of a more commonly used scenario, we translate
the estimates of our 1pctCO2 simulation into the IPCC’s RCP8.5 pathway by
scaling them with GMST. That is, we calculate the change in ESLs not only
until the end of the 150-year simulation period, but until the year when the
GMST of 1pctCO2 ensemble mean equals the one from the corresponding
RCP8.5 ensemble simulations. As sea level is expected to change differently
over the globe, we use gridded estimates of end-of-the-century sea level
rise for each component from Carson et al., 2016, which is partly based on
Slangen et al., 2014. These different components of the SLR comprise ther-
mosteric and dynamic sea level (both taken from our simulation in year
125), as well as contributions from ice sheets of Antarctica and Greenland,
melting of glaciers, glacial isostatic adjustment (GIA) and groundwater de-
pletion (see table 3.1). These estimates are similar to the IPCC AR5 (Church
et al., 2013), but with a considerable upward correction concerning the dy-
namic ice contribution from Antarctica (see IPCC, 2019). Together they re-

Table 3.1 | Magnitude of SLR components in the German Bight at the end of the
century under RCP8.5

SLR component SLR [meter] Source

Thermosteric 0.25 m REMO-MPIOM

Dynamic 0.15 m REMO-MPIOM

Antarctica 0.17 m Carson et al. (2016)

Greenland 0.01 m Carson et al. (2016)

Groundwater storage 0.04 m Carson et al. (2016)

GIA 0.14 m Carson et al. (2016)

Glaciers 0.16 m Carson et al. (2016)
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sult in around 0.9 m of SLR in the southern North Sea at the end of the
century. Note though that all contributions, especially the GIA estimates,
show considerable regional differences in the exact numbers. Comparing
this number with the climate change signals from section 3.3.1, shows that
the magnitude of ESL changes alone without considering a SLR lies, at least
at the coast, at around half of the region’s end-of-the-century SLR estimate.

Without considering a change in ESL statistics, i.e. by simply shifting the
distribution by the SLR estimate as often done for extreme sea level projec-
tions, for example in the IPCC SROCC (IPCC, 2019), a 50-year event would
be reached every ten to five years along the German Bight coast (Fig. 3.13a).
Note that the SLR estimate corresponds to the IPCC’s rather conservative
"best estimate". Using the upper estimate with the highly uncertain contri-
bution from the Antarctic ice sheet would yield an even stronger reduction
in return periods.

However, by considering SLR together with the above described changes
in ESL statistics, the climate change impact on return periods becomes even
more drastic. Since it has been shown that a rise in BSL can, to a first approx-
imation, be added linearly onto the atmosphere-induced water levels (e.g.
Lowe & Gregory, 2005; Sterl et al., 2009), we add the gridded SLR estimates
onto the change in return period of a preindustrial 50-year return level
(compare Fig. 3.5) until the RCP8.5 end-of-century equivalent year 125.The
resulting change in the return period of a preindustrial 50-year return level
is shown in Fig. 3.13b. Along the German Bight coast, a preindustrial 50-
year event could thus be reached every five to three years at the end of the
century. Note that the change factors are strongly determined by the local
ESL variability: Locations along the coast where absolute ESLs are highest
will experience rather moderate relative changes in return periods. Further
offshore, SLR will exceed the here relatively low annual maximum values,
hence leading to comparably high change factors. Yet, even along the coast,
the return periods increase by a factor of 10-20, thus leading to twice as high
change factors as for SLR only. Accordingly, the 50-year return level would
rise by more than 1 meter if both BSL and ESL changes are considered.
This underlines the importance of considering both ESL and BSL changes.
A simple shift of the past sea level distribution to a higher mean could thus
result in large and potentially costly errors.

3.4.2 Limitations

Two main caveats that add uncertainty to the presented results are intro-
duced by (1) the model system and (2) the extreme value sampling.

Concerning (1), the ocean model used in this study has with a horizontal
resolution of up to 9 km in the German Bight a relatively high resolution
compared to traditional global ocean models. Yet, it is still too coarse to re-
solve local details of coastline and bottom topography. Similarly, its upper-
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Figure 3.13 | End-of-the-century RCP8.5-equivalent return period of the preindus-
trial 50-year return level, estimated from considering SLR only (top),
and from both BSLR and ESL change (bottom).
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most layer thickness of 16 meters cannot resolve the finer vertical structures
of the predominantly shallow waters in most coastal parts of the German
Bight, especially along the flatter Wadden Sea coast. Here, the shallow wa-
ters and the strong tidal oscillations lead to coastline changes that are not
accounted for in this model study. A direct comparison between simulated
and observed sea levels should therefore be treated with caution. However,
using data from the tide gauge record at Cuxhaven, Lang & Mikolajewicz,
2019 have shown that the regionally coupled climate system model REMO-
MPIOM adequately simulates extreme sea level variations. Furthermore,
although the large ensemble size enables an adequate sampling of the large
internal variability, the choice of a single GCM-RCM model chain implies
that the here presented results may be model dependent and thus that po-
tential biases in the parent GCM could feed into the downscaled results.
Finally, we have not considered the contribution to extreme sea levels from
coastal waves, which add an additional hazard to coastal ecosystems.

Concerning (2), it has been shown that different measures of extreme
events are sensitive to the choice of extreme value sampling index (e.g. Wahl
et al., 2017). Several techniques have been applied to characterize ESL, from
the use of block maxima (e.g. Marcos et al., 2009; Méndez et al., 2007) over
percentiles (e.g. Dangendorf et al., 2013b; Woodworth & Blackman, 2004), to
the selection of events over a given threshold (e.g. Méndez et al., 2006). The
choice of the respective selection definition essentially represents a trade-off
between bias (too many sampled extremes) and variance (too few sampled
extremes) for the estimates. Here, we have tested several approaches, lead-
ing to no qualitative difference to the presented results. The choice of the
block maxima method to represent ESLs has the advantage that it is robust
to temporal variations in their magnitude. Instead of relative definitions
such as ’surge residual’ or ’skew surge’ we here use a ’direct’ method for
sampling ESLs, because it eliminates the need to differentiate between tidal
and surge parts and their nonlinear interaction. Further, as most studies
with small ensembles rely on much fewer sampled events, an extrapolation
by fitting an assumed extreme value distribution is common practice. Yet
again, the choice of different extreme value distribution fits onto the same
data can lead to substantial differences in the estimated extreme value in-
dices (Wahl et al., 2017). In contrast, the large sample of extreme values due
to the ensemble approach here allows the direct computation of extreme
indices without the need to rely on such parametric methods.

Finally, it should be noted that irreducible uncertainties in future sea
level extremes will remain regarding emission scenario (rather important
in the long-term) and initial conditions representing the internal variabil-
ity of both BSL and atmosphere-induced ESL variations as well as their
regional variations (rather important in the short term).
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3.5 summary & conclusion

In this study we quantified the changes in North Sea extreme sea level statis-
tics using a large ensemble of transient climate change simulations, down-
scaled with a coupled climate system model focusing on the southern North
Sea. The 32 ensemble members have produced a large enough sample for a
more robust analysis of higher extreme values, which can give new insights
into future changes of the often desired high-impact-low-probability events.
At the same time, the coupled climate model approach with a global ocean
allows the free propagation of signals from the North Atlantic to the North
Sea as well as a consistent analysis of related drivers in the climate system.

Specifically, we have found that ESL heights increase in terms of return
levels, with significant changes for return periods of up to approx. 30 years.
The change is most pronounced in the winter season, while the summer
shows an opposite response as ESL heights reduce with increasing atmo-
spheric CO2 concentrations. Analysing changes in the underlying atmo-
spheric drivers, we found that these changes in ESL statistics are mainly
driven by a cascade of a large-scale, hemispheric response (increased activ-
ity along the North Atlantic storm belt) to a regional increase in wind speed
maxima, eventually leading to changes in surge heights and ESL statistics.
The seasonality of changes in ESL statistics is also evident in the response
of atmospheric drivers.

Extreme high sea levels will thus not only scale with the expected change
in BSL, but may become even more extreme due to a widening of the sea
level distribution. The resulting change in ESL alone accounts hereby for
around half of what we expect the background sea level to rise in the region.
A high temporal variability on interannual to multidecadal scales, particu-
larly of the highest extreme values, though may complicate the picture in
reality, as the variations in a single realization – or the real world for that
matter – may temporally exceed or counteract the climate change signal.
Opposing seasonal patterns suggest that the time of largest ESLs will be-
come more confined to the winter months in a future warmer world.

Even though the 1pctCO2 scenario can be regarded as an idealized sce-
nario, the qualitative conclusions can still hold for present-day emission
pathways and thus be of use for decision-making in coastal protection. The
combined effect of mean and extreme sea level rise could surpass tradi-
tional estimates based on a simple shift of the sea level distribution. This
implies that ESL conditions as during preindustrial times may occur almost
every year at the end of the century and thus stresses the necessity of timely
adaptation and coastal protection measures.
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The following Appendices comprise the Supplementary Mate-
rial of the above articles.
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A
S U P P L E M E N TA RY M AT E R I A L F O R
C H A P T E R 2

The following has been published as Supplementary Material for the arti-
cle "The long-term variability of extreme sea levels in the German Bight"
(Lang & Mikolajewicz, 2019), available under https://doi.org/10.5194/

os-15-651-2019-supplement.

comparison with the instrumental record

Sea level observations used in this study stem from the tide gauge record
at Cuxhaven (courtesy S. Dangendorf & W. Wiechmann). Comparison of
simulated and observed extreme sea level at Cuxhaven in terms of the re-
spective highest event (Fig. A.1) and their seasonal statistics relative to the
long-term tidal mean high water (Fig. A.2).

Figure A.1 | Time series of highest storm surge from observations (left) and model
simulation (right). The dashed black line indicates the long-term
mean high water. The respective long-term mean has been removed
from both time series (grey line).
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Figure A.2 | Relative storm surge frequency per month for observations (left) and
model simulation (right) for storm surge classes following the defini-
tions by the Federal Maritime and Hydrographic Agency (BSH).

external forcing for simulations

Figure A.3 | Top: Forcing input of annual solar irradiance [Wang et al. (2005), black
line] and volcanic eruptions [Crowley et al. (2008), grey line]. Bottom:
Greenhouse gas forcing, including CO2 (black), CH4 and N2O (blue)
and Chlorofluorocarbons (CFC, dark red).
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downscaling simulations and sources of vari-
ability

In order to investigate the contributions of external forcing and natural
variability on ESL variations, as well as effect of the downscaling process
on ESL variability, two additional experiments have been performed (see
Table A.2).

First, to analyze the contribution of external forcing and natural vari-
ability, we have – additional to the downscaling shown in the main text
(experiment 011) – downscaled a second member of the parent global Last-
Millennium simulations (’past1000r1’, see Moreno-Chamarro et al., 2017),
covering the period 1400-1850 (experiment 012), with the first 100 years
again used as spin-up. While the ESL statistics in terms of a quantile-
quantile plot are comparable, the two downscalings show different tempo-
ral ESL variations, indicating that the externally forced variability is small
compared to the natural variability.

Table A.2 | Downscaling simulations used in this study

run ID parent GCM simulation (MPI-ESM) time period

010 past1000r2 + historicalr4 1500-2000 (+100 year
spin-up)

011 past1000r2 + historicalr4 1000-2000 (+100 year
spin-up)

012 past1000r1 1500-1850 (+100 year
spin-up)

Figure A.4 | Comparison of ESL at Cuxhaven between runs 011 and 012 for the
years 1500-1850. Left: Time series for 11-year running means. Right:
Quantile-Quantile plot.

Second, to investigate the effect of the downscaling process on ESL vari-
ability, the global PMIP3 simulation ’past1000r2’ (1000-1850; Moreno-Chamarro
et al., 2017) and the subsequent ’historicalr4’ (1850-2000) have been down-
scaled twice, once over one continuous 1000 year simulation (1000-2000AD.;
experiment 011; used for results shown in the main text), and once over
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the second 500 years (1500-2000AD.; experiment 010) with slightly different
initial conditions. Both simulation are preceded by a 100 year long spin-up.
An overview of the downscaling simulations is given in Table A.2.

Although there is a tendency towards higher extremes in 010, especially
for return periods greater than 30 years, the main features of long-term
variability and spectral characteristics are not affected by the downscaling
(Fig. A.5). Nonetheless, the downscaling with REMO-MPIOM allows a more
detailed simulation of large-scale dynamics (e.g. European blocking events).

Figure A.5 | Comparison of ESL at Cuxhaven between runs 010 and 011 for the
years 1500-2000. Left: Time series for 11-year running means. Right:
Quantile-Quantile plot. Bottom: Return value plot of simulated sea
level at Cuxhaven [m over MHW] (colored lines representing 100-year
long segments of the full 1000 years) against observations from tide
gauges (green crosses) for run 011 (red, 1000-2000) and for run 010
(blue, 1500-2000)
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esl variability : spatial coherence

Figure A.6 | Comparison of ESL along the German Bight. Top: Annual maximum
sea level at Cuxhaven in comparison to other gridpoints at the Ger-
man Bight coast (grey). Bottom: 11-year running mean of the annual
maximum sea level at Cuxhaven (black) and the spatially aggregated
annual maxima along the German Bight coast (blue) ± one standard
deviation (light blue).
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esl variability : relation to bsl

Figure A.7 | Wavelet coherence and cospectrum of winter median and annual max-
imum sea level. Arrows to the right (left) indicate a positive (negative)
correlation and upward (downward) arrows indicate a lag (lead) of
winter median sea level. Thick contours designate the 5% significance
level against red noise, the cone of influence is shown as a lighter
shade.

esl variability : relation to external forcing

Figure A.8 | Left: Wavelet coherence between solar irradiance and ESL. Arrows
to the right (left) indicate a positive (negative) correlation and up-
ward (downward) arrows indicate a lag (lead) of solar irradiance.
Right: Mean lagged ESL after major volcanic activity (perturbance
> 4W m−2).



B
S U P P L E M E N TA RY M AT E R I A L F O R
C H A P T E R 3

This appendix follows the Supplementary Material for the submitted article
"Rising extreme sea levels in the German Bight under enhanced CO2 levels
– a regionalized large ensemble approach for the North Sea" (Lang & Miko-
lajewicz) and contains Figures B.1 - B.6, complementary to the ones shown
in the main article.

internal esl variability

Figure B.1 | Transient internal variability of ESL at Cuxhaven in terms of the en-
semble standard deviation. The two time slices used for the climate
change analysis are marked by the blue and red bars.
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atmospheric drivers : summer response

Additionally to the winter response shown in the main article we show here
the corresponding summer response for 10m wind and large-scale stormi-
ness.

Figure B.2 | Summer change in 10 m wind of 1-year return period (left) and 30-
year return period (right).

Figure B.3 | Summer change in 10 m wind direction of 1-year return periods. Ar-
eas not significant on the 95% confidence level are striped out.
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Figure B.4 | Summer change in storminess (based on 2-5-day Blackmon-filtered
SLP).
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lagged eof analysis

Additionally to the 1st EOF shown in the article, we include here the 2nd
and 3rd lagged EOF as well as statistics of their respective principal compo-
nents.

Figure B.5 | Second and third lagged EOF of SLP associated with ESL at Cux-
haven.
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Figure B.6 | Statistics of second and third principal components.
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