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Status Report on ILDG activities

1. The ILDG idea and Participating Countries

The wish to have a convenient tool to exchange valuable aamafiigns from large scale lattice
simulations is certainly high. Such a tool should

¢ allow for a simple, semantic-based web search of configamainf interest;
e enable the download of such configurations;

¢ provide the configurations in a standardized format;

e realize all this internationally and across borders.

The realization of such a wish became in sight with the ragicetbpment of Grid technolo-
gies as used for international experiments such as the Livipired by a suggestion of R. Kenway,
Australia, Germany, Japan, UK and USA decided in an initidéo conference organized by Ed-
inburgh [1] to define a project of thiaternational Lattice Data GridILDG). Later, France and
Italy joined and, since the ILDG is an open project, it is toelapected and desired that additional
countries will participate in the future, too.

Progress on defining ILDG standards has been presentedjdeniaral lattice conferences [2].
It is the purpose of this write-up to show that ILDG is becoginreal and working infrastructure
which will support and hopefully ease further research dticka gauge theories. Many of the
guestions raised in the first meeting have not only been aeslwieut working solutions have been
found and implemented. ILDG issues were discussed in ledfly virtual video meetings which
also served to observe and follow the progress of the prajeetthe URL of ref.[J1] for a list of
the 8 ILDG meetings that have taken place so far. The strechtLDG is that it consists of a
board comprising representatives of each participatinmuog*, a Metadata working group and a
Middleware working group, the members of which will be Igteelow. Let me also recommend
the poster presentation at this conference of fgf. [3] faitamhal information and more technical
details.

In order to set the frame, let us have a look at the (quite salial) supercomputer resources
that today can be used for lattice field theory (LFT) in thertdes participating to ILDG:

e Australia: The CSSM collaboration has access to about 2pEFlof compute power on
commercial machines installed in part at APAC (Canberrd)3APAC (Adelaide).

e France: The main resource is apeNEXT with 1.2 Tflops, iretiedit the university Rome |
“La Sapienza”.

e Germany: There are 6 Tflops apeNEXT systems, installed iteféiiel and in Zeuthen. In
addition, there is (peer reviewed) computer time availablhe German national supercom-
puter centers, 45 Tflops of a BG/L system and a 10 Tflops IBM Ragystem at the Re-
search center Julich and a 26 TFlops Altix System at the LRMunich. Lattice physicists
typically have access to about 10-20% of this computer power

*Present members are R. Brower (USA), K. Jansen (Germanyn@g, R. Kenway (UK), D. Leinweber (Aus-
tralia), O. Pene (France), L. Tripiccione (Italy), A. Ukagd&apan). The chair is rotated yearly.
TWe give peak performances.



Status Report on ILDG activities

e ltaly: Again, the working horse is a 7.2 Tflops apeNEXT systamtalled at the university
Rome | “La Sapienza”.

e Japan: Here the machines are a 14.3 Tflops PACS-CS clusteukuba and a 57.3 Tflops
BGI/L system at KEK. In addition, there are smaller O(1) Tflopsgtallations in Hiroshima,
KEK and Kyoto.

e United Kingdom: The major source of computer power is a 12pHIQCDOC system,
installed in Edinburgh.

e USA: In the US, there is the 12 Tflops QCDOC machine in Columtwva 10 TFlops QC-
DOC machines at BNL, and a total of about 10 Tflops clusteresgsiat Fermilab and JLAB.
In addition, peer reviewed computer time is available atomal supercomputer centers at
NERSC, ORNL and Pittsburg.

In most of the countries there are ambitious plans for fuituiceease of computer power with
the aim to reach Petaflops computing soon.

When we add up the above listed resources, we find a total oft d150 Tflops for LFT today.
The available computer time clearly allows for a significansh of the simulation parameters to-
wards a physical situation with small enough pseudo scadases, large enough physical volumes
and small lattice spacings. The configurations generatedeay precious and it is one of the aims
of the ILDG to make best use of these configurations. Alreany, farge collaborations— UKQCD,
RBC, JLQCD, QCDSF, MILC, CSSM, CP-PACS/PACS-CS, ETMC, SEBRYL/GRAL — are
storing configurations on the grid, employing ILDG standfmanat, using ILDG infrastructures
and making these configurations available to the correspgmdembers of the collaborations for
further analysis.

The upload of configurations is proceeding rapidly and tadaycan already find more than
70.000 dynamical configurations residing in ILDG and wajtfor download. In tabl¢]1 | sum-
marize those physics plans of various collaborations frdwckvconfigurations will be put on the
grid. As can be seen, a great variety of actions is used argbttod configurations that will become
available eventually is certainly very interesting. Besithe configurations listed in taljle 1, there
exist configurations from older simulations, i.e. stagd&e= 2 from MILC, WilsonN¢ = 2 from
SESAM/TxL/GRAL andN; = 2 tadpole improved Wilson from CP-PACS.

The different collaborations have setup their own corresiptg policy for allowing to down-
load and use these configurations. Possible rulesnameediate access; an acknowledgment in
papers that use these configurations; waiting periods ofreixths between upload of configura-
tions and giving access to them; draft of papers using thdigorations in advance or a waiting
period for the submission of key publicatiorls addition, most collaborations waaitations of
their key work for which these configurations were origigatoduced It appears therefore to
be a wise idea to contact the collaborations before acapisenconfigurations and ask for their
particular policy. Some of them are also thinking of colleditng on certain physics questions.

It should be emphasized that uploading configurations istrieial and needs quite some
work. | believe therefore that there should be an applausiga®e collaborations who are willing
to spend such an effort and an appeal to other collaboratidieiow these examples.
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Collaboration fermion action Flavors  a[fm] amy/mpgdGeV] aVinax
RBC/UKQCD domain wall Ns=2+1 0.12 mg = 0.02,3,4] 243.48
MILC rooted staggered Ny =2+1 0.06-0.125 % =0.[1,2,3] 48%.144
PACS-CS NI Wilson Ns=2+4+1 0.07-0.12 — 28.56
CSSM FLIC Ns=2+1 0.12 mps= 0.3 20%-40
QCDSF NI Wilson N =2 0.05-0.11 mps=0.25-1 322.64
ETMC tm Wilson N =2 0.07-0.12 mps=0.25-0.5 322.64

Table 1: Configurations that are or will be in the near future on thel g@uark masses and volumes are
given in lattice units.am denotes the lightam the strange quark mass. NI stands for non-perturbatively
improved and tm for (maximally) twisted mass fermior@vmax denotes the maximal lattice size that is
planned for the simulations. In general, a sequence of atsdlar lattice sizes is aimed for. Note that for
the non-perturbatively improved Wilson fermion simulatithe lwasaki gauge action (PACS-CS) and the
Wilson gauge action (QCDSF) will be employed.

1.1 Finding Configurations

In order to find the configurations listed in table 1, you havejtery the various metadata
catalogues of the regional grids. For those catalogueshndrie already ILDG compliant, one of
the web interfaces which act as a portal and allow to queryaafllogues can be used. Let us take
the one operated by the German/French/Italian LatFor Deth(GDG) [f]] as an example. Going
to the site given in[J4], you will find dist of ensemblesee fig[JL. From the list of ensembles you
can select dist of configurationssee fig[R. Finally, you can select a particular configuratm
obtain the specific information for this configuration in aflefully) self-explanatory manner, see
fig. @. To actually retrieve configuration brings us to thetrssction.

2. Getting Configurations

Let us assume that you have browsed the metadata cataloghe web as explained above,
and you found your favorite set of configurations that justtfitaddress your physics problem. Let
us further assume that you have even contacted the cormdisigasollaboration and you got green
light for downloading their configurations. Here are them tlext steps to proceed:

e The first thing you have to do is to get a grid certificate. Fads tfou have to identify a
local Certificate Authority (CA), which is willing to proveelyou with a certificate. Before
you receive a certificate, the CA or one of its Registrationh@tties (RA) will check your
identity, e.g. ask for your passport. It is foreseen that@ @source providers will trust cer-
tificates issued by any CA that is member of the Internati@rad Trust Federation (IGTF,
[Bl). Of course, the step of obtaining a grid certificate falsé done only once.

¢ As a next step you have to become member of the Virtual Orgaais(VO) ILDG. There
is a policy being worked out about who can become a memberdf@ ILDG. Basically,
this is open for all people doing lattice field theory. Eachioeal grid has to nominate two
representatives who can decide whether a particular petsahbecome a member of the
VO ILDG.
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e The next thing you have to do is to install software that witha you to actually download
the configurations. This software will depend on the palgictegional implementation of
ILDG in your country (see also the discussion on regional gatups below). Let me take,
for some convenient reason, as an example again the LatRar@®al (LDG) [4]. At our
site, you would retrieve a Grid User Interface and a packageuwser tools calledit ool s
[B] which runs on basically all Linux platforms.

e After you have obtained your grid certificate and you havealited the software you are
now ready to get your favorite set of configurations. Let ketas an example the set you
find on the web as shown in fif]. 3. What you will detect isagical File Name(LFN) for
the configuration you want to obtain. This LFN representggibbally unique grid address
of your configuration and issuirigget | f n will then get you the desired configuration
directly on your disk (if you have made sure that you have ghapace there). Naturally,
if you want a whole set of configurations, you will write a sheaript to retrieve all desired
configurations.

It could be asked whether this all is worth the effort. On tlegative side, there is certainly
the initial task of getting your grid certificate and insitad the software to make use of ILDG on
your regional grid. But then, you can download very precioosfigurations on which you can
address your physics application (which should, of coursebe in conflict with the configuration
owner’s ideas). Moreover, you know exactly the format inethihe configuration is written and
you are sure that for future downloads this format will beshene. Therefore, your measurement
code will run immediately on any new set of configurations. afssadditional point, it should be
stressed that once you have overcome the initial difficsiltiee download of configurations will
be routine. Thus, the ILDG mechanism is a new way to use caonatiigen for all their potential of
physics applications, avoiding duplication and loss obinfation - something that has been very
common in the past - and therefore increasing the overatigtfity of the community.

Of course, it remains to be seen in practice, whether thignigtic point of view is indeed
realized or whether we are left with some practical issuaswtill drive life complicated.

Uploading the configurations is more tricky and needs extrekwiirst of all, configurations
have to be stored in the ILDG configuration format, see [Hf.d1ogical File Name (LFN) has to
be added and the metadata have to be created. For doingsathiifreely available LIME library
is needed which can be obtained from the URL in rf. [7]. Theéaoata consist of thensemble
XML file, the configuration XML file a glossary fileand aconfiguration checksumFinally, you
have to store the binary configuration into a storage elemedtthe metadata into the metadata
catalogue. This typically can be done using just a singlersand. For instance, in LDG this
command is called put , where you have to specify the storage element you actuahyt wo
store the file physically and the names of the metadata datuasevell as the file containing the
configuration.

Although there are many help tools on the corresponding ILEX&s, and scripts exist to
automatize the upload procedure, there is clearly some effcessary to store the configurations.
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Figure 1: The list of uploaded ensembles of configurations as seen ugieg the LDG metadata catalogue.

3. Looking behind the scene

The fact that we have today solutions and working impleméorta of regional grids real-
izing the ILDG idea, is purely due to the hard work of peopleoined in the metadata and the
middleware groups listed hefe

e Metadata Working Group: G. Andronico, P. Coddington, C. &eR. Edwards, B. Joo, C.

*In addition, there are many people working together with Metadata and Middleware working groups. The
names of these people can be found on the webpages of themamaing collaborations.
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Figure 2: The list of configurations when one of the ensembles is ssdect

Maynard, D. Pleiter, J. Simone, T. Yoshie

e Middleware Working Group: G. Beckett, D. Byrne, M.Ernst,J®0, D. Pleiter, M. Sato, C.
Watson

In order to establish even a regional grid infrastructutegsly non-trivial. Many components
have to work together as sketched in fig. 4. It is thereforealvig step forward that at basically all
participating sites regional grid infrastructures haverbdeveloped. Let me list the characteristics
of the different regional grids that exist today.
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e Germany/France/ltaly
These countries use the LatFor data grid (LDG). LDG has adaédacatalogug[8] to query,
download, upload and manage metadata. The user softwais td@mol s with commands
suchad get, |put, |Is, |update todownload, upload, listand update configura-
tions, respectively. The regional grid infrastructure &sé&d on LCG-2 compliant compo-
nents. For further details see rdi| [4]. To store configorej there are 50 Terabytes storage
space in Germany and 5 Terabytes in France available.
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Figure 4: The major components for a grid infrastructure. The ablatéuis are: Ul: User Interface,
SE: Storage Element, SRM: Storage Resource Manager, VOM8alOrganization Management System,
MDC: Metadata Catalogue, BDII: Berkeley Database Inforaraindex, HSM: Hierarchal Storage Manage-
ment, ACS: Access Control Service, CAT: File Catalogue. dklithese components have to work together

smoothly in order to have a functioning regional grid infrasture.

¢ United Kingdom

In the UK the QCDgrid is used. QCDgrid also has a metadatdogata based on the native
XML-database “eXist” [Ip] complete and deployed on the UK®Gevelopment system.
It is now running on the production system providing accesthé real metadata. Access
is realized through the ILDG sample clients metadata. Usastcome, as within LDG, as
command line tools such auit - fi | e-on-qcdgrid, get-file-fromqcdgrid.

In addition, the UK QCDgrid is working on developing web-bddools that will allow for
graphical user interfaces to handle the metadata. Theget@@ace in the UK is about 80

SE

Orsay

Terabytes across the UK but mainly in Edinburgh, see [f. [9]

e Japan

The Japanese Lattice Data Grid (JLDG) has also implememteXst-based metadata cat-
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alogue. The user software consists of commands sucH ap on a specially developed
Gfarm file system. Security is realized by the Grid Secunitydstructure (GSI)[[]1]. Also
in Japan 50 Terabytes of storage space is available for h&lMore information is pro-
vided at ref. [1P].

e USA
The USQCD has a metadata catalogue up and running. The reetzatalogue is con-
structed as a web service. The user software to download @lnddiconfigurations is not
yet completely finished. USQCD has 50 Terabytes of storaguesits at NERSC, BNL and
FNAL. Further information can be found at reff. J13].

e Australia
In Australia we again see the metadata catalogue to be ctamplser software for handling
configurations is realized through a web portal. In Austrelé find 25 Terabytes for storage.
Additional information is given at the ref]_[lL4].

The above list demonstrates that indeed substantial medras been achieved towards the
implementation of the ILDG idea:

e We have five working regional ILDG infrastructures ready, &[Germany/France/ltaly),
JLDG (Japan), QCDgrid (UK), USQCD (USA) and Australia.

e There are about 250 Terabytes of storage space availalblesa sites. This would allow to
store, roughly, 200.000 configurations on & 34 lattice which would need some time to
be generated.

e Actually, already now 70 000 configurations are availablg¢tmILDG (many of them on
smaller lattices than 3$264).

4. Interoperability

With the regional grids now functioning, ILDG has to face text challenge, namely the
interoperability of these regional grids. One big progriesthis context is the operation of inter-
operable metadata catalogue services. This means thabissible for the sites to browse all each
other's metadata catalogue, see fig. 5 for examples of theaagpce of the web-browser at the
participating sites. In the development of this serviceyas necessary to define the interface in
terms of the web service description language (WSDL) andteeon a behavioral specificatién.
In addition, a set of tests has been defined to verify ILDG danpe of particular services.

However, there are still most significant efforts requirecthieve the interoperability of re-
maining components which ar8ecurity, File Catalogues and Storage Elemehttis worth stress-
ing that also here progress has been made already. It couldrhenstrated successfully that file
transfers between LDG (at DESY), QCDgrid (at EPCC) and US@&Bermilab and JLAB) are

SWSDL essentially defines the name of the services as welleasame and type of the input arguments and the
return values. The behavioral specification defines, elgatwhould happen in case of errors, which status codes are
returned, etc.

10
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Figure 5: The appearance of different web browsers for listing coméigans: UK QCDgrid (upper left),
Japan JLDG (upper right), USA USQCD (lower left) and Ausa&rdlower right). For examples of the
German/France/ltaly LatFor Data Grid (LDG) see fig§] 1-3.

possible. Another point is that through a virtual organ@aimembership service (VOMS) pro-
vided by the global grid community the VO ILDG can be manag&diraft for policies on who
can become a member of the VO ILDG exists and will be complstech.

5. Summary

In discussions with many lattice practitioners, it was dieaxpressed that the ILDG idea is
extremely useful and valuable. Nevertheless, there waayala number of questions, typical ones
(with some answers) are:

Can | determine access rights myself?
This very desirable feature is currently only supportechatregional grid level which allow to

11
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define groups, rights for each group and ensembles of coafigas. In particular, it is not only
possible to manage access rights for configurations, bustodelete and replace them.

Will the data be replicated?

Currently, replication is possible only within the regibgaids. It is, however, planned to make
replication beyond grid boundaries possible.

How can | check that | got the right configuration?

For each configuration a plaquette value and a checksumvgech

Is the schema to describe data extensible?

Yes, more information can always be built in.

Can | putin algorithm information?

It is possible to add a name space for algorithmic infornmatiblowever, ILDG demands only
a limited information by default since algorithmic parasrstare plenty and it will become too
complicated to manage them.

What about propagators?

The ILDG is presently evaluating the possibility to have mified version, e.g. standardized
format, for propagator storing. In general, it appears tédmecomplicated to repeat the example
of configurations but discussions are ongoing.

Who is paying for all this?

In most countries, ILDG is embedded in larger grid projebts tire mainly oriented towards LHC
or other large scale experiments. ILDG profits from theseshipments and makes use of the
software and hardware infrastructure that becomes alaithlough these projects. For example,
EPCC at Edinburgh and DESY at Hamburg/Zeuthen are Tier Z2cewithin the LHC grid (LCG).

In addition, ILDG is involved in a number of grid projects fir@ed on a national or European level.

In conclusion, much progress has been made to develop edgjads for the ILDG idea.
These infrastructures are presently successfully usearbg tollaborations, which have members
at many different sites, to exchange their configurationgaiA it should be stressed that the real-
ization of these regional grids do not come for free but tgtothe hard work of people involved
in building-up these infrastructures.

The next milestone and target has to be the interoperabilithese regional grid solutions.
Here, the possibility of browsing each other's metadatalogtuie has been successfully demon-
strated, already. Even file transfer between several SMeSY, EPCC, Fermilab/JLAB) has been
achieved. Both of these accomplishments are importans soe@rds interoperability.

Thus, it remains to emphasize that it is time now to get a geitiftccate at your local autho-
rization site and become a member of the virtual organindti®G.
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