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Abstract

Inclusive jet production is studied in neutral current daegastic positron-proton scat-
tering at large four momentum transfer squaéd > 150 GeV? with the H1 detector at
HERA. Single and double differential inclusive jet crosstams are measured as a func-
tion of Q2 and of the transverse enerd@y of the jets in the Breit frame. The measure-
ments are found to be well described by calculations at teel¢ading order in perturba-
tive QCD. The running of the strong coupling is demonstratad the value ofv (M)

is determined. The ratio of the inclusive jet cross sectmrhe inclusive neutral cur-
rent cross section is also measured and used to extract meredue forag(Myz) =
0.1193 +0.0014 (exp.) 30050 (th.) £ 0.0016 (pdf) .
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1 Introduction

Jet production in neutral current (NC) deep-inelastictseceiy (DIS) at HERA provides an
important testing ground for Quantum Chromodynamics (QQDbg Born contribution in DIS
(figure[1a) gives only indirect information on the strongpling o, via scaling violations of the
proton structure functions. At leading order (LO)drn additional processes contribute: QCD-
Compton (figuré1lb) and boson-gluon fusion (figlure 1c). InBheit frame of reference [1, 2],
where the virtual boson and the proton collide head on, the Bontribution generates no
transverse momenta. Partons with transverse momenta @degad in lowest order by the
QCD-Compton and boson-gluon fusion processes. Jet plioduatthe Breit frame therefore
provides direct sensitivity ta,, and allows for a precision test of QCD.

Analyses of inclusive jet production in DIS at high four mamen transfer square@?
were previously performed by the H1 [2] and ZEUS [3,4] collediions at HERA. Perturbative
QCD (pQCD) calculations supplemented with hadronisatamections were found to describe
the data. The strong couplinng and the gluon density in the proton were both extracted.

In this paper new measurements of the inclusive jet crodsoseare presented, based on
data corresponding to twice the integrated luminosity ah@jaer centre-of-mass energy than
in the previous H1 analysis [2]. The larger data set togethidr improved understanding
of the hadronic energy measurement significantly reducesatal uncertainty of the results.
Differential inclusive jet cross sections are measureduastfons of the hard scale€3? and
the transverse jet energy; in the Breit frame in the rangesi0 < Q? < 15000 GeV* and
7 < Er < 50GeV. In addition, the ratio of the jet cross section to thdusiwe NC DIS cross
section, in the following referred to as the normalisedusaie jet cross section, is determined.
This observable benefits from a partial cancellation of erpental and theoretical uncertain-
ties. The measurements are compared with pQCD predicttamex&to-leading order (NLO),
and the strong coupling; is determined from a fit of the predictions to the data.

2 Experimental Method

The data were collected with the H1 detector at HERA in theyd®99 and 2000. Dur-
ing this period HERA collided positrons of enerdy = 27.5 GeV with protons of energy

9 ??& q
p 1 s
N>

(b) (€)

Figure 1: Deep-inelastic lepton-proton scattering aedéht orders im,: (a) Born contribution
O(1), (b) QCD Compton scattering(«a;) and (c) boson-gluon fusio®(«).
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E, = 920 GeV giving a centre-of-mass energys = 319 GeV. The data sample used in this
analysis corresponds to an integrated luminositysof pb—!.

2.1 H1detector

A detailed description of the H1 detector can be found in [5,1 uses a right-handed co-
ordinate system with the origin at the nominal interactiompand thez-axis along the beam
direction, the+z or “forward” direction being that of the outgoing proton beaPolar angles

f and azimuthal angles are defined with respect to this axis. The pseudorapiditgleged to
the polar anglé by n» = —Intan(6/2). The detector components important for this analysis
are described below.

The electromagnetic and hadronic energies are measuragithsi Liquid Argon (LAr) ca-
lorimeter in the polar angular rangé < ¢ < 154° and with full azimuthal coverage. The
LAr calorimeter consists of an electromagnetic sect@ihto 30 radiation lengths) with lead
absorbers and a hadronic section with steel absorbers. otddedepth of both sections varies
betweent.5 and8 interaction lengths. The energy resolutionjs E = 12%/\/E | GeV& 1%
for electrons andrz/E = 50%/\/E | GeV & 2% for hadrons, as obtained from test beam
measurements [7]. In the backward regidd3’ < 0 < 177°) energy is measured by a
lead/scintillating fibre Spaghetti-type Calorimeter (SpB composed of an electromagnetic
and a hadronic section. The energy resolution of the SpaGal/iE ~ 7%/\/E | GeV® 1%
for electrons [8]. The central tracking syste2d{ < # < 160°) is located inside the LAr
calorimeter and consists of drift and proportional charapeomplemented by a silicon vertex
detector [9] covering the rang®° < 6 < 150°. The chambers and calorimeters are surrounded
by a superconducting solenoid providing a uniform field 6 T inside the tracking volume.

The scattered positron is identified as an electromagnhigter in the LAr calorimeter
with an associated track. The remaining clusters in thericaéters and charged tracks are
attributed to the hadronic final state which is reconstaiateing an energy flow algorithm
that avoids double counting of energy. The luminosity isd®ined by measuring the Bethe-
Heitler processdp — epy), where the photon is detected in a calorimeter close to éaenb
pipe atz = —103 m.

2.2 Event and jet selection

NC DIS events are selected by requiring the scattered postty be detected in the LAr
calorimeter with a reconstructed enerfy exceedingll GeV and a polar anglé, < 153°.
These requirements ensure a trigger efficiency of greater®%. The z-coordinate of the
event vertex is required to be withia35 cm of the average position of the interaction point.
This condition reduces contributions from beam inducedgeaind and cosmic muons. Non-
ep background is further reduced by requiring an event timihgctv matches the HERA bunch
crossing. The total longitudinal energy balance mustfyatis < > .(E; — p.,;) < 65 GeV,
where the sum runs over all detected particles. This reouging reduces the contributions of
the photoproduction background and of DIS with initial stphoton radiation for which the
escaped positron or photon in the:-direction leads to values of this observable lower than
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the expectatiorE, = 55 GeV, for events with losses only along the outgoing protoante
Elastic QED Compton and lepton pair production processesgopressed by rejecting events
containing a second isolated electromagnetic deposit anldadronic activity. The remain-
ing photoproduction background is estimated using MontéoGamulations and found to be
negligible in allQ? and jetE bins.

The DIS phase space covered by this analysis is defined by
150 < Q* < 15000 GeV*

02<y<0.7,

wherey, ,quantifies the inelasticity of the interaction. These waoiables are reconstructed
from the four momenta of the scattered positron and the méclfmal state particles using the
electron-sigma method [10].

The jet analysis is performed in the Breit frame. The boastfthe laboratory system to the
Breit frame is determined b§?, v and the azimuthal angle of the scattered positron. Pasticle
of the hadronic final state are clustered into jets usingnbkisivek; algorithm [11] with the
pr recombination scheme and with distance param@ter1 in then-¢ plane. The cut-1.0 <
n“ < 2.5 ensures that jets are well contained within the acceptahtieed_Ar calorimeter,
wheren'" is the jet pseudorapidity in the laboratory frame. Everyjigh 7 < B < 50 GeV
contributes to the inclusive jet cross section, regardbédbe jet multiplicity in the event. In
total 23714 jets pass the analysis cuts.

In addition, the normalised inclusive jet cross sectiomiestigated, calculated as the ratio
of the number of jets to the number of selected NC DIS eventsan range defined above.
This observable equals the average jet multiplicity of NG [@Vvents within the given phase
space. Jet cross sections and normalised jet cross seatimstudied as a function 6f> and
ET-

2.3 Crosssection determination

In order to extract the cross sections at hadron level, tiperexental data are corrected for
limited detector acceptance and resolution. The cornedtotors are determined using simu-
lated NC DIS events. The generated events are passed thaaleghiled simulation of the H1
detector and subjected to the same reconstruction andsesmahain as the data. The following
Monte Carlo event generators are used for this purpose: [BIAN [12] using the Color Dipole
Model as implemented in ARIADNE [13], and RAPGAP [14] usingtnix elements matched
with parton showers. Both RAPGAP and DJANGOH provide a goestcdption of the data
in both the inclusive and the jet sample. The purity of thespathple, defined as the fraction
of events reconstructed in a bin that originate from thatdnnhadron level, is found to be
larger thar60% in all analysis bins. Correction factors are determinedhagtio of the cross
section obtained from particles at hadron level to the csession calculated using particles
reconstructed in the detector. This correction is applieebly-bin in Q% and £-. Arithmetic
means of the correction factors determined by RAPGAP and\N®&JAH are used, and half of
the difference is assigned as model uncertainty. The doorefactors deviate typically by less
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than20% from unity. The effects of QED radiation are corrected fanggthe HERACLES [15]
program. The size of these corrections is typicall{; for the jet cross sections and’ for
the normalised jet cross sections.

For the normalised jet cross sections the ratio of the nurabgats to the number of NC
DIS events is calculated on detector level, and it is thi® mahich is corrected for detector and
QED effects.

24 Systematicerrors

The following sources of systematic uncertainty are cared:

e The positron energy uncertainty (s7% to 3% depending on the-impact point of the
positron in the calorimeter. Uncertainties in the positreconstruction affect the event
kinematics and thus the boost to the Breit frame. The regulincertainty on the cross
sections and normalised cross sections is typic¢ail¥o.

e The positron polar angle systematic uncertainty is betweamd3 mrad. The resulting
uncertainty on the cross sections and normalised crossseds typically0.5%.

e The energy scale uncertainty of the reconstructed hadfordtstate is estimated to be
2%, dominated by the uncertainty of the LAr hadronic energyescahe resulting un-
certainty on the cross sections and normalised cross ssdsotypically in the range
1to 4%.

e The luminosity measurement uncertainty leads to an oveoathalisation error of .5%
for the jet cross sections.

e The model dependence of the data correction is estimateesasiloed in section 2.3. It
is below10% in most of the bins and typical3/%.

e An error of1% is estimated from the uncertainty of the QED radiative actiom [16].

The dominant experimental uncertainties on the jet crossosearise from the model depen-
dence of the data correction and from the LAr hadronic ensegle uncertainty. The individual

contributions are added in quadrature to obtain the tosesyatic uncertainty. The correlations
of the errors among the different bins are treated usingdheeprocedure as described in [2].
The uncertainties of the luminosity measurement and of ds#tnqon polar angle are each as-
sumed to be fully correlated between the bins. The error erptsitron polar angle and the
QED radiative corrections is assumed to be uncorrelateck rémaining sources of system-
atics, namely the positron energy scale, the hadronic fiaé €nergy scale and the model
dependence are equally shared between correlated andelated parts. For the normalised
jet cross sections systematic uncertainties are reduakthaluminosity uncertainty cancels.



3 NLO QCD Calculation

Reliable quantitative predictions of jet cross sectiorBli& require the perturbative calculations
to be performed to at least next-to-leading order of thengtmupling. In order to compare with
data, hadronisation corrections have to be applied to thanbative calculations. By using the
inclusivek jet algorithm [11] the observables in the present analysisrdrared and collinear
safe and the hadronisation corrections are small. In aotdiby applying this algorithm in the
Breit frame, jet cross sections can be calculated in pQQGi2ednitial state singularities can be
absorbed in the definition of the proton parton densities.

The theoretical prediction for the jet cross section is gt using the NLOJET++ pro-
gram [17], which performs the matrix element integrationN&iO of the strong coupling,
O(a?). The strong coupling is taken as (M) = 0.118 and is evolved as a function of the
renormalisation scale at two loop precision. The calcolatiare performed in thdS scheme
for five massless quark flavours. The parton density funst{®DFs) of the proton are taken
from the CTEQG6.5M set [18]. The factorisation scaleis chosen to b€) and the renormalisa-
tion scaley, is chosen to be th&r of each jet. Running of the electromagnetic coupling with
()? is taken into account. No QED radiation is included in thecgktion since the data are
corrected for this effect. Electroweak effects dueZtbboson exchange are determined using
the LEPTO event generator [19] and are applied as correfamiars to the calculation.

The hadronisation correction factor is calculated for dzntas the ratio of the cross section
defined at hadron level to the cross section defined at pat@h I[These correction factors are
determined with the same Monte Carlo event samples usedrtectahe data from detector
to hadron level. The correction factors applied to the pbetive calculations are calculated
as the average of the values from DJANGOH and RAPGAP, asiteddn section 2]3. The
hadronisation correction factors differ typically by leban10% from unity and agree at the
level of 2% between the two Monte Carlo simulations.

The theory uncertainty includes the hadronisation cowaatrror and the uncertainty re-
lated to the neglected higher orders in the perturbativeuéaion. The systematic error at-
tributed to the hadronisation correction is taken to be bfthe difference between the correc-
tion factors obtained using RAPGAP and DJANGOH. The dontimgucertainty is related to
the NLO accuracy and is estimated by a variation of the chesales for., and.; by arbitrary
but conventional factors in the range frand to 2 applied to the nominal scales. In seven out
of the 24 bins inQ? and E the dependence of the pQCD calculation;gris not monotone,
i.e. the largest deviation from the central value is founddotors within the rang@.5 to 2. In
such cases the difference between maximum and minimumecsisns found in the variation
interval is taken, in order not to underestimate the scapendence. Over the whole phase
space, the uncertainty due to the renormalisation scalmuisdfto be at least a factor of three
larger than that due to the factorisation scale. The cautiohs from both scale variations are
added in quadrature.

In order to calculate the normalised inclusive jet crosgsises, the prediction of the in-
clusive jet cross section is divided by the prediction of W@ DIS cross section. The latter
is calculated at NLOO(«;), with the DISENT package [20], using the same settings as for
NLOJET++ and with the renormalisation and factorisatioales set ta). Again, the scale
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uncertainties are determined by independent variations ahd: in the range from.5 to 2
around the nominal value. The scale uncertainties fromethend the NC DIS part are assumed
to be uncorrelated. Consequently, the scale uncertainthéoratio is estimated by adding both
contributions in quadrature. If the uncertainties are assito be anti correlated, which leads
to the largest change, the resulting theory error increashysslightly by a factor ofl.15. The
uncertainty originating from the PDFs is also taken intcoact. The CTEQ6.5M set of parton
densities provides variations which quantify the uncetteof the central set. The PDF uncer-
tainties are propagated into the pQCD prediction of theusigk jet cross section and the NC
DIS cross section.

The strong coupling is determined by repeating the pertivdeaalculations for many values
of as(Mz) until the best match of data and theory is found. With NLOJEBAd DISENT
these calculations are time consuming. A considerableigaiomputational speed is provided
by the fastNLO package [21], which uses a two step strateggdoce the calculation time. In
the first step, the integration of the matrix elements isqrened, which is the time consuming
part of the calculation. This step relies for the presentyamon NLOJET++ and DISENT
and is independent af,(A/;), PDFs and the renormalisation scale. In the second step, the
cross sections are calculated with these parameters ggecifhe interpolations involved in
this procedure yield a precision of better tha2% on the cross section. All theory calculations
shown in the following are obtained using fastNLO.

4 Results

In the following, the differential cross sections are preed for inclusive jet production and

for normalised inclusive jet production. Tablgs 1 &md 2 e measured cross sections to-
gether with their experimental uncertainties, separatéal bin-to-bin correlated and uncorre-
lated parts. These measurements are subsequently usechi ehe strong coupling.

4.1 Crosssection measurements compared to NL O predictions

The measured cross sections, corrected for detector arativadQED effects, are presented
as single and double differential distributions in figur#4. 2ZThe data points are shown at the
average value of th@? or E in each bin. The results are compared to the perturbative QCD
predictions in NLO witha, (M) = 0.118, taking into account hadronisation effects atit
boson exchange as explained in sedfion 3.

The single differential inclusive jet cross sections, dadifor events with inelasticity.2 <
y < 0.7 and jets with pseudorapidity1.0 < n“*" < 2.5, are shown in figurEl2 as functions of
Q? andEr. A good description of the data by the theory calculatiorbisasved.

The double differential inclusive jet cross section is showfigure[3 as a function of'r
in six @2 bins in the rangd50 < @? < 15000 GeVZ2. The data are well described by the
theory over the fulEr and@? ranges, withy? /ndf = 16.7/24, taking only experimental errors
into account. The agreement is also good whemstead ofE is used in the calculation as
renormalisation scalecf/ndf = 24.0/24).



For NC DIS eventsin the ran@ge2 < y < 0.7 and in a giverf)? bin the normalised inclusive
jet cross section is defined as the average number of jetswith0 < n™** < 2.5 per event.
Figure[4 shows the normalised inclusive jet cross secti@fasction of 7 in six Q? bins. The
NLO calculation gives a good description of the data in tHe fiy and(Q? range. Compared
with the inclusive jet cross section, the normalised ingkiget cross section exhibits a smaller
experimental uncertainty.

4.2 Extraction of the strong coupling

The QCD predictions for jet production depend@nand on the gluon and the quark density
functions of the proton. Using the present jet cross sectieasurements and the parton den-
sity functions from global analyses of inclusive deep-@sék scattering and other data, is
determined.

QCD predictions of the jet cross sections are calculatedfasaion of o (1, = E7) with
the fastNLO package. The cross sections are determinegl th&€iCTEQ6.5M proton PDFs and
hadronisation correction factors as described in sectidesurements and theory predictions
are used to calculateyd(a,) with the Hessian method, where parameters representitensys
atic shifts of detector related observables are left frabearfit. The experimental shifts (model
dependence of the correction factors, positron energye spaisitron azimuth, hadronic final
state energy scale and luminosity) found by the fit are ctarsisvith the quoted uncertainties.
This method fully takes into account correlations of expemtal uncertainties [22] and has
also been used in global data analyses [23, 24] and in pre¥dpublications [2, 25], where a
detailed description can be found. The experimental uaceaytof o, is defined by that change
in o, which gives an increase ig? of one unit with respect to the minimal value. The theory
error is estimated by adding in quadrature the deviatiom,dfom the central value when the
fit is repeated with independent variations of the renorsa#ion scale, the factorisation scale
and the hadronisation correction factor.

First, individual fits ofo, to each of the 24 measurements of the double differentiblsne
jet cross sections (presented in figure 3) are made. Thetiresul (E7) are shown in figurkl5s,
for all bins. These determinations demonstrate the prpmdrasymptotic freedom of QCD
and are in agreement with the predicted scale dependeneg ofhe o, values at the scale
Er can also be related to the value of the strong coupling atthemassa, (M) using the
renormalisation group equation at two loops. All 24 measigats are then used in a common
fit of the strong coupling, which yields

as(Mz) = 0.1179 £ 0.0024 (exp.) 0992 (th.) 4 0.0028 (pdf) , (1)

with a fit quality: x?/ndf = 20.2/23. The dominating experimental uncertainty is due to the
LAr energy scale and the model dependence of the detect@atimns. The renormalisation
scale variation is the main contribution to the theory utaety, which dominates the overall
uncertainty of thisy, determination. The fit is repeated withinstead ofF' as an alternative
choice of renormalisation scale. It yields a larger but catifgbe value of the strong coupling
as(Myz) = 0.1230 4 0.0028 (exp.) T0:002% (scale) with y?/ndf = 25.2/23. The quoted scale
error corresponds to the variation of the renormalisatoatesas described in sectioh 3.
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The global fit of the CTEQ6.5M PDFs was made assumin@\/;) = 0.118. In order
to test whether this value af,(1 ;) biases the results obtained using the nominal method
presented above, a method, similar to the one used in [3jp@ayed using the PDFs from the
CTEQG6AB series, which were obtained from global fits assgndifferent values forv, (M ).
The cross section as a function of the strong coupling igpolated with a polynomial and
this interpolation is used to determine the best fit of thergjrcoupling to the data. The result
obtained with this alternative fit method is found to be cotiigy@within 0.3 standard deviations
of the experimental error with the value from the nominalmoet Hence there is no indication
for a bias due to the value of the strong coupling assumedh&CITEQ6.5M PDFs.

The measurements of the normalised inclusive jet crosgoseate also used to extract the
strong coupling using the nominal fit method. The resulting¥r) are shown in figurgl6, for
all bins. As the results are consistent over the whole rarigg’cand £, combined fits are
made to groups of data points. To study the scale dependéncg the six data points with
different Q% at a givenEr are used together, and four valuescQf Er) are extracted. The
results are shown in figuté 7a, where the running of the sttongling is also clearly observed.
Finally, all 24 measurements are used in a common fit of tleagtcoupling, which yields

ay(Mz) = 0.1193 +0.0014 (exp.) 0007 (th.) + 0.0016 (pdf) , 2)

with a fit quality of x*/ndf = 28.7/23. This result is compatible within errors with the value
from the inclusive jet cross sections quotedlin 1. The nasadbn gives rise to cancellations
of systematic effects, which lead to improved experimeatal PDF uncertainties. This de-
termination ofa (M) is consistent with the world average (M) = 0.1176 £+ 0.0020 [26]
and with the previous H1 determination from inclusive jebguction measurements [2]. In
figure[Zb the running of the strong coupling is studied ushegalternative scal@ instead of
Er: the four data points at a givep? are used together, and six values\of() are extracted.

The dominating theory error can be reduced at the expensdasfjer experimental un-
certainty by restricting the data points included in theditlose at higher values ¢f>. The
smallest total uncertainty is obtained by a combined fit ef lormalised inclusive jet cross
section for700 < Q? < 5000 GeV?,

as(Mz) = 0.1171 £ 0.0023 (exp.) 09932 (th.) 4 0.0010 (pdf) , 3)

with a fit quality of x?/ndf = 1.2/3.

5 Conclusion

Measurements of inclusive jet cross sections in the Bramé& in deep-inelastic positron-proton
scattering in the rang&s0 < Q? < 15000 Ge\V? are presented, together with the normalised
inclusive jet cross sections, defined as the ratio of theugiet jet cross section to the NC DIS
cross section within the given phase space. CalculatioNd.@ QCD, corrected for hadroni-
sation effects, provide a good description of the singledmuable differential cross sections as
functions of the jet transverse enerfly and@?. The strong coupling, is determined from a
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fit of the NLO prediction to the measurements. The experialgninost precise determination
of a5 (M) is derived from the measurement of the normalised inclysiveross section:

ag(Mz) = 0.1193 +0.0014 (exp.) T00047 (th.) + 0.0016 (pdf) .

Additionally, the PDF uncertainty is significantly reducsaimpared to the determination from
the inclusive jet cross section. The dominating source airds the renormalisation scale
dependence which is used to estimate the effect of missgigehiorders beyond NLO in the
pQCD prediction. This result shows a level of experimentaicision competitive withy,
determinations from other recent jet production measungésnat HERA [27] and those from
ete” data [28] and is in good agreement with the world average.
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bin number corresponding Q? range
1 150 < Q2 < 200 GeV? bin letter corresponding E range
200 < Q% < 270GeV?

2 a 7T< Er <11GeV

3 270 < Q2 < 400 GeV? b 11 < Er < 18GeV

4 400 < Q2 < 700 GeV? c 18 < Er < 30GeV

5 700 < Q% < 5000 GeV? d 30< Er <50GeV

6 5000 < Q2 < 15000 GeV2
Inclusive jet cross section in bins of Q? and E,
total total single contributions to correlated uncertainty
bin cross statistical total uncorrelated correlated model dep. positron positron HFS hadr. hadronis.
section uncert. uncertainty uncertainty uncertainty detector corr. energy scale polar angle energy scale correct.
(in pb) (in percent) (in percent) (in percent) (in percent) (in percent) (in percent) (in percent) (in percent) factor
la 73.81 21 6.8 4.9 4.7 35 0.7 0.4 2.6 1.076
1b 32.44 3.1 7.7 5.8 51 2.7 0.8 0.3 3.9 1.035
lc 6.40 7.0 10.4 8.8 5.6 1.7 0.3 0.6 51 1.032
1d 0.94 18.9 21.0 19.9 6.5 0.8 1.1 0.9 6.1 1.065
2a 58.06 2.2 6.3 4.6 4.3 3.1 0.1 0.4 2.6 1.075
2b 28.85 3.1 9.5 7.0 6.5 4.9 0.3 0.1 3.9 1.034
2c 6.16 6.8 105 8.8 5.7 1.0 0.7 0.0 54 1.040
2d 0.85 18.9 21.7 20.3 7.5 2.2 1.2 0.8 6.9 1.044
3a 55.16 2.2 5.6 4.1 3.8 2.6 0.2 0.1 2.4 1.085
3b 30.45 2.9 8.7 6.4 5.9 4.2 0.1 0.1 3.8 1.032
3c 7.87 6.0 10.7 8.6 6.3 3.1 0.1 0.1 5.3 1.029
3d 0.69 18.1 21.5 19.9 8.2 2.0 0.7 1.1 7.7 1.039
4a 48.50 2.3 5.0 3.8 3.3 1.8 0.2 0.5 2.4 1.093
4b 26.81 3.0 8.0 5.9 5.3 3.8 0.2 0.4 3.5 1.035
4c 8.46 5.4 10.7 8.4 6.6 3.1 0.4 0.1 5.6 1.025
4d 1.69 13.3 16.4 14.9 6.9 3.2 0.5 0.5 5.9 1.035
5a 43.02 2.4 5.2 3.9 35 1.7 0.2 0.8 25 1.103
5b 30.23 2.9 6.2 4.7 4.0 25 0.4 0.7 2.7 1.040
5c 11.88 4.5 13.6 10.1 9.1 7.9 0.2 0.6 4.3 1.038
5d 2.63 10.3 16.5 13.7 9.2 6.3 0.3 0.9 6.5 1.046
6a 1.79 10.8 12.8 11.8 5.0 0.8 4.0 0.3 1.8 1.083
6b 1.23 13.4 22.7 18.5 13.1 10.8 6.4 1.9 2.2 1.050
6¢c 0.76 17.8 27.2 229 14.7 10.8 9.2 2.0 2.7 1.029
6d 0.44 26.8 34.3 30.8 15.2 14.5 3.0 1.0 3.3 1.029
Inclusive jet cross section in bins of Er
a 281.43 0.9 5.7 4.0 4.1 2.8 0.2 0.3 25 1.084
b 150.22 11 7.7 55 5.4 3.8 0.2 0.2 3.6 1.035
c 41.70 21 9.6 7.0 6.6 4.1 0.1 0.2 51 1.033
d 7.29 5.1 12.1 9.4 7.6 3.8 0.5 0.3 6.5 1.045
Inclusive jet cross section in bins of Q?

1 113.73 1.8 6.9 4.9 4.8 3.2 0.6 0.4 3.2 1.062
2 94.06 1.9 7.1 51 5.0 3.5 0.2 0.3 3.2 1.060
3 94.30 1.8 6.7 4.8 4.7 3.1 0.1 0.0 3.2 1.063
4 85.41 1.9 6.2 4.5 4.3 2.6 0.1 0.4 3.1 1.067
5 87.81 1.9 6.5 4.7 4.5 3.0 0.2 0.7 2.9 1.071
6 4.24 8.2 15.1 12.1 9.1 7.0 5.0 1.1 2.2 1.061

Table 1: Results of the inclusive jet cross section measaneésing the inclusive, algorithm
in the Breit frame for the phase spage < y < 0.7, 7 < Er < 50GeV and—1.0 <
n“ < 2.5. The multiplicative hadronisation correction factor aplégx to the NLO calculation
is shown in the last column. The contribution 6f.5% from the luminosity measurement
uncertainty is included in the total correlated uncertaint
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Normalised inclusive jet cross section in bins of Q? and Er

total total single contributions to correlated uncertainty

bin normalised statistical total uncorrelated correlated model dep. positron positron HFS hadr. hadronis.
cross uncert. uncertainty uncertainty uncertainty detector corr. energy scale polar angle energy scale correct.

section (in percent) (in percent) (in percent) (in percent) (in percent) (in percent) (in percent) (in percent) factor

la 0.168 2.1 5.4 4.0 3.7 2.8 0.6 0.3 1.8 1.076
1b 0.074 3.1 6.4 4.9 4.1 2.0 0.8 0.6 3.1 1.035
lc 0.015 7.0 9.5 8.3 4.7 1.0 0.4 0.4 4.3 1.032
1d 0.002 18.9 20.5 19.7 5.6 0.0 1.1 0.3 5.3 1.065
2a 0.184 2.2 47 35 3.2 2.2 0.6 0.2 1.6 1.075
2b 0.092 3.1 7.9 5.9 5.3 4.0 0.8 0.4 2.9 1.034
2c 0.020 6.8 9.5 8.2 4.8 0.1 1.2 0.4 4.4 1.041
2d 0.003 18.9 21.3 20.1 7.0 3.1 0.8 1.1 5.9 1.044
3a 0.199 2.2 42 3.2 2.8 1.9 05 0.1 1.3 1.085
3b 0.110 2.9 7.1 5.3 4.7 35 0.5 0.0 2.7 1.032
3c 0.028 6.0 9.2 7.7 5.1 2.4 0.3 0.2 4.2 1.030
3d 0.003 18.1 20.7 19.4 7.0 1.3 0.9 1.2 6.5 1.039
4a 0.228 2.3 3.8 3.0 2.4 1.3 0.5 0.1 1.2 1.093
4b 0.126 3.0 6.7 5.1 4.3 3.3 0.6 0.3 2.3 1.035
4c 0.040 5.4 9.3 7.5 5.5 2.7 0.8 0.7 4.4 1.025
4d 0.008 13.3 15.5 14.4 5.7 2.7 0.1 0.3 4.8 1.035
5a 0.239 2.4 3.7 3.0 2.3 0.3 0.7 0.2 15 1.103
5b 0.168 2.9 45 3.6 2.6 1.1 0.7 0.2 1.6 1.040
5c 0.066 45 11.4 8.6 7.5 6.5 0.6 0.1 3.3 1.038
5d 0.015 10.3 14.8 12.7 7.5 4.9 0.4 0.3 5.5 1.046
6a 0.225 10.8 11.7 11.2 3.2 0.4 1.8 0.6 1.7 1.083
6b 0.154 13.4 20.6 17.3 11.2 9.5 4.7 1.9 1.8 1.050
6c 0.095 17.8 25.2 21.7 12.7 9.6 7.6 2.2 2.2 1.029
6d 0.055 26.8 335 30.3 14.2 13.2 4.0 0.8 2.9 1.029

Table 2: Results of the normalised inclusive jet cross saatheasurement, i.e. the average
number of jets withi7 GeV < Er < 50GeV and—1.0 < o™ < 2.5 per NC DIS event for
the phase spade2 < y < 0.7. The multiplicative hadronisation correction factor aplégd to
the NLO calculation is shown in the last column. T6é, E; binning scheme is displayed in

Table].
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Inclusive Jet Cross Section
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Figure 2: The single differential cross section for inchasjet production as a function ¢j?
(left) and of B (right). The data, presented with statistical errors (irveers) and total errors
(outer bars), are compared with the results of NLOJET++eobed for hadronisation ang
boson exchange. The bands show the theoretical unceréastgiated with the renormalisation
and factorisation scales and the hadronisation correctioaddition to the differential cross
section, the ratid? = 0qata/0theory IS Shown. The band around = 1 displays the relative
error of the theory calculation.
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Inclusive Jet Cross Section
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Figure 3: The double differential cross section for incheget production as a function @,
for six regions of@Q?. The data, presented with statistical errors (inner bard)tatal errors
(outer bars), are compared with the results of NLOJET++exted for hadronisation and®
boson exchange. The bands show the theoretical uncersaistgiated with the renormalisation
and factorisation scales and the hadronisation correctioaddition to the differential cross
section, the ratid? = 0qata/0theory 1S Shown. The band aroun@d = 1 displays the relative
error of the theory calculation.
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Normalised Inclusive Jet Cross Section
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Figure 4: The normalised inclusive jet cross section as atiom of £ for six regions of?.
The data, presented with statistical errors (inner bard)tatal errors (outer bars), are com-
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the relative error of the theory calculation.
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o, from Inclusive Jet Cross Section
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o, from Norm. Inclusive Jet Cross Section
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Figure 6: Results for the fitted values of(Er) for six regions of@? using the normalised
inclusive jet cross section. The error bar denotes the weleded experimental uncertainty
for each fitted value. The solid line shows the two loop solubf the renormalisation group
equation evolving the averaged (M) from all determinations, with the band denoting the
correlated experimental uncertainty.
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o, from Norm. Inclusive Jet Cross Section
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Figure 7: Results for the fitted values of @)(u, = Er) averaged over at)? regions, and
b) as(u, = Q) averaged over alE regions. The error bars denote the total experimental

uncertainty for each data point. The solid curve shows teeltref evolvinga, () ;) averaged
from all Q? and Er regions, with the band denoting the total experimental uaggy. The
world average from PDG is also shown.

21



	Introduction
	Experimental Method
	H1 detector
	Event and jet selection
	Cross section determination
	Systematic errors

	NLO QCD Calculation
	Results
	Cross section measurements compared to NLO predictions
	Extraction of the strong coupling

	Conclusion

