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#### Abstract

The shift-symmetric coupling of a pseudo-scalar particle driving inflation to gauge fields provides a unique way of probing cosmic inflation. We show for an $S U(2)$ gauge group how a classical isotropic background gauge field develops from the standard quantum mechanical vacuum in the far past. Over the course of inflation, the theory dynamically evolves from an approximately abelian regime into an inherently non-abelian regime, with distinct predictions for the scalar and tensor power spectra. The latter regime closely resembles a setup known as chromo-natural inflation, although our main focus here is on a new part of the parameter space which has received little attention so far. For single-field slow roll inflation models, large scales may exit the horizon in the abelian regime, ensuring agreement with the observations of the anisotropies in the cosmic microwave background, whereas smaller scales experience the non-abelian effects. This results in a strong enhancement of the stochastic gravitational wave background at small scales, e.g. at frequencies accessible with ground-based interferometers. For the scalar power spectrum, a similar enhancement arises due to non-linear contributions.
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## 1 Introduction

The paradigm of cosmic inflation, proposed to explain the puzzling homogeneity and flatness of the Hot Big Bang Universe 1], has been strikingly successful in predicting the anisotropies of the Cosmic Microwave Background (CMB), measured to great precision by the PLANCK satellite [2]. This paradigm however leaves open questions. What guarantees the required flatness of the inflationary potential? How is the inflation sector coupled to the Standard Model (SM) of particle physics? The lack of observable predictions on far sub-horizon scales makes it very difficult to find satisfactory and testable answers to these questions. In this context, a special role is played by pseudo-scalar inflation models, in which the inflaton $\phi$ (the particle driving inflation) couples to the field strength tensor $F_{\mu \nu}$ of massless gauge fields through the derivative coupling $\phi F_{\mu \nu} \tilde{F}^{\mu \nu}$. This coupling is compatible with a shift-symmetry of the inflaton $\phi$ protecting the flatness if the inflationary potential, it provides an immediate way to couple the inflation sector to a gauge field sector (which could be the SM or a hidden sector) and it leads to distinctive signatures, including a strongly enhanced chiral gravitational wave background [3] 5].
The phenomenology of these models, both for Abelian and non-Abelian gauge fields, has recently received a lot of interest. In both cases, the gauge field sector experiences a tachyonic instability during inflation, leading to an explosive particle production which impacts the predictions of inflation. For Abelian gauge fields this instability is controlled by the inflaton velocity, implying large effects towards the end of inflation in single-field slow-roll inflation models whereas the CMB scales can be large unaffected, see Ref. [6] for an overview. The phenomenology of this model includes a strongly enhanced and non-Gaussian contribution to the scalar and tensor power spectra $[6-10]$, which may lead to a distortion of the CMB black body spectrum [11, primordial black black hole ( PBH ) production $12-14$ and an enhanced chiral gravitational wave signal in the frequency band of LIGO and LISA $3,7,8,15$ 17. Furthermore, the effective friction induced by the gauge field allows for inflation on rather steep potentials 18 . The interplay of the gauge fields with the production of charged fermions has been studied in 19]. The coupling to non-Abelian $S U(2)$ gauge fields, dubbed chromo-natural inflation (CNI) in 20], allows for inflationary solutions on steep potentials in the presence of a non-vanishing isotropic background gauge field configuration. An analysis of the perturbations $4,5,21,22$ revealed an enhanced tensor power spectrum, to the point of excluding the model as an explanation for the anisotropies in the CMB. This conclusion remains valid in the regime where the scalar field can be integrated out [23], referred to as gauge-flation 24, 25] (see also [26, 27]). Modifications of the original model can overcome this by employing different inflation potentials [28,29], enlarging the field content of the model 30,31 or considering a spontaneously broken gauge symmetry 32 .
In this paper we study the dynamical emergence of CNI. In CNI, the gauge field background is assumed to be homogeneous, isotropic and have a sufficiently large vacuum expectation value, so that the background evolution of the inflaton is dominated by the gauge friction term. We show how such an isotropic background develops from the regular Bunch Davies initial conditions in the far past, providing justification for what is commonly taken for granted in CNI. For small gauge field amplitudes, the non-Abelian $S U(2)$ dynamics reduce to three copies of an Abelian gauge group. As
the inflaton velocity increases over the course of inflation, the tachyonic enhancement of the gauge fields in the Abelian regime triggers a classical, inherently non-Abelian background evolution. In this background, only a single helicity component of the gauge field features a regime of tachyonic instability. Contrary to the Abelian case, each Fourier mode experiences this instability only for a finite time interval. We provide analytical results which make only minimal assumptions about the values of the parameters involved. For the explicit parameter example which we study numerically, we find the gauge friction term to be subdominant in the non-Abelian regime, contrary to the usual assumption in CNI. This opens up a new part of parameter space of this model, which is moreover not plagued by the catastrophic instability in the scalar sector arising in part of the parameter space as pointed out in [4]. We emphasize that the transition from an effectively Abelian to a non-Abelian regime is generic in single field axion inflation models, and naturally removes the tension of the original CNI model with the PLANCK data by delaying the enhancement of the tensor power spectrum to smaller scales.

Throughout most of the paper we restrict ourselves to the linearized system of perturbations (see also [4, 5, 21, 22]). We however point out the importance of higher order contributions to the scalar perturbation sector, taking into account that two enhanced helicity 2 gauge field perturbation can source helicity 0 (i.e. scalar) modes. We estimate the impact of this on the scalar power spectrum, finding an enhancement which is exponentially sensitive to the inflaton velocity, similar to what was found in the Abelian case 12.11
The remainder of this paper is organized as follows. We begin with an executive summary in Sec. 1.1. to help guide the reader through the different points discussed in this paper, followed by an overview on our notation in Sec. 1.2 In Sec. 2, we review some of the key results and equations of Abelian and non-Abelian axion inflation, setting the notation for the following sections. Sec. 3 is dedicated to the study of the emerging non-trivial homogeneous isotropic gauge field background. In Sec. 4 we study the linearized system of perturbations in a general homogeneous isotropic gauge field background. This is applied to a specific parameter example in Sec. 5. showing explicitly the transition from the Abelian to the non-Abelian regime. We compute the resulting scalar and tensor power spectrum, taking into account non-linear contributions. We conclude in Sec. 6. Six appendices deal with the derivation of the linearized perturbation equations, including the gravitational modes not included in the main text (App. A), the explicit gauge field basis used in our linearized analysis (App. B) details on the computation of the non-linear contributions to the scalar power spectrum (App. C), technical details supporting the analysis of the gauge field background (App. D), mathematical properties of homogeneous isotropic gauge fields (App. E) and analytical approximations of the Whittaker function describing the enhanced perturbation mode of the non-Abelian regime (App. F).
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### 1.1 Executive summary

To help guide the reader through the different aspects of our analysis, we give a preview of our key equations and results in this section, skipping all technical details. These results will be derived in the subsequent sections.

Our main focus will lie on the linearized regime of $S U(2)$ axion inflation. The pseudo-scalar (axionlike) inflaton $\phi$ is coupled to the field strength tensor of the $S U(2)$ gauge fields through the derivative coupling $\phi F_{\mu \nu} \tilde{F}^{\mu \nu}$. In the linearized regime, the $S U(2)$ gauge fields $A_{\mu}^{a}$ can be decomposed into a homogeneous isotropic background $f(\tau)$ and perturbations $\delta A_{\mu}^{a} ป^{2}$

$$
\begin{equation*}
A_{\mu}^{a}(\tau, \vec{x})=f(\tau) \delta_{\mu}^{a}+\delta A_{\mu}^{a}(\tau, \vec{x}) . \tag{1.1}
\end{equation*}
$$

The classical evolution of the background gauge field is governed by

$$
\begin{equation*}
\frac{d^{2}}{d \tau^{2}}(e f)+2(e f)^{3}-\frac{2 \xi}{(-\tau)}(e f)^{2}=0 \tag{1.2}
\end{equation*}
$$

where $e$ denotes the $S U(2)$ gauge coupling and $\xi$, encoding the velocity of the inflaton and defined in Eq. (2.7), is typically taken to be $\mathcal{O}(1-10)$ during the last 60 e-folds of inflation.
For a slowly evolving inflaton, $\xi \simeq$ const., the classical background evolution is focused around two attractor solutions ${ }^{3}$,

$$
\begin{equation*}
e f(\tau)=c_{i} \xi(-\tau)^{-1} \quad \text { with } c_{0}=0, \quad c_{2}=\frac{1}{2}\left(1+\sqrt{1-4 / \xi^{2}}\right), \tag{1.3}
\end{equation*}
$$

where the latter is only possible for $\xi \geq 2$. Beyond this classical motion, the background is also sourced by the fluctuations $\delta A$. These dominate the background evolution around the $c_{0}$-solution, and eventually trigger the transitions from the $c_{0}$ to the $c_{2}$ solution. For details see Sec. 3 .
Out of the six physical degrees of freedom of the gauge field, the most important is the helicity +2 mode $w_{+2}$, which couples directly to the metric tensor mode, sourcing chiral gravitational waves (see also [4.5]). In the $c_{2}$ background solution, its equation of motion

$$
\begin{equation*}
\frac{d^{2}}{d x^{2}} w_{+2}(x)+\left(1-\frac{2 \xi}{x}+2\left(\frac{\xi}{x}-1\right) \frac{c_{2} \xi}{x}\right) w_{+2}(x)=0 \tag{1.4}
\end{equation*}
$$

(where $x=-k \tau$ with $k$ the momentum of the Fourier mode $w_{+2}$ ) has an exact solution in terms of the Whittaker function in the limit of constant $\xi$ :

$$
\begin{equation*}
w_{+2}^{(e)}(x)=\frac{e^{\left(1+c_{2}\right) \pi \xi / 2}}{\sqrt{2 k}} W_{-i \kappa,-i \mu}(-2 i x), \tag{1.5}
\end{equation*}
$$

with $\kappa=\left(1+c_{2}\right) \xi$ and $\mu=\xi \sqrt{2 c_{2}-(2 \xi)^{-2}}$. Due to a tachyonic instability in Eq. (1.4) in between $x_{\text {max, min }}=\left(1+c_{2} \pm \sqrt{1+c_{2}^{2}}\right) \xi$, this solution is strongly enhanced just before horizon crossing. At and after horizon crossing, Eq. (1.5) is well approximated by

$$
\begin{equation*}
\sqrt{2 k} w_{+2}(x) \simeq 2 e^{(\kappa-\mu) \pi} \sqrt{\frac{x}{\mu}} \cos \left[\mu \ln (2 x)+\theta_{0}\right] . \tag{1.6}
\end{equation*}
$$

[^1]With this solution at hand, we can approximately analytically solve the coupled helicity +2 gauge field - gravitational wave system (see Eq. (4.28)), obtaining for the gravitational wave amplitude $w_{+2}^{(\gamma)}$ after freeze-out on super-horizon scales,

$$
\begin{equation*}
\left.x w_{+2}^{(\gamma)}(x)\right|_{x \geq 1} \simeq-\frac{2 H \xi^{5 / 2}}{e} \frac{2^{3 / 4}}{\sqrt{2 k}} e^{(2-\sqrt{2}) \pi \xi}, \tag{1.7}
\end{equation*}
$$

and consequently for the amplitude of the chiral stochastic gravitational wave background (see Eq. (5.23) for details),

$$
\begin{equation*}
\Omega_{\mathrm{GW}} \simeq \frac{1}{24} \Omega_{r}\left(\frac{\xi^{3} H}{\pi M_{P}}\right)_{\xi=\xi_{\mathrm{cr}}}^{2}\left(\frac{2^{7 / 4} H}{e} \xi^{-1 / 2} e^{(2-\sqrt{2}) \pi \xi}\right)_{\xi=\xi_{\mathrm{ref}}}^{2} \tag{1.8}
\end{equation*}
$$

The scalar perturbations are not enhanced at the linear level in the parameter space in the focus of this work. However, non-linear contributions, sourced by two enhanced helicity +2 gauge field modes, yield an exponentially enhanced contribution to the scalar power spectrum. We report analytical estimates for the resulting contribution to the scalar power spectrum in Eq. (5.16).
Combining the results on the background evolution and the analysis of the perturbations, the following picture emerges: At early times, deep in de-Sitter space with small values of $\xi$, the non-Abelian axion inflation model reduces to the Abelian regime. Two factors are necessary to trigger the transition to the inherently non-Abelian regime: The $c_{2}$ solution of the classical background emerges at $\xi \geq 2$ and the gauge field fluctuations have to reach a sufficient amplitude to trigger initial conditions for the classical motion which actually lead to the $c_{2}$ solution. As a proof of concept, we study a parameter example in Sec. 5 in which the CMB scales exit the horizon in the Abelian regime at relatively small $\xi$ (thus ensuring agreement with all CMB observations), whereas smaller scales exit the horizon after the transition to the inherently non-Abelian regime. The resulting scalar and tensor power spectra are strongly enhanced at small scales, see Fig. 5.5 and 5.6.

### 1.2 Notation and conventions

We summarize here the main conventions used throughout this paper. The metric signature is $(-,+,+,+)$ and we mostly employ conformal time $\tau$ instead of cosmic time $t$. Derivatives with respect to the conformal time are denoted by a prime, while derivatives with respect to the cosmic time are denoted by a dot. We often use the dimensionless variable

$$
\begin{equation*}
x=-k \tau . \tag{1.9}
\end{equation*}
$$

The first (second) derivative of the functional $F(\phi)$ with respect to the field $\phi$ is denoted by $F_{, \phi}\left(F_{, \phi \phi}\right)$. The Fourier transform of the function $F(\mathbf{x}, t)$ (or equivalently $F(\mathbf{x}, \tau))$ is given by

$$
\begin{equation*}
F(\mathbf{x}, t)=\int \frac{d^{3} k}{(2 \pi)^{3 / 2}} \tilde{F}(\mathbf{k}, t) e^{-i \mathbf{k} \cdot \mathbf{x}} \tag{1.10}
\end{equation*}
$$

(Anti-)Symmetrization is defined as

$$
\begin{equation*}
S_{(i j)}=\frac{S_{i j}+S_{j i}}{2}, \quad A_{[i j]}=\frac{A_{i j}-A_{j i}}{2} . \tag{1.11}
\end{equation*}
$$

Greek letters refer to space-time indices $(\mu=0,1,2,3)$, roman letters from the beginning of the alphabet refer to gauge indices (e.g. $a=1,2,3$ for a $S U(2)$ gauge group) and roman letters from the middle of the alphabet refer to spatial indices $(i=1,2,3)$. We use the usual conventions for $S U(N)$ gauge fields $\mathbf{A}_{\mu}=A_{\mu}^{a} \mathbf{T}_{a}$. The field strength tensor is defined as

$$
\begin{equation*}
F_{\mu \nu}^{a} \mathbf{T}_{a} \equiv \mathbf{F}_{\mu \nu} \equiv \frac{i}{e}\left[\mathbf{D}_{\mu}, \mathbf{D}_{\mu}\right]=\partial_{\mu} \mathbf{A}_{\nu}-\partial_{\nu} \mathbf{A}_{\mu}-i e\left[\mathbf{A}_{\mu}, \mathbf{A}_{\nu}\right] \tag{1.12}
\end{equation*}
$$

where $e$ is the coupling constant, $\mathbf{T}_{a}$ is the $a$-th generator of the group, $\mathbf{A}_{\mu} \equiv A_{\mu}^{a} \mathbf{T}_{a}$ and where we have used the definition of covariant derivative:

$$
\begin{equation*}
\mathbf{D}_{\mu} \equiv \partial_{\mu}-i e \mathbf{A}_{\mu} \equiv \partial_{\mu}-i e A_{\mu}^{a} \mathbf{T}_{a} \tag{1.13}
\end{equation*}
$$

With the commutation relation

$$
\begin{equation*}
\left[\mathbf{T}_{a}, \mathbf{T}_{b}\right]=i \varepsilon_{a b c} \mathbf{T}_{c} \tag{1.14}
\end{equation*}
$$

the field strength can be expressed as

$$
\begin{equation*}
F_{\mu \nu}^{a}=\partial_{\mu} A_{\nu}^{a}-\partial_{\nu} A_{\mu}^{a}+e \varepsilon^{a b c} A_{\mu}^{b} A_{\nu}^{c} \tag{1.15}
\end{equation*}
$$

The dual tensor to the field strength is defined as

$$
\begin{equation*}
\tilde{F}_{a}^{\mu \nu}=\frac{\varepsilon^{\mu \nu \rho \sigma}}{2 \sqrt{-g}} F_{\rho \sigma}^{a} \tag{1.16}
\end{equation*}
$$

where we use the convention $\varepsilon^{0123}=1$ for the anti-symmetric tensor. Additional conventions related to the computation of the equations of motion in the ADM formalism are reported in App. A.

## 2 The role of gauge fields during inflation

### 2.1 The Abelian limit

In the limit of small gauge couplings and/or small gauge field amplitudes, any non-Abelian $S U(N)$ gauge group will (approximately) act as $N^{2}-1$ copies of an Abelian group. Let us thus, also for later reference, begin by briefly reviewing the case of a pseudoscalar inflaton $\phi$ coupled to an Abelian gauge field $A_{\mu}[35-37$ (for recent analyses see e.g. [6, 7, 16, 38]),

$$
\begin{equation*}
\mathcal{S}=\int \mathrm{d}^{4} x \sqrt{|g|}\left[m_{p}^{2} \frac{R}{2}-\frac{1}{2} \partial_{\mu} \phi \partial^{\mu} \phi-V(\phi)-\frac{1}{4} F_{\mu \nu} F^{\mu \nu}-\frac{\alpha}{4 \Lambda} \phi F_{\mu \nu} \tilde{F}^{\mu \nu}\right] . \tag{2.1}
\end{equation*}
$$

Here $V(\phi)$ denotes the inflaton potential, $F_{\mu \nu}\left(\tilde{F}^{\mu \nu}\right)$ is the (dual) field-strength tensor of the Abelian gauge group and $\alpha / \Lambda$ encodes the coupling between the inflaton and the gauge field. Since $F_{\mu \nu} \tilde{F}^{\mu \nu}$ is CP-odd, it will prove useful to work with the Fourier-modes of the gauge field in the chiral basis,

$$
\begin{equation*}
\vec{A}(\tau, \vec{x})=\int \frac{\mathrm{d}^{3} k}{(2 \pi)^{3 / 2}}\left[\sum_{\lambda= \pm} \tilde{A}_{\lambda}(\tau, \vec{k}) \vec{e}_{\lambda}(\vec{k}) \hat{a}(\vec{k}) e^{i \vec{k} \cdot \vec{x}}+\tilde{A}_{\lambda}^{*}(\tau, \vec{k}) \vec{e}_{\lambda^{\prime}}^{*}(\vec{k}) \hat{a}^{\dagger}(\vec{k}) e^{-i \vec{k} \cdot \vec{x}}\right] \tag{2.2}
\end{equation*}
$$

with the polarization vectors fulfilling $\vec{e}_{\lambda}(\vec{k}) \cdot \vec{k}=0, \vec{e}_{\lambda}(\vec{k}) \cdot \vec{e}_{\lambda^{\prime}}(\vec{k})=\delta_{\lambda \lambda^{\prime}}$ and $i \vec{k} \times \vec{e}_{\lambda}(\vec{k})=\lambda k \vec{e}_{\lambda}(\vec{k})$ with $k=|\vec{k}| . \hat{a}^{(\dagger)}$ denotes the annihilation (creation) operator and $\tilde{A}_{\lambda}(\vec{k})$ the corresponding Fourier coefficients. Here $\vec{k}$ and $\vec{x}$ denote the co-moving wave vector and coordinates,

$$
\begin{equation*}
d s^{2}=g_{\mu \nu} \mathrm{d} x^{\mu} \mathrm{d} x^{\nu}=a^{2}(\tau)\left(-\mathrm{d} \tau^{2}+\mathrm{d} \vec{x}^{2}\right)=a^{2}(\tau) \eta_{\mu \nu} \mathrm{d} x^{\mu} \mathrm{d} x^{\nu} \tag{2.3}
\end{equation*}
$$

with $a(\tau)$ the metric scale factor and $\eta_{\mu \nu}$ the Minkowski metric. Adopting temporal gauge, we have moreover set $A_{0}=0$. The equations of motion for the homogeneous inflaton field and for the gauge field then read,

$$
\begin{align*}
\ddot{\phi}+3 H \dot{\phi}+\frac{\partial V}{\partial \phi} & =\frac{\alpha}{\Lambda}\langle\vec{E} \cdot \vec{B}\rangle,  \tag{2.4}\\
\tilde{A}_{ \pm}^{\prime \prime}(\tau, \vec{k})+\left[k^{2} \mp k \frac{2 \xi}{-\tau}\right] \tilde{A}_{ \pm}^{a}(\tau, \vec{k}) & =0, \tag{2.5}
\end{align*}
$$

where we have introduced the physical 'electric' and 'magnetic' fields as

$$
\begin{equation*}
\vec{E} \equiv-\frac{1}{a^{2}} \frac{\mathrm{~d} \vec{A}}{\mathrm{~d} \tau}, \quad \vec{B} \equiv \frac{1}{a^{2}} \vec{\nabla} \times \vec{A} \tag{2.6}
\end{equation*}
$$

Here and in the following, dots denote derivatives with respect to cosmic time $t$ whereas primes denote derivatives with respect to conformal time $\tau$, where $d t=a d \tau$. The expectation values $\langle\bullet\rangle$ in Eq. (2.4) indicate the spatial average. The parameter $\xi$, encoding the tachyonic instability in Eq. (2.5), is given by

$$
\begin{equation*}
\xi \equiv \frac{\alpha \dot{\phi}}{2 \Lambda H} \tag{2.7}
\end{equation*}
$$

with $H=\dot{a} / a$ denoting the Hubble rate during inflation. In the following we will consider $\dot{\phi}>0$ and hence $\xi>0$ without loss of generality.
In the slow-roll regime, $|\ddot{\phi}| \ll H|\dot{\phi}|,\left|V_{, \phi}\right|$, we can neglect the change of $\xi$ on the time-scales relevant in Eq. (2.5). This enables us to approximately decouple the equations and solve the equation of motion for the gauge fields analytically, with a parametric dependence on the parameter $\xi$,

$$
\begin{equation*}
\tilde{A}_{\lambda}(\tau, k)=\frac{1}{\sqrt{2 k}} e^{\lambda \pi \xi / 2} W_{-i \lambda \xi, 1 / 2}(2 i k \tau) \tag{2.8}
\end{equation*}
$$

Here $W_{k, m}(z)$ is the Whittaker function. For $\lambda=+$ this describes an oscillatory function which starts to grow exponentially around horizon crossing $(k|\tau| \sim 1)$, before becoming approximately constant on super-horizon scales, see Fig. 2.1. The $\lambda=-$ mode does not exhibit this tachyonic instability and remains oscillatory. The overall normalization is obtained by matching to the Bunch-Davies vacuum in the infinite past, namely

$$
\begin{equation*}
\tilde{A}_{\lambda}(\tau, k) \approx \frac{e^{-i k \tau}}{\sqrt{2 k}} \quad \text { as } \tau \rightarrow-\infty . \tag{2.9}
\end{equation*}
$$

The explicit solution (2.8) in turn enables us to explicitly evaluate the right-hand side of Eq. 2.4). For $\xi \gtrsim 3$ this is well approximated by

$$
\begin{equation*}
\langle\vec{E} \cdot \vec{B}\rangle \simeq-2.4 \cdot 10^{-4} \frac{H^{4}}{\xi^{4}} e^{2 \pi \xi} \tag{2.10}
\end{equation*}
$$

Recalling the definition of $\xi$ in Eq. (2.7), this enables us to (numerically) solve Eq. (2.4). The resulting evolution of the Abelian gauge - inflaton system has been studied e.g. in Refs. $3,6,7,12,15,16,18$, obtaining the following key results:

- The tachyonic enhancement of the $A_{+}$modes leads to a significant back-reaction in the equation of motion for $\phi$, which is exponentially sensitive to $\xi$. This can be interpreted as an additional friction term for the inflaton.


Figure 2.1: Enhanced helicity mode described by Eq. 2.8) for different values of $\xi$. The solid (dashed) curves show the absolute value of growing (decaying) component. For a suitable choice of the complex phase of the Whittaker function (see also App. F), the growing (decaying) component is the real (imaginary) part.

- In single field inflation models, $V_{, \phi} / V$ typically increases over the course of inflation, implying an increasing value of $\xi$. Constraints on non-gaussianities in the CMB impose $\xi_{\mathrm{CMB}} \lesssim 2.5$ whereas the back-reaction mentioned above dynamically limits the growth of $\xi$ over the course of 50-60 e-folds of inflation, typically leading to $\xi \lesssim 10$.
- The presence of the gauge fields leads to an additional source term for the scalar and tensor power spectra. Eue to the increasing value of $\xi$ this effect is typically largest at small scales (i.e. towards the end of inflation).

For later reference, let us discuss in detail three quantities which will be relevant for the analysis carried out in the next parts of this work: the gauge field variance, the homogeneity scale and decoherence time.
Variance. Isotropy ensures that averaged over the whole universe $\langle\vec{A}\rangle=0$, but we may estimate the magnitude of the gauge fields in any Hubble patch by computing the variance,

$$
\begin{align*}
\langle 0| \vec{A}(\tau, \vec{x}) \vec{A}(\tau, \vec{x})|0\rangle^{1 / 2} & =\left(\int \frac{\mathrm{d}^{3} k}{(2 \pi)^{3}}\left[\tilde{A}_{+}(\vec{k}) \tilde{A}_{+}^{*}(\vec{k})+\tilde{A}_{-}(\vec{k}) \tilde{A}_{-}^{*}(\vec{k})\right]\right)^{1 / 2} \\
& =e^{\pi \xi / 2} \sqrt{\int \frac{\mathrm{~d} k}{2 \pi^{2}} \frac{k}{2}\left|W_{-i \xi, 1 / 2}(2 i k \tau)\right|^{2}} \\
& =\frac{a H}{2 \pi} e^{\pi \xi / 2} \sqrt{\int \mathrm{~d} x x\left|W_{-i \xi, 1 / 2}(-2 i x)\right|^{2}} \\
& \simeq \frac{1}{(-\tau)} 0.008 \times e^{2.8 \xi}, \tag{2.11}
\end{align*}
$$

where we have introduced $x=-k \tau>0$. Here we set the upper integration limit to $x_{U V}=2 \xi$, so as to not count the vacuum contribution. In agreement with Ref. [38], we find that all the integrals of this type performed in this paper are rather insensitive to the choice of $x_{U V}$ for $\xi \gtrsim 3$.


Figure 2.2: Properties of the gauge fields in the Abelian regime. Left panel: Scale of homogeneity for different values of $\xi$, defined such that $90 \%(95 \%)$ of the energy is contained in modes with $-k \tau=x>x_{90}\left(x>x_{95}\right)$. Right panel: $\left|A_{k}^{\lambda} \pi_{k}^{\lambda}\right|$ for $\xi=0,2,3,4$. Decoherence occurs once $\left|A_{k}^{\lambda} \pi_{k}^{\lambda}\right| \gg 1$.

Homogeneity. The energy density stored in the gauge fields can be computed as $\left(\vec{E}^{2}+\vec{B}^{2}\right) / 2$ with

$$
\begin{align*}
& \frac{1}{2}\left\langle\vec{E}^{2}\right\rangle=\frac{1}{2 a^{4}} \int \frac{d^{3} k}{(2 \pi)^{3}}\left|\frac{\partial \tilde{A}_{+}^{k}(\tau)}{\partial \tau}\right|^{2}=\frac{H^{4}}{8 \pi^{2}} e^{\pi \xi} \int_{0}^{2 \xi} d x x^{3}\left|\frac{\partial W_{-i \xi, 1 / 2}(-2 i x)}{\partial x}\right|^{2}  \tag{2.12}\\
& \frac{1}{2}\left\langle\vec{B}^{2}\right\rangle=\frac{1}{2 a^{4}} \int \frac{d^{3} k}{(2 \pi)^{3}} k^{2}\left|\tilde{A}_{+}^{k}(\tau)\right|^{2}=\frac{H^{4}}{8 \pi^{2}} e^{\pi \xi} \int_{0}^{2 \xi} d x x^{3}\left|W_{-i \xi, 1 / 2}(-2 i x)\right|^{2} \tag{2.13}
\end{align*}
$$

We can now determine for each value of $\xi$, the value of $x_{90}$ for which $90 \%$ of the energy is contained in modes with $x<x_{90}$, see left panel of Fig. 2.2. For any $x>x_{90}$, we can then safely model the gauge field as a homogeneous background field. We conclude that for (the phenomenologically interesting) large values of $\xi \gtrsim 3$, the homogeneity scale lies at $x_{90} \lesssim \mathcal{O}(1)$, so that on sub-horizon scales, this gauge field acts like a homogeneous background field. This approximation becomes better for larger values of $\xi$. For reference, the dashed line in Fig. 2.2 indicates the value of $x$ for which $95 \%$ of the energy is contained within $x<x_{95}$.
Decoherence. For any given mode decoherence is reached if $\left|\tilde{A}_{k}^{\lambda} \pi_{k}^{\lambda}\right| \gg 139$. Using the free-field expression for the conjugate momentum, $\pi_{k}^{\lambda}=\partial_{0} \tilde{A}_{k}^{\lambda}$, the right panel of Fig. 2.2 demonstrates that decoherence is reached at $x \sim \xi$. As a further check, in order to establish the transition to the classical behaviour, we computed the number of particles $n_{k}$ in each mode (see [40]) and we checked at which point the regime $n_{k} \gg 1$ is reached. The results agree with those shown in Fig. 2.2: decoherence is reached at $x \sim \xi$.
In summary, we find that in the Abelian limit, any Hubble patch develops a classical, approximately homogeneous gauge field background, whose average magnitude grows exponentially with $\xi$ as indicated in Eq. 2.11). In the next section, we will highlight the key changes to this picture in the non-Abelian regime.

### 2.2 Non-Abelian regime

Let us now consider the same action as in Eq. 2.1), but now in the case of an $\operatorname{SU}(2)$ gauge group,

$$
\begin{align*}
\mathcal{S} & =\int \mathrm{d}^{4} x \sqrt{|g|}\left[m_{p}^{2} \frac{R}{2}-\frac{1}{2} \partial_{\mu} \phi \partial^{\mu} \phi-V(\phi)-\frac{1}{4} F_{\mu \nu}^{a} F_{a}^{\mu \nu}-\frac{\alpha}{4 \Lambda} \phi F_{\mu \nu}^{a} \tilde{F}_{a}^{\mu \nu}\right] \\
& \equiv \int d^{4} x \sqrt{-g}\left[\mathcal{L}_{\mathrm{EH}}+\mathcal{L}_{\phi}+\mathcal{L}_{\mathrm{YM}}+\mathcal{L}_{\mathrm{CS}}\right] . \tag{2.14}
\end{align*}
$$

The resulting equations of motion for the homogeneous inflaton field $\phi(\tau)$ and the gauge fields $A_{\mu}^{a}(\tau, \vec{x})$ read:

$$
\begin{equation*}
\ddot{\phi}+3 H \dot{\phi}+V_{, \phi}+\frac{\alpha}{4 \Lambda} \frac{\varepsilon^{\mu \nu \rho \sigma}}{a^{3}(t)} F_{\mu \nu}^{a} F_{\rho \sigma}^{a}=0, \tag{2.15}
\end{equation*}
$$

and

$$
\begin{gather*}
\eta^{\nu \sigma}\left\{\square A_{\sigma}^{a}-\partial_{\sigma}\left(\partial_{\mu} \eta^{\mu \rho} A_{\rho}^{a}\right)+e \varepsilon^{a b c} \eta^{\mu \rho}\left[2 A_{\rho}^{b} \partial_{\mu} A_{\sigma}^{c}+\left(\partial_{\mu} A_{\rho}^{b}\right) A_{\sigma}^{c}-A_{\mu}^{b} \partial_{\sigma} A_{\rho}^{c}\right]+\right. \\
\left.+e^{2} \eta^{\mu \rho}\left[A_{\rho}^{a}\left(A_{\mu}^{b} A_{\sigma}^{b}\right)-A_{\sigma}^{a}\left(A_{\mu}^{b} A_{\rho}^{b}\right)\right]\right\}+\frac{\alpha}{2 \Lambda} \phi^{\prime} \varepsilon^{0 \nu j k}\left[2 \partial_{j} A_{k}^{a}+e \varepsilon^{a b c} A_{j}^{b} A_{k}^{c}\right]=0, \tag{2.16}
\end{gather*}
$$

where we have introduced the $\square$-operator defined as usual as $\square \equiv g^{\mu \nu} \partial_{\mu} \partial_{\nu}$ which here is expressed in co-moving coordinates.

The non-linear equation (2.16) is highly sensitive to the presence of a gauge field background as described in Sec. 2.1. An exact treatment of the system requires solving the non-linear coupled system of equations of motions in an exponentially expanding background, a very challenging task. Instead we will work in a linear approximation (as in Refs. [4, 5, 22]), expanding the gauge fields around a homogeneous background, denoted by $A^{(0)}(\tau)$, so that

$$
\begin{equation*}
A(\tau, \vec{x})=A^{(0)}(\tau)+\delta A(\tau, \vec{x}) . \tag{2.17}
\end{equation*}
$$

We will discuss the (classical) evolution of the background in Sec. 3 and the (quantum) evolution of the fluctuations in Sec. 4 . This treatment is valid as long as the evolution of the background is indeed governed by the classical equation of motion, i.e. as long as the growth of the fluctuations does not overcome the classical motion. To make the overall picture clear from the start, we highlight in the following some of the key results, the derivation of these will follow in Secs 3 and 4 correspondingly. We find that the background field dynamically evolves towards an isotropic configuration with two distinct asymptotic behaviours. On the one hand, for small initial conditions, the co-moving background evolves towards a constant value, and thus remains small compared to tachyonically enhanced fluctuations, see Eq. 2.11). In this regime, we are essentially back in the Abelian limit, i.e. the fluctuations are well described by Eq. (2.8) with 3 enhanced and 3 oscillating modes ${ }^{4}$. On the other hand,
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Figure 2.3: Sketch of the evolution of the average magnitude of the gauge fields from the Abelian to the non-Abelian regime. The vertical line marks the transition from the Abelian limit to the full non-Abelian theory, the gray circle indicates the requirement of matching the initial conditions accordingly. In the non-Abelian regime, the fluctuations grow slower, but may nevertheless at some point overcome the classically evolving background. This region of parameter space is beyond the scope of the present paper, as indicated by gray shaded region.
for sufficiently large initial conditions (and only if $\xi \geq 2$ ), there is an asymptotic solution for the background which grows as $1 /|\tau|$. In this regime, the background significantly modifies the equation of motion for the fluctuations. Consequently, we find that only a single gauge field mode is enhanced, and the enhancement is moreover significantly suppressed compared to the Abelian case. Given the strong gauge field production in the Abelian regime and the increasing value of $\xi$ over the course of inflation, eventually the growing background solution will be triggered. The point at which this happens depends on the gauge coupling $e$ and the CP-violating coupling $\alpha / \Lambda$. A sketch of this overall picture is given in Fig. 2.3.

## 3 The non-Abelian homogeneous gauge-field background

In this section we study the classical evolution of the non-Abelian gauge field background. In Sec. 3.1 we will discuss three distinct types of solutions. Among these, of particular interest is the type of solution which, in terms of comoving quantities, describes a background gauge field growing proportionally to the scale factor $a(\tau)$, or equivalently $y^{5}$ proportionally to $(-\tau)^{-1}$. We will show that this solution is only possible for $\xi \geq 2$, is stable under perturbations, and we will specify the necessary

[^3]conditions on the initial conditions to reach this type of solution. To this end we discuss the different types of solutions both at early and at late times. We close Sec. 3.1 by showing a phase space diagram of these solutions, illustrating the different the different types of solutions as well as the behaviour at early and late times. Based on this in-depth study of the non-equilibrium behavior of the classical equation of motion we will conclude that

- Once the magnitude of initial conditions reaches a particular threshold, the classical equation of motion for the gauge-field background evolves with high probability towards a growing homogeneous and isotropic background solution.

These initial conditions in turn are understood to be sourced by the enhanced gauge field perturbations generated before this growing solution developed. These perturbations will be the topic of Sec. 4. For now, we will only note that in the far past, these fluctuations are well described by the Abelian limit discussed in Sec. 2.1.

The analysis of Sec. 3.1 will assume an isotropic gauge field background. We will justify this in Sec. 3.2 by demonstrating that once a growing homogeneous background solution is triggered, the homogeneous background evolves towards isotropy. We will further see in Secs. 4 and 5, that this background suppresses the gauge field fluctuations. We therefore conclude that after the homogeneous background is triggered, the dynamics of the gauge-field background are accurately captured by the classical equation of motion for a homogeneous and isotropic gauge-field.

We conclude this discussion in Sec. 3.3 by including the dynamical evolution of the inflaton background. Technical details required to obtain the results of this section are relegated to Apps. Dand E

### 3.1 Equation of motion for an isotropic gauge-field background

In this section, we consider in detail the equation of motion for the non-Abelian gauge field background $A^{(0)}$. (For context, see the discussion around Eq. 2.17).) This is the zeroth order part of our approximation, so we ignore for now the inhomogeneous first-order perturbations $\delta A$ which we will add later in Sec. 4. We make the following explicit assumptions on the background field:

- The background gauge field $A^{(0)}$ is homogeneous and isotropic. (We will show in Sec. 3.2 that isotropy is a valid assumption in our regime of interest. For a discussion on homogeneity in the Abelian limit, see Section 2.1.)
- The inflaton field $\phi$ is homogeneous and evolves in the slow-roll regime. In particular, we consider $\xi$ to be constant. (See Eq. (2.7) and the subsequent comments.)

Any gauge field $A^{(0)}$ which is homogeneous and isotropic has (after applying a gauge transformation if needed) spatial components of the form

$$
\begin{equation*}
\left(A^{(0)}\right)_{i}^{a}=\delta_{i}^{a} f(\tau) . \tag{3.1}
\end{equation*}
$$

We emphasize that although we make use of gauge freedom to express $A^{(0)}$ in this form, we have imposed no gauge-fixing condition.

The corresponding equation of motion for $f(\tau)$ is

$$
\begin{equation*}
\frac{d^{2}}{d \tau^{2}} e f(\tau)+2(e f(\tau))^{3}-\frac{2 \xi}{-\tau}(e f(\tau))^{2}=0 \tag{3.2}
\end{equation*}
$$

obtained by inserting Eq. (3.1) into Eq. (2.16). Our task is now to analyze the qualitative behavior of solutions to this ordinary differential equation, where $e$ and $\xi$ are constants.
It is helpful to observe the following symmetries of this equation.

- There is always a factor of $e$ wherever $f(\tau)$ appears. Consequently, we focus our analysis on the quantity "ef( $\tau$ " instead of " $f(\tau)$." The coupling constant $e$ is nothing but a scale factor.
- The substitution

$$
\begin{align*}
e f(\tau) & \mapsto-e f(\tau)  \tag{3.3}\\
\xi & \mapsto-\xi \tag{3.4}
\end{align*}
$$

preserves solutions of Eq. (3.2). Thus solutions with $\xi<0$, are identical (up to a sign) to solutions with $\xi>0$. Thus, as in Section 2.1 we assume without loss of generality that $\xi \geq 0$.

- For any positive real number $\lambda$, the substitution

$$
\begin{equation*}
e f(\tau) \mapsto \lambda e f(\lambda \tau) \tag{3.5}
\end{equation*}
$$

preserves solutions of Eq. (3.2). This is easily understood as follows in terms of physical quantities (as opposed to comoving quantities). If we define

$$
\begin{equation*}
(-\tau H) e f(\tau)=H g(N), \text { where } \tau=\tau_{0} e^{N} \tag{3.6}
\end{equation*}
$$

so that $N$ is the usual measure of e-folds during inflation, $N=-H d t$, then Eq. (3.2) becomes

$$
\begin{equation*}
\frac{\mathrm{d}^{2}}{\mathrm{~d} N^{2}} g(N)-3 \frac{\mathrm{~d}}{\mathrm{~d} N} g(N)+2 g(N)\left(g(N)^{2}-\xi g(N)+1\right)=0 . \tag{3.7}
\end{equation*}
$$

This is an autonomous ${ }^{6}$ equation, so solutions are invariant under time translations of the form $g(N) \mapsto g(N+\ln \lambda)$. With comoving quantites, these time translations correspond precisely to the transformation (3.5). When this transformation is applied in the limit $\lambda \rightarrow 0^{+}$, it corresponds to the limiting behavior as $\tau \rightarrow 0^{-}$(i.e. to the asymptotic future). Note that Refs. [4, 5, 20, 22] work directly with the physical gauge field background $g(N)$. When studying the asymptotic future it is more convenient to work with $g(N)$. However, we find that $e f(\tau)$ is more natural for studying the far past.

### 3.1.1 Three distinct types of solutions

## Typical behavior of solutions

Before rigorously analyzing the behavior of solutions, we begin with an informal discussion of the two most common types of solution to Eq. (3.2). Typical examples of these are depicted as solid black lines in Fig. 3.1. Details and proofs will be provided below.
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Figure 3.1: Typical solutions for the classical gauge field background. The thicker black curve $(\lambda=1)$ is obtained by numerically solving Eq. 3.2 for specific (but generic) initial conditions. The other curves, obtained by applying the transformation of symmetry in Eq. (3.5), allow to depict this solution at different points in time. The left panel shows a typical example of a bounded solution, the right panel a typical example of a growing background solution.

For large negative values of $\tau$ (the far past), solutions are typically oscillatory of a fixed amplitude. We caution the reader that in our model, this oscillatory behavior does not actually occur in the far past. This is because at early times, the gauge-field background is dominated by small but growing fluctuations from superhorizon modes, and so the classical equation of motion breaks down there.
On the other hand, we shall be primarily concerned with what happens as $\tau \rightarrow 0^{-}$(the asymptotic future), and the influence of the initial conditions on this behavior. Based on the two parameters which determine the initial conditions, we can divide solutions into three categories based on their behavior as $\tau \rightarrow 0^{-}$.
$c_{0}$-type solutions The function $e f(\tau)$ remains bounded, and $e f(\tau)$ converges to a finite value as $\tau \rightarrow 0^{-}$. In this case, the physical gauge field background $f(\tau) / a(\tau)$ approaches zero and will remain small compared to the tachyonically enhanced gauge field fluctuations, see Eq. 2.11).
$c_{2}$-type solutions The function $e f(\tau)$ is unbounded as $\tau \rightarrow 0^{-}$. In this case, the growth of $e f(\tau)$ is always proportional to $(-\tau)^{-1}$. These are the growing background solutions which will be most relevant throughout this work, and which are responsible for the inherently non-Abelian regime of CNI. The physical gauge field background $f(\tau) / a(\tau)$ approaches a positive constant.
$c_{1}$-type solutions These solutions form the "saddle points" between $c_{0}$-type and $c_{2}$-type solutions. They arise only with finely-tuned initial conditions. Just like $c_{2}$-type solutions, their growth is proportional to $(-\tau)^{-1}$ as $\tau \rightarrow 0^{-}$, however with a smaller proportionality constant.

Asymptotic formulas for these three families of solutions are given in Appendix D.1.
Our central questions are as follows:

1. Given initial conditions for a solution to Eq. (3.2), will the solution be $c_{0}$-type or $c_{2}$-type?
2. For which initial conditions is the solution oscillatory? When so, at what time do the oscillations stop?

## Ansatz

We can write down up to three explicit solutions to Eq. (3.2) with the ansatz

$$
\begin{equation*}
e f(\tau)=c \xi /(-\tau), \tag{3.8}
\end{equation*}
$$

where $c$ is a constant. Solutions of this form arise by rescaling any general solution of Eq. (3.2) to its $\tau \rightarrow 0^{-}$limit, namely by applying the transformation Eq. (3.5) in the limit as $\lambda \rightarrow 0$. (This fact is part of Theorem 2, and can be readily verified from the formulas of Appendix D.1) Indeed, functions of the form of this ansatz are precisely the fixed points of Eq. (3.5).
We obtain a solution to Eq. (3.2) when $c$ is one of

$$
\begin{equation*}
c_{0}=0, \quad c_{1}=\frac{1}{2}\left(1-\sqrt{1-4 / \xi^{2}}\right), \quad c_{2}=\frac{1}{2}\left(1+\sqrt{1-4 / \xi^{2}}\right), \tag{3.9}
\end{equation*}
$$

motivating the nomenclature introduced above. Note that since $f(\tau)$ must be real, the $c_{1}$ and $c_{2}$ solutions exist only when $\xi \geq 2$. In this case,

$$
\begin{equation*}
0+\xi^{-2}<c_{1} \leq \frac{1}{2} \leq c_{2}<1-\xi^{-2} \tag{3.10}
\end{equation*}
$$

and asymptotically as $\xi \rightarrow \infty$ we have

$$
\begin{equation*}
c_{1}=0+\xi^{-2}+O\left(\xi^{-4}\right), \quad c_{2}=1-\xi^{-2}+O\left(\xi^{-4}\right) . \tag{3.11}
\end{equation*}
$$

The reader will find it especially useful to keep in mind that $c_{2} \approx 1$ for large $\xi$.
We shall see in Sec. 3.1.2 that the $c_{0}$ and $c_{2}$ solutions are stable under all small perturbations of the initial conditions. Thus they both have a two-parameter basin of attraction. The $c_{1}$-solution is stable under just one direction of perturbations, so it is just part of a one-parameter family. Appendix D. 1 contains explicit asymptotic formulas for these families. The structure of these families is explained in Sec. 3.1.2
The $c_{2}$ solution (which exists only when $\xi \geq 2$ ) plays a central role in our story because it is an explicit stable and growing solution:

$$
\begin{equation*}
e f(\tau)=c_{2} \xi /(-\tau)=\frac{\frac{1}{2}\left(1+\sqrt{1-4 / \xi^{2}}\right) \xi}{-\tau} . \tag{3.12}
\end{equation*}
$$

Note We refer to the three particular solutions

$$
\begin{equation*}
e f(\tau)=c_{i} \xi /(-\tau), \quad i \in\{1,2,3\} \tag{3.13}
\end{equation*}
$$

respectively as the $c_{0}$ solution (or simply the zero solution), the $c_{1}$ solution and the $c_{2}$ solution. In contrast there are three families of $c_{i}$-type solutions, of which the $c_{i}$ solutions are respective members. A $c_{i}$-type solution approaches the corresponding $c_{i}$ solution in the asymptotic future. More details on the families of $c_{i}$-type solutions are given in Appendix D.1.

## Oscillatory behavior

We remind the reader that although the oscillatory regime for the classical background field equation Eq. (3.2) which we describe in this subsection extends to the infinite past, our model does not obey this classical equation at early times (see page 14). Nevertheless we will discover in Sec. 3.1.2 how the mathematical analysis of the oscillatory regime in the infinite past provides a nice criterion for determining which initial conditions lead to either $c_{0}$-type solutions or $c_{2}$-type solutions. The oscillatory behavior of solutions is explained by the following conjecture.

Conjecture 1. Any particular solution ef( $\tau$ ) to Eq. (3.2) has two associated constants:

- $\omega \geq 0$,
- $u_{0} \in[0,5.244)$.

These constants depend on the solution, so they are determined once initial conditions are fixed. The solution can be written in the form

$$
\begin{equation*}
e f(\tau)=\omega \cdot \operatorname{sn}\left(\omega \tau+u_{0}\right)+\epsilon(\tau), \tag{3.14}
\end{equation*}
$$

for some function $\epsilon(\tau)$ which satisfies

$$
\begin{equation*}
|\epsilon(\tau)| \leq \frac{4 \xi}{-3 \tau} . \tag{3.15}
\end{equation*}
$$

Here $\operatorname{sn}(u)$ denotes the Jacobi $\operatorname{sn}(u \mid m)$ function with argument $m=-1$. We recall that the Jacobi sn function with argument $m$ is periodic with quarter-period given by the complete elliptic integral $K(m)$. The precise range for the periodic parameter $u_{0}$ is thus $[0,4 K(-1))$. The constant $\omega$ is always uniquely determined by initial conditions. The constant $u_{0}$ is uniquely determined when $\omega \neq 0$.
The parameters $\left(\omega, u_{0}\right)$ transform under Eq. (3.5) as

$$
\begin{equation*}
\left(\omega, u_{0}\right) \mapsto\left(\lambda \omega, u_{0}\right) . \tag{3.16}
\end{equation*}
$$

This conjecture tells us that when $\omega>0, e f(\tau) \approx \omega \cdot \operatorname{sn}\left(\omega \tau+u_{0}\right)$ when $|\epsilon(\tau)| \ll \omega$. In particular combining this with Eq. (3.15), oscillation occurs at early times when

$$
\begin{equation*}
\tau \ll-\frac{\xi}{\omega}, \tag{3.17}
\end{equation*}
$$

which is the definition of the oscillatory regime. In the case $\omega=0$ we have simply that $|e f(\tau)| \leq$ $\frac{4}{3} \xi /(-\tau)$ so that there are no oscillations.
This conjecture is expected to hold for the following reasons. Firstly, the conjecture respects (3.5): $e f(\tau)$ satisfies the conjecture if and only if $\lambda e f(\lambda \tau)$ does as well. Secondly, in the oscillatory regime, the last term in Eq. (3.2) is negligible, so that $e f(\tau)$ behaves like a quartic oscillator, whose solution is given by Eq. (3.14) with $\epsilon(\tau)=0$. Outside the oscillatory regime, $f(\tau)$ grows at most like the $c_{2}$ solution, plus perturbations. The factor of $\frac{4}{3}$ seems to be sufficient to encompass all such perturbations, and we have verified this numerically.
We remark that this conjecture is consistent with the results obtained with the ansatz (3.8). Namely the $c_{i}$ solutions correspond to $\omega=0$ and $\epsilon(\tau)=e f(\tau)=c_{i} \xi /(-\tau)$. To explain why $\omega=0$ is necessary
for the $c_{i}$ solutions, recall that the $c_{i}$ solutions are fixed points of the transformation Eq. (3.5). Thus by Eq. (3.16) we have $\omega=\lambda \omega$ for all positive $\lambda$, and hence $\omega=0$. Regarding $\epsilon(\tau)$, it satisfies Eq. (3.15) because $\left|c_{i}\right| \leq \frac{4}{3}$.
Eq. (3.17) is unfortunately not very practical for determining the oscillatory regime for a given solution because $\omega$ is difficult to compute. As a remedy, the following theorem provides a very simple criterion in terms of just $e f(\tau)$ and $e f^{\prime}(\tau)$. It introduces a function $\omega_{1}(\tau)$ which serves as an approximation to the constant $\omega$.

Theorem 1. (Criterion for oscillation) Let $e f(\tau)$ be a particular solution to Eq. (3.2). Define the associated function

$$
\begin{equation*}
\omega_{1}(\tau) \equiv \sqrt[4]{\left(e f^{\prime}(\tau)\right)^{2}+(e f(\tau))^{4}} \tag{3.18}
\end{equation*}
$$

Then

$$
\begin{equation*}
\omega=\lim _{\tau \rightarrow-\infty} \omega_{1}(\tau), \tag{3.19}
\end{equation*}
$$

where $\omega$ is the number defined in Conjecture 1. Furthermore, the solution is oscillatory (i.e. $\omega>0$ ) if there exists any time $\tau$ such that either

- $\omega_{1}(\tau)>0$ when $0 \leq \xi<2$, or
- $\omega_{1}(\tau)>\frac{4}{3} \xi /(-\tau)$.

The proof is given in Appendix D.2
The criterion of this theorem may be used to identify the transition between the oscillatory and non-oscillatory time as occuring when

$$
\begin{equation*}
\sqrt[4]{\left(e f^{\prime}(\tau)\right)^{2}+(e f(\tau))^{4}} \approx \frac{4 \xi}{-3 \tau} \tag{3.20}
\end{equation*}
$$

This answers the second question of page 15 . As will become clear from the discussion in Sec. 3.1.2, we can use this to estimate the necessary amplitude of the gauge field fluctuations which is required to trigger a growing $c_{2}$-type solution.
Here we pause to take account of the various notions of "oscillatory" that we have developed so far. Such a solution is, according to Conjecture 1, oscillatory in the far past if the constant $\omega$ associated to the solution is positive. In that case, the solution is oscillatory when $\tau \ll-\frac{\xi}{\omega}$. Thus $-\omega \tau \sim \xi$ sets the scale of the transition. Finally, a particular criterion which is well-suited for checking initial conditions for oscillatory behavior is $-\tau \omega_{1}(\tau)>\frac{4}{3} \xi$ with $\omega_{1}(\tau)$ defined in Eq. (3.18).
For solutions with $\omega \neq 0$, we may normalize the amplitude of oscillations to $\omega=1$ by applying the transformation of Eq. (3.5) with $\lambda=\omega^{-1}$. (In terms of the physical quantities, this entails time-shifting the solutions so that they all exit the oscillatory regime at the same point in time.) This enables us to show how the solutions of Eq. (3.2) (normalized to $\omega=1$ ) depend the remaining free phase parameter $u_{0}$, see Fig. 3.2. Again we note that the left panels with $\xi=1$ do not admit unbounded solutions as $\tau \rightarrow 0^{-}$, whereas the right panels $(\xi=3)$ admit both bounded and un-bounded solutions. The value of $u_{0}$ is color coded, and we point out that for $\xi=3$, the $c_{0}$-type solutions have colors which range


Figure 3.2: Systematic study of all possible solutions to the classical background equation 3.2 for two different values of $\xi$. All solutions have been normalized to unit amplitude $(\omega=1)$ and the phase $u_{0}$ is indicated by color. The lower panels are obtained from the upper panels by multiplication with $\xi^{-1} \tau$. This illustrates that the limiting values as $\tau \rightarrow 0^{-}$are $c_{0}, c_{1}$ or $c_{2}$, and the value of the phase $u_{0}$ determines which of these $c_{i}$ is reached. The two special $c_{1}$-type solutions are indicated by thicker lines.
only from orange-red to yellow-green. More precisely, this is the interval $u_{0} \in(0.136,1.409)$, which is approximately one fourth of the phase range. When $\xi=3$ and the phase $u_{0}$ is random, the probability of a $c_{0}$-type solution is $24.3 \%$, and the probability of a $c_{2}$-type solution is $75.7 \%$.
The distinct categories of solutions are particularly evident in the lower panels of Fig. 3.2 depicting the physical gauge field amplitude. This is at the core of the following theorem:

Theorem 2. When $\xi \neq 2$, all solutions of Eq. (3.2) satisfy

$$
\begin{equation*}
\lim _{\tau \rightarrow 0^{-}}-\tau e f(\tau)=c_{i} \xi \tag{3.21}
\end{equation*}
$$

for some $i \in\{0,1,2\}$, where $c_{i}$ is defined in Eq. (3.9). Furthermore, the $\lambda \rightarrow 0$ limit of the transformation Eq. (3.5) applied to any solution of Eq. (3.2) is the corresponding $c_{i}$ solution.

The proof is provided in Appendix D.3, and uses the machinery developed in Sec. 3.1.2.
This theorem gives us a way to classify solutions into three distinct categories. Solutions with generic initial conditions are always of type $c_{0}$ or $c_{2}$. Fine-tuning the phase $u_{0}$ to achieve a solution exactly


Figure 3.3: Parameter space leading a growing ( $c_{2}$-type) solution for the classical background gauge field. The colored curves indicate the phase (normalized $\bmod 1$ ) of the two $c_{1}$-type solutions as a function of $\xi$. Note that the $y$-axis has period 1 . The gray and white regions respectively indicate $c_{0}$ - and $c_{2}$-type solutions.
between $c_{0}$ and $c_{2}$ leads to exactly two values of the phase which correspond to " $c_{1}$-type solutions." The corresponding red and green curves in the lower panels of Fig. 3.2 are indicated with thicker lines. Fig. 3.3 quantifies the phase intervals leading to the $c_{0}$ and $c_{1}$-type solutions, respectively, generalizing the above results to the entire $\xi$-range of interest. We note in particular that for $\xi \gtrsim 4$, the $c_{0}$-type solution becomes highly unlikely for random initial conditions. This will be a crucial ingredient in answering the first question on page 15 .

### 3.1.2 Phase space diagram

## Change of variables

As we saw in Eq. (3.6), there is a change of variables which puts Eq. 3.2 into the form of an autonomous system. Thus the dynamics are captured by a 2 -dimensional phase space diagram. This will enable us to re-phrase the results obtained in Sec. 3.1.1 in a more intuitive way.
Rather than choose $\left(g(N), g^{\prime}(N)\right)$ as phase space coordinates, we find a different choice more convenient. In particular, we choose

$$
\begin{equation*}
q(\tau) \equiv\left(\tau / \tau_{0}\right) e f(\tau), \quad p(\tau) \equiv\left(\tau / \tau_{0}\right)^{2} e f^{\prime}(\tau), \quad \tau_{0} \equiv-1 \tag{3.22}
\end{equation*}
$$

where $\tau_{0}$ is an arbitrary constant which for simplicitly we have set to -1 . The equations of motion under these new coordinates then become

$$
\begin{equation*}
\frac{d q}{d \tau}=\frac{p(\tau)-q(\tau)}{-\tau}, \quad \frac{d p}{d \tau}=\frac{-2\left(q(\tau)^{3}-\xi q(\tau)^{2}+p(\tau)\right)}{-\tau} . \tag{3.23}
\end{equation*}
$$

The denominator of $-\tau$ can be eliminated via the substitution $\tau=-e^{-v}$, rendering the system autonomous:

$$
\begin{equation*}
\frac{d q}{d v}=p-q, \quad \frac{d p}{d v}=-2\left(q^{3}-\xi q^{2}+p\right) \tag{3.24}
\end{equation*}
$$

The transformation Eq. (3.5) now corresponds to the time-translation

$$
\begin{equation*}
v \mapsto v-\ln \lambda . \tag{3.25}
\end{equation*}
$$

This differential equation is solved by the flow lines of the vector field

$$
\begin{equation*}
\left(p-q,-2\left(q^{3}-\xi q^{2}+p\right)\right), \tag{3.26}
\end{equation*}
$$

in the $q-p$ plane.
We now begin a complete classification of solutions to Eq. 3.2 based on an analysis of this vector field (3.26). For simplicity we exclude the degenerate case when $\xi=2$ exactly.
The zeroes of this vector field are readily verified to be

$$
\begin{equation*}
(q, p)=\left(c_{i} \xi, c_{i} \xi\right), \tag{3.27}
\end{equation*}
$$

for $c_{i}$ defined by Eq. (3.9), and the corresponding constant trajectories are, up to the change of variables, the $c_{i}$ solutions of Eq. (3.9). Therefore for $\xi<2$ there is a unique zero of (3.26) at $(q, p)=(0,0)$. At $\xi=2$, a pair of zeroes are created at $(1,1)$ corresponding to the $c_{1}$ and $c_{2}$ solutions. Thus for $\xi>2$ there are three zeroes. The zeroes at $\left(c_{0} \xi, c_{0} \xi\right)$ and $\left(c_{2} \xi, c_{2} \xi\right)$ are stable, while $\left(c_{1} \xi, c_{1} \xi\right)$ is a saddle point. Thus the stable trajectories of $c_{0}$ and $c_{2}$ form two-parameter families, while the stable trajectories of $c_{1}$ form a only one-parameter family. These families correspond to the " $c_{i}$-type solutions" described on page 14

## Visualizing solutions with a phase-like diagram

Using the change of variables from Eq. (3.22), we can visualize the structure of solutions to Eq. (3.2) in a very effective manner. Solutions to Eq. (3.2) can be plotted, via the change of variables, as trajectories in the $q-p$ plane. Two solutions parameterize the same trajectory if and only if they are related by Eq. (3.5). In this case, they are related by a shift in the time variable $v$ according to Eq. (3.25). In the first row of Fig. 3.4 we plot various such trajectories. Since the phase $u_{0}$ defined by Conjecture 1 is invariant under Eq. (3.5), each trajectory has a well-defined phase which is indicated by color in the first row of Fig. 3.4, with the same color coding as in Fig. 3.2. Oscillation is represented by the spirals in the top right panel of Fig. 3.4. Solutions spiral inwards along a trajectory of fixed color, and each crossing of the $p$-axis corresponds to a zero of the solution.

Already at this point, since no two trajectories are allowed to cross, we observe that the boundary between the basins of attraction for the $c_{0}$-type solutions and the $c_{2}$-type solutions is given precisely by the two trajectories of $c_{1}$-type solutions (plus of course their limit point, which corresponds to the $c_{1}$-solution.) These are depicted as red and green lines in the second row of Fig. 3.4.
We can construct a natural coordinate system on the $q-p$ plane by taking a coordinate complementary to the phase $u_{0}$. The complementary invariant $\omega$ of solutions is not a suitable candidate, because it transforms nontrivially under Eq. (3.5) according to Eq. (3.16). The quantity $-\omega \tau$ is however invariant under Eq. (3.5), and level curves are shown in the last row of Fig. 3.4 (with a spacing of $N / 10$, see Eq. (3.6). For a given trajectory, these level curves correspond to contours of fixed time, and hence


Figure 3.4: Evolution of the background gauge field in phase space, depicted by trajectories of the vector field Eq. 3.26. for $\xi=3$. The dots are zeroes of the vector field, corresponding to the $c_{i}$ solutions of Sec. 3.1.1 The left column shows the non-oscillatory regime around the zeroes, whereas the right column is a zoomed-out view showing the oscillatory regime. The second row shows some special trajectories, the third row depicts contours of constant $-\omega \tau$. For details see text.


Figure 3.5: Summary of the evolution of the background gauge field. The colored lines are trajectories of the classical background field evolution in phase space, with the color coding corresponding to different phases $u_{0}$ as in Fig. 3.2. The black curves are contours of constant $-\omega \tau$.
the speed of approach to the respective $c_{i}$ solution in encoded in the spacing of these level curves. The contour $\omega \tau=-\xi$ is highlighted in orange, indicating the transition between the oscillatory and the non-oscillatory regime (see Eq. (3.16)). Moreover, we indicate the level curves of $\left(-\tau \omega_{2}\right)$ (see Eq. (D.8) as dashed lines, showing the excellent agreement between $\omega$ and the auxiliary function $\omega_{2}$ in the oscillatory regime.
The resulting coordinate system is degenerate at $\omega=0$. In the left panel of the middle row of Fig. 3.4, we show the $\omega=0$ solutions corresponding to the two vacuum-to-vacuum transitions which tunnel from the $c_{1}$ solution in the infinite past to either the $c_{0}$ solution or $c_{2}$ solution in the asymptotic future as gray curves.
The asymptotic formula for the two such trajectories is Eq. (D.7) with $\rho>0$ and $\rho<0$ respectively. These instanton-type solutions, together with all the $c_{i}$ solutions (which are the limit points), are all of the only non-oscillatory solutions to Eq. (3.2).
In this way, we understand the structure of all the solutions to Eq. (3.2) and how they fit together. The results are summarized in Fig. 3.5, which simply combines the first and last row of Fig. 3.4 We see how if initial conditions are chosen to be oscillatory, they will spiral inwards towards either the $c_{0}$ or the $c_{2}$ solution. Finally, recall from Fig. 3.3 that $c_{2}$ is favored, overwhelmingly so as $\xi$ increases. This explains why Eq. 3.20 can be used a a criterion for the required magnitude of the initial conditions necessary to trigger a growing $c_{2}$-type solution.
We note here that $c_{1} \approx 0$ for large $\xi$, and hence the basin of attraction for $c_{2}$ comes very close to the $c_{1}$ solution. Thus it is quite likely that gauge-field fluctuations will trigger a $c_{2}$-type solution even before the oscillatory regime is entered. But given that the fluctuations grow exponentially with $\xi$ we only need an order-of-magnitude estimate for the transition time.

### 3.2 Anisotropic background fields

Until now, throughout our analysis of the homogenous background we have assumed isotropy, so that

$$
\begin{equation*}
\left(A^{(0)}\right)_{i}^{a}=\delta_{i}^{a} f(\tau) . \tag{3.28}
\end{equation*}
$$

Here we first consider anisotropic perturbations of the homogeneous background to linear order. As a verification, we numerically solve the full nonlinear equations of motion for a homogeneous anisotropic background. In both cases we observe the decay of anisotropies whenever a $c_{2}$-type solution develops. This justifies assuming isotropy when discussing $c_{2}$-type solutions.

## Anisotropic perturbations to linear order

We begin with the scalar vector tensor (SVT) decomposition ansatz. $7^{7}$

$$
\begin{equation*}
\left(A^{(0)}\right)_{i}^{a}=f(\tau) \delta_{i}^{a}+\left(v^{j}(\tau) \varepsilon_{i j a}+T_{i}^{a}(\tau)\right) \epsilon+O\left(\epsilon^{2}\right) \tag{3.29}
\end{equation*}
$$

It's implicit here that the three $\left(A^{(0)}\right)_{0}^{a}$ components are determined by the equation of motion (as constraint equations). Expanding out the remaining nine equations of motion, we obtain Eq. (3.2), together with $\epsilon$ multiplied by the rank-five equation

$$
\begin{equation*}
T^{\prime \prime}+\frac{2 \xi}{-\tau} e f(\tau) T=0 \tag{3.30}
\end{equation*}
$$

We find no equations of motion involving $v^{j}(\tau)$, indicating that they are the gauge degrees of freedom. The remaining three equations are equivalent to $0=0$.
As the isotropic component $f(\tau)$ grows in the positive direction, WKB theory dictates that $T$ decays in proportion to $\left(-\tau^{-1} f(\tau)\right)^{-1 / 4}$ (see Eq. (F.33). Thus when $e f(\tau)$ is any $c_{2}$-type solution, $T$ decays in proportion to $\sqrt{-\tau}$. In the case of the $c_{2}$ solution, the exact solution is for $T(\tau)$ is

$$
\begin{align*}
T(\tau) & =T_{0} \sqrt{-\tau} \exp \left( \pm i \mu_{2} \log (-\tau)\right)+\text { h.c }  \tag{3.31}\\
\mu_{2} & \equiv \xi \sqrt{2 c_{2}-(2 \xi)^{-2}} \tag{3.32}
\end{align*}
$$

where $T_{0}$ is a complex symmetric traceless tensor determined by the initial conditions.

## No anisotropic steady states

We make the anisotropic analogue of our ansatz Eq. (3.8), namely

$$
\begin{equation*}
e\left(A^{(0)}\right)_{i}^{a}(\tau)=C_{i}^{a} /(-\tau) \tag{3.33}
\end{equation*}
$$

The equations of motion yield the following equations:

$$
\begin{equation*}
\sigma_{1}\left(2+\sigma_{2}^{2}+\sigma_{3}^{2}\right)-2 \xi \sigma_{2} \sigma_{3}=0 \text { and cyclic permutations, } \tag{3.34}
\end{equation*}
$$

[^5]

Figure 3.6: A $c_{2}$-type solution with random anisotropic initial conditions evolving towards isotropy for $\xi=3$. Left panel: the positively orientated isotropic configuration corresponds to the bottom right corner. Right panel: For the same parameter point, time evolution (relative to an arbitrary time $\tau_{*}$ ) of the quantities $D, E$ and $F$ as defined in the text. The horizontal lines denote the asymptotic values $1, c_{2}$ and 0 (from top to bottom) characterizing an isotropic $c_{2}$ solution.
where $\sigma_{1}, \sigma_{2}$ and $\sigma_{3}$ are the singular values of $C_{i}^{a}$. As can be verified using a computer algebra system, the only solutions of this system of equations are equivalent to the three isotropic solutions we already found in Eq. (3.8).

## Numerical solutions of full nonlinear anisotropic background

We showed above that any growing homogeneous background solution which has anisotropies at subleading order must evolve towards isotropy. While this supports the hypothesis that any system with a growing homogeneous background solution leads to isotropy, it doesn't apply to highly anisotropic backgrounds. For this we resort to numerical simulation. Specifically, we numerically solve the fully nonlinear system Eq. (2.16) for the twelve functions $8^{8}\left(A^{(0)}\right)_{\mu}^{a}$ which determine the background field $A^{(0)}$.
With numerical solutions in hand, we must understand their properties in the non-isotropic case. As a substitute for $e f(\tau)$, we define for any nonzero $3 \times 3$ matrix $A$ :

$$
\begin{equation*}
F(A) \equiv \frac{-\tau|A|}{\sqrt{3} \xi} \text { where }|A| \equiv \sqrt{A_{i}^{a} A_{i}^{a}} . \tag{3.35}
\end{equation*}
$$

When $A$ is isotropic, $F(A)=-\tau|e f(\tau)| / \xi$. Thus if $A^{(0)}$ corresponds to an isotropic $c_{i}$-type solution, then $\lim _{\tau \rightarrow 0^{-}} F\left(A^{(0)}(\tau)\right)=c_{i}$. Next we must quantify the anisotropy of $A$. We define in Appendix E. 2 two parameters $D(A)$ and $E(A)$ for this purpose, which are invariant under rotation, gauge symmetry, and multiplication by a positive scalar. Up to a normalization factor, $D(A) \in[-1,1]$ is $(\operatorname{det} A) /|A|^{3}$, while the definition of $E(A)$ is more involved. The pair of values $(D(A), E(A))$ determines a point in a triangular-shaped region. The matrix $A$ is isotropic when $D(A)= \pm 1$, or equivalently when $E(A)=0$.

[^6]When $D(A)=+1$ (resp. -1 ) the gauge field is positively (resp. negatively) oriented 9
In Fig. 3.6 we show a typical example of a $c_{2}$-type solution with random anisotropic initial conditions evolving towards isotropy. In our numerical simulations, we observe that after some evolution, all solutions converge converge towards an isotropic solution of the form Eq. (3.33), namely either a $c_{0}{ }^{-}$ type solution or a $c_{2}$-type solution. The proportion of $c_{2}$-type solutions was even higher than predicted in Fig. 3.3. We conclude that

- the $c_{2}$-type solutions are stable against small anisotropic perturbations
- sufficiently large anisotropic initial conditions with $\xi>2$ usually lead to $c_{2}$-type solutions
- the continuous sourcing of the background field through the enhanced Abelian super-horizon modes will therefore inevitably lead to an isotropic $c_{2}$-type background solution.


### 3.3 Coupled gauge field - inflaton background

In the previous section we took $\xi$ to be a constant, external parameter in the equation of motion for the homogeneous gauge field background. We now turn to the complete dynamical background evolution, including also the evolution of the homogeneous inflaton field $\phi(\tau)$ and hence the (slow) evolution of $\xi$. This leads to the coupled system of equations

$$
\begin{align*}
f^{\prime \prime}(\tau)+2 e^{2} f^{3}(\tau)-e \frac{\alpha}{\Lambda} \phi^{\prime} f^{2}(\tau) & =0,  \tag{3.36}\\
\phi^{\prime \prime}(\tau)+2 a H \phi^{\prime}(\tau)+a^{2} V_{, \phi}(\phi)+\frac{6 \alpha e}{\Lambda a^{2}} f^{2}(\tau) f^{\prime}(\tau) & =0 \tag{3.37}
\end{align*}
$$

In single-field slow roll inflation, $\xi$ typically increases over the course of inflation. This slowly evolving value of $\xi$ slightly modifies some of the results of the previous subsections (e.g. the precises values for the range of phases which lead to the $c_{2}$-solution in Fig. 3.3 may be shifted), but the overall picture remains valid. After inserting the $c_{2}$-solution, Eq. (3.37) can be expressed as

$$
\begin{equation*}
\frac{\dot{\phi}}{H}+\frac{V_{, \phi}}{V}+2 e \frac{\alpha}{\Lambda} H^{2}\left(c_{2} \xi\right)^{3}=0 \tag{3.38}
\end{equation*}
$$

where we have neglected the slow-roll suppressed term $\ddot{\phi}$. Assuming that the last term is sub-dominant, $\dot{\phi} / H, V_{, \phi} / V$ and $\xi$ are all proportional to $\sqrt{\varepsilon}$, with $\varepsilon=\dot{\phi}^{2} /\left(2 H^{2}\right) \simeq\left(V^{\prime} / V\right)^{2} / 2$ denoting the first slowroll parameter. Moreover, for a quadratic or cosine potential as is usually considered in axion inflation models, $H^{2}$ is proportional to $1 / \varepsilon$. In summary, the time-dependence of all terms in Eq. (3.37) is governed by the square root of the first slow-roll parameter. In particular, if the last term is sub-dominant at any point in time (after the $c_{2}$-solution has been reached), it will always remain sub-dominant. For the parameter example of Sec. 5, we find precisely this situation.

[^7]We note that this is a different regime than the 'magnetic drift' regime studied in Refs. [4, 5, 20, 22]. There, the friction term was taken to be large compared to the Hubble friction, $\xi \alpha H /(e \Lambda) \gg 1$. Also in this regime, there is a local attractor for the gauge field background which scales as $f(\tau) \sim 1 / \tau$, with however a different constant of proportionality. Within the non-Abelian regime, the difference in our results with respect to these earlier works on CNI, in particular concerning the stability of the scalar sector, can be traced back to the fact that we do not restrict our analysis to this magnetic drift regime.

## 4 Linearized equations of motion

We now turn to the inhomogeneous equations of motion, adding perturbations to the homogeneous quantities discussed in the previous section. This includes the perturbations of the gauge field, the inflaton and the metric. We start by deriving the linearized equations of motions for all relevant degrees of freedom in Sec. 4.1, reproducing the results first obtained in Refs. [4,5]. The helicity basis, introduced in Sec. 4.2, proves to be convenient to identify the physical degrees of freedom and simplify the system of equations. This becomes is particularly evident in Sec. 4.3 which discusses the resulting equations of motion for the pure Yang Mills sector. We can immediately identify the single enhanced mode and even give an exact analytical expression for the mode function in limit of constant $\xi$. Finally, Sec. 4.4 includes also the inflaton and metric tensor fluctuations. Limitations of the linearized treatment of the perturbations are pointed out in Sec. 4.4. They primarily affect the helicity 0 sector and we will return to this point in more detail in Sec. 5.2. Throughout Sec. 4.3 and 4.4, the parameter $\xi$ is taken to be constant. Its evolution will be considered in Sec. 5 .

### 4.1 Setup for the linearized analysis

In this section we will derive the system of first order differential equations for all gauge degrees of freedom and the inflaton fluctuations, assuming a homogeneous and isotropic gauge field background, for further details see App. A
. The starting point is the action reported in Eq. (2.14). We work in the ADM formalism [41], i.e. we write the metric as

$$
\begin{equation*}
d s^{2}=-N^{2} d \tau^{2}+h_{i j}\left(d x^{i}+N^{i} d \tau\right)\left(d x^{j}+N^{j} d \tau\right) \tag{4.1}
\end{equation*}
$$

and we decompose

$$
\begin{equation*}
h_{i j}=a^{2}\left[(1+A) \delta_{i j}+\partial_{i} \partial_{j} B+\partial_{(i} C_{j)}+\gamma_{i j}\right] . \tag{4.2}
\end{equation*}
$$

Imposing the spatially flat gauge means that we can set

$$
\begin{equation*}
A=B=0, \tag{4.3}
\end{equation*}
$$

and we can use the remaining spatial reparametrization invariance to set $C_{i}=0$, which implies

$$
\begin{equation*}
h_{i j}=a^{2}\left(\delta_{i j}+\gamma_{i j}\right), \tag{4.4}
\end{equation*}
$$

where $\gamma_{i j}$ is the transverse traceless component of $h_{i j}: \gamma_{i i}=\partial_{i} \gamma_{i j}=0$. As we numerically checked that the lapse and shift contributions to the subsequent discussion do not affect the results, we discard them in this section ${ }^{10}$ for pedagogical reasons, and we refer to Appendix Afor the complete expressions.

We expand the gauge fields and the inflaton field as (see also Eqs. (2.17) and (3.1))

$$
\begin{align*}
A_{i}^{a}(\tau, \vec{x}) & =f(\tau) \delta_{i}^{a}+\delta A_{i}^{a}(\tau, \vec{x})  \tag{4.5}\\
\phi(\tau, x) & =\langle\phi(\tau)\rangle+\delta \phi(\tau, x) \tag{4.6}
\end{align*}
$$

where $\delta_{i}^{a}$ is the Kronecker delta function, $f(\tau) \delta_{i}^{a}$ and $\langle\phi(\tau)\rangle$ comprise the homogeneous background, while $\delta A_{i}^{a}(\tau, \vec{x})$ and $\delta \phi(\tau, x)$ denote the quantum fluctuations around the homogeneous background. In order to infer equations of motion which are linear in the fluctuations, we need to expand the lagrangian up to quadratic order in all the field fluctuations. To make the computation easy to follow, we split it and the results into various terms arising from $\mathcal{S}_{i}=\int d^{4} x \sqrt{-g} \mathcal{L}_{i}$, following Eq. (2.14). The quadratic order of these terms take the following form

$$
\begin{align*}
\delta^{2} \mathcal{S}_{\phi}= & \int d^{4} x\left[\frac{a^{2}}{2}\left(\left(\delta \phi^{\prime}\right)^{2}-\left(\partial_{i} \delta \phi\right)^{2}-a^{2} V_{, \phi \phi}(\delta \phi)^{2}\right)\right]  \tag{4.7}\\
\delta^{2} \mathcal{S}_{\mathrm{YM}}= & \int d^{4} x\left[-\frac{1}{2} \delta A_{0}^{a} \partial_{i} \partial_{i} \delta A_{0}^{a}+\delta A_{0}^{a} \partial_{0}\left(\partial_{i} \delta A_{i}^{a}-e f \varepsilon^{a b i} \delta A_{i}^{b}\right)+\right. \\
& +\delta A_{0}^{a}\left(2 e f^{\prime} \varepsilon^{a b i} \delta A_{i}^{b}+e f \varepsilon^{a b i}\left(\partial_{i} \delta A_{0}^{b}\right)+e^{2} f^{2} \delta A_{0}^{a}\right)- \\
& -\frac{1}{2} \delta A_{i}^{a}\left(\delta A_{i}^{a}\right)^{\prime \prime}+\frac{1}{2} \delta A_{j}^{a}\left(\partial_{i} \partial_{i} \delta A_{j}^{a}\right)+\frac{1}{2}\left(\partial_{i} \delta A_{i}^{a}\right)^{2}- \\
& -e^{2} f^{2}\left(\left(\delta A_{a}^{a}\right)^{2}+\frac{1}{2}\left(\delta A_{i}^{b}\right)^{2}-\frac{1}{2} \delta A_{i}^{b} \delta A_{b}^{i}\right)-e f \varepsilon^{a b c}\left(\delta_{i}^{b} \partial_{i} \delta A_{k}^{a} \delta A_{k}^{c}+\delta_{k}^{c} \partial_{i} \delta A_{k}^{a} \delta A_{i}^{b}\right)+ \\
& \left.+\frac{\left(f^{\prime}\right)^{2}-e^{2} f^{4}}{4} \gamma^{j k} \gamma^{k j}-f^{\prime} \gamma^{a j} \partial_{0} \delta A_{j)}^{(a}-e f^{2} \varepsilon^{a b c} \gamma^{i j}\left(\delta_{(i}^{b} \partial_{j)} \delta A_{c}^{a}-\delta_{(i}^{b} \partial_{c} \delta A_{j)}^{a}\right)\right]  \tag{4.8}\\
\delta^{2} \mathcal{S}_{\mathrm{CS}}= & \int d^{4} x\left[-\frac{\alpha}{\Lambda}\langle\phi\rangle\left(\varepsilon^{i j k}\left(\delta A_{i}^{a}\right)^{\prime} \partial_{j} \delta A_{k}^{a}+2 e f\left(\delta A_{[a}^{a}\right)^{\prime} \delta A_{k]}^{k}+e f^{\prime} \delta A_{[b}^{b} \delta A_{c]}^{c}\right)-\right. \\
& \left.-\frac{\alpha}{\Lambda} \delta \phi\left[f^{\prime} \varepsilon^{a j k} \partial_{j} \delta A_{k}^{a}+2 e f f^{\prime} \delta A_{a}^{a}+e f^{2}\left(\delta A_{a}^{a}\right)^{\prime}-e f^{2} \partial_{i} \delta A_{0}^{i}\right]\right]  \tag{4.9}\\
\delta^{2} \mathcal{S}_{E H}= & \int \mathrm{d}^{4} x \frac{a^{2}}{2}\left[\frac{\gamma_{i j} \partial_{l} \partial_{l} \gamma_{i j}}{4}+\frac{\gamma_{i j}^{\prime} \gamma_{i j}^{\prime}}{4}\right] \tag{4.10}
\end{align*}
$$

As we will see in Sec. 4.2.1, the term proportional to $\delta A_{0}^{a}$ in the first line of Eq. 4.8 vanishes after imposing the generalized Coulomb condition that reads (see Sec. 4.2.1 for further details):

$$
\begin{equation*}
\partial_{i} \delta A_{i}^{a}-e f \varepsilon^{a b i} \delta A_{i}^{b}=0 \tag{4.11}
\end{equation*}
$$

The equation of motion for $\delta A_{0}^{a}$ gives Gauss's law, which reads

$$
\begin{align*}
0 & =\left(\partial_{i} \partial_{i}-2 e^{2} f^{2}\right) \delta A_{0}^{a}-\left(\partial_{i} \delta A_{i}^{a}-e f \varepsilon^{a b i} \delta A_{i}^{b}\right)- \\
& -2 e f^{\prime} \varepsilon^{a b i} \delta A_{i}^{b}-2 e f \varepsilon^{a b i}\left(\partial_{i} \delta A_{0}^{b}\right)+\frac{\alpha e}{\Lambda} f^{2} \delta^{a i} \partial_{i} \delta \phi \tag{4.12}
\end{align*}
$$

[^8]We write the linear equation of motion for the inflaton fluctuations in terms of the variable ( $a \delta \phi$ ) for later convenience

$$
\begin{align*}
0 & =-(a \delta \phi)^{\prime \prime}+\partial_{i} \partial_{i}(a \delta \phi)+\frac{a^{\prime \prime}}{a}(a \delta \phi)-2 \mathcal{H}(a \delta \phi)+2 \mathcal{H}^{2}(a \delta \phi)-a^{2} V_{, \phi \phi}(a \delta \phi)- \\
& -\frac{\alpha}{\Lambda a}\left[f^{\prime} \varepsilon^{i j k} \partial_{j} \delta A_{k}^{i}+2 e f f^{\prime} \delta A_{a}^{a}+e f^{2}\left(\delta A_{a}^{a}\right)^{\prime}-e f^{2} \partial_{i} \delta A_{0}^{i}\right], \tag{4.13}
\end{align*}
$$

where $\mathcal{H}=\frac{a^{\prime}}{a}$. The linear equations of motion for the dynamical gauge field degrees of freedom are

$$
\begin{align*}
0 & =\delta A_{i}^{a \prime \prime}-\partial_{j} \partial_{j} \delta A_{i}^{a}+\partial_{i}\left(-\delta A_{0}^{a \prime}-\partial_{j} \delta A_{j}^{a}\right)+ \\
& -e \varepsilon^{a b c}\left[-2 \delta A_{0}^{b} \delta_{i}^{c} f^{\prime}+2 f \delta_{j}^{b} \partial_{j} \delta A_{i}^{c}+f \delta_{i}^{c}\left(-\delta A_{0}^{b \prime}+\partial_{j} \delta A_{j}^{b}\right)-f \delta_{j}^{b} \partial_{i} \delta A_{j}^{c}\right]- \\
& -e^{2} f^{2}\left[\delta_{j}^{a} \delta_{j}^{b} \delta A_{i}^{b}+\delta_{j}^{a} \delta_{i}^{b} \delta A_{j}^{b}+\delta_{j}^{b} \delta_{i}^{b} \delta A_{j}^{a}-3 \delta A_{i}^{a}-2 \delta_{i}^{a} \delta_{j}^{b} \delta A_{b}^{j}\right]- \\
& -\frac{\alpha}{2 \Lambda}\left[\phi^{\prime} \varepsilon_{i j k}\left[2 \partial_{j} A_{k}^{a}+2 e f \varepsilon^{a b c} \delta A_{j}^{b} \delta_{k}^{c}\right]+2 f^{\prime} \varepsilon^{a j i} \partial_{j} \delta \phi+2 e f^{2} \delta_{i}^{a} \delta \phi^{\prime}\right]- \\
& -f^{\prime \prime} \gamma_{i}^{a}+f^{\prime}\left(\gamma_{i}^{a}\right)^{\prime}+e f^{2} \varepsilon^{a j k} \partial_{k} \gamma_{i j}+e^{2} f^{3} \gamma_{i}^{a} \equiv \mathbf{L}(\delta A, \phi, \gamma), \tag{4.14}
\end{align*}
$$

where for later convenience we have defined the linear operator $\mathbf{L}$. Finally, we give the equation of motion for the metric fluctuations in terms of the variable $\left(a \gamma_{i j}\right)$

$$
\begin{align*}
\frac{a}{4}\left[\left(a \gamma_{i j}\right)^{\prime \prime}+\left(-\partial_{l} \partial_{l}-\frac{a^{\prime \prime}}{a}\right)\left(a \gamma_{i j}\right)\right] & =\frac{f^{\prime 2}-e^{2} f^{4}}{2 a}\left(a \gamma_{i j}\right)-f^{\prime} \partial_{0} \delta A_{j)}^{(i}+f^{\prime} \partial_{(i} \delta A_{0}^{j)}+ \\
& +e f^{2} \gamma^{i j}\left[\varepsilon^{a i c} \partial_{[j} \delta A_{c]}^{a}+\varepsilon^{a j c} \partial_{[i} \delta A_{c]}^{a}\right]+e^{2} f^{3} \delta A_{j)}^{(i} \tag{4.15}
\end{align*}
$$

We point out that the right-hand side of this equation is given by the transverse traceless component of the anisotropic energy momentum tensor, and hence this equation is equivalent to the linearized Einstein equations used in gravitational wave physics [42].

### 4.2 Choice of gauge and basis

In the following we explain our choice of basis for dealing with the gauge field fluctuations, which will greatly simplify the analysis. After introducing the generalization of Coulomb gauge to a nonvanishing gauge field background, we decompose the 12 degrees of freedom of the gauge fields into helicity eigenstates. We further identify the degrees of freedom associated with gauge transformations and constraint equations, leaving us with six physical degrees of freedom. The explicit form of these basis vectors is given in App. B.

### 4.2.1 Generalized Coulomb gauge

In Eq. (3.1), we chose a particular representative $\left(A^{0}\right)_{i}^{a}=f(\tau) \delta_{i}^{a}$ for our homogeneous and isotropic background field. This is just one representative from the corresponding gauge-equivalence class. When considering physical fluctuations around this background configuration, we restrict ourselves to fluctuations which are orthogonal to the space spanned by gauge-equivalent configurations

$$
\begin{equation*}
U f(\tau) \delta_{i}^{a} U^{\dagger}+\frac{i}{e} U \partial_{i} U^{\dagger}, \quad \forall U=\exp \left(i \xi^{a} \mathbf{T}_{a}\right) \tag{4.16}
\end{equation*}
$$

where $\xi^{a}$ denotes a infinitesimal gauge transformation parameter. This condition should apply on each time slice. This orthogonality condition reads

$$
\begin{equation*}
0=\left\langle D_{i}^{\left(A^{0}\right)} \xi^{a} \mathbf{T}_{a} \mid \delta A_{i}^{c} \mathbf{T}_{c}\right\rangle=\operatorname{Tr} \int\left(D_{i}^{\left(A^{0}\right)} \xi^{a} \mathbf{T}_{a}\right) \cdot\left(\delta A_{i}^{c} \mathbf{T}_{c}\right) d^{3} x \quad \forall \xi^{a} \tag{4.17}
\end{equation*}
$$

where

$$
\begin{equation*}
D_{\mu}^{(A)} \xi^{a} \mathbf{T}_{a}=\partial_{\mu} \xi^{a} \mathbf{T}_{a}-i e\left[A_{\mu}^{b} \mathbf{T}_{b}, \xi^{a} \mathbf{T}_{a}\right] \tag{4.18}
\end{equation*}
$$

denotes the gauge-covariant derivative. After some algebra, Eq. 4.17) becomes

$$
\begin{equation*}
-\frac{1}{2} \int \xi^{a}\left(\partial_{i} \delta A_{i}^{a}+e \varepsilon_{a b c}\left(A^{0}\right)_{i}^{b} \delta A_{i}^{c}\right) d^{3} x=0 \quad \forall \xi^{a} \quad \Rightarrow \quad D_{i}^{\left(A^{0}\right)} \delta A_{i}^{a}=0 \tag{4.19}
\end{equation*}
$$

Inserting Eq. (3.1) for $A^{0}$, we obtain the gauge fixing condition

$$
\begin{equation*}
\mathbf{C}\left(\delta A_{i}^{a}\right) \equiv \partial_{i}\left(\delta A_{i}^{a}\right)+e f(\tau) \varepsilon^{a i c} \delta A_{i}^{c}=0 \tag{4.20}
\end{equation*}
$$

In the following, we will in fact not fix the gauge, but we will choose a basis in which the 6 physical degrees of freedom (obeying Eq. 4.20) and the 3 gauge degrees of freedom (contained in the subspace (4.16) are explicit and orthogonal. This preserves gauge invariance as a consistency check at any point of the calculation, while clearly separating physical and gauge degrees of freedom. Together with the constraint equation 4.12 , this splits the 12 degrees of freedom contained in the $3 \times 4$ matrix $\delta A_{\mu}^{a}$ into 6 physical, 3 gauge and 3 non-dynamical degrees of freedom, as expected for a massless $S U(2)$ gauge theory.

### 4.2.2 The helicity basis

In the absence of a background gauge field $(f(\tau)=0)$, Eq. 2.14 is invariant under two independent global $S O(3)$ rotations which act on the spatial and $S U(2)$ indices of the gauge fields $A_{i}^{a}(\tau, \vec{x})$. In the presence of the background Eq. (3.1), this symmetry is reduced to a single $S O(3)$ symmetry, which is the diagonal subgroup of $S O(3)_{\text {spatial }} \times S O(3)_{\text {gauge }}$. The Fourier decomposition introduces a preferred direction $\vec{k}$, which without loss of generality we will choose to be along the $x$-axis, $\vec{k}=k \hat{e}_{1}$. This breaks the diagonal $S O(3)$ symmetry down to an $S O(2)$ symmetry of rotations around $\vec{k}$. The generator of this symmetry is a helicity operator of massless particles. This generator is given explicitly by

$$
\begin{align*}
\mathbf{H}(\delta A) & \equiv i \hat{e}_{1} \times \delta \vec{A}+\left[\mathbf{T}_{1}, \delta \vec{A}\right] \\
\mathbf{H}(\delta A)_{i}^{a} & =i \varepsilon^{i 1 j} \delta A_{j}^{a}+i \varepsilon^{1 c a} \delta A_{i}^{c} \tag{4.21}
\end{align*}
$$

Expressing the linearized system of equations of motion in terms of the linear operator $\mathbf{L}$, see Eq. (4.14), $\mathbf{L}(\delta A, \delta \phi, \gamma)=0$, the symmetry properties above imply that this linear operator must commute with the helicity operator, $[\mathbf{L}, \mathbf{H}]=0$. It will thus be useful to decompose $\delta A$ into helicity eigenstates, which will lead to a block-diagonal structure for $\mathbf{L}$.
Let us look at the eigenvalues and multiplicities of these states. With respect to the diagonal $S O(3)$ group, the $3 \times 3$ matrix $\delta A$ decomposes as $3 \otimes 3=1 \oplus 3 \oplus 5$ : one scalar ( S ), one vector ( V ), one tensor (T) degree of freedom. The corresponding helicities are

$$
\begin{equation*}
(S): 0, \quad(V):-1,0,+1, \quad(T):-2,-1,0,+1,+2 \tag{4.22}
\end{equation*}
$$

implying multiplicities 3,2 and 1 for the helicities $0, \pm 1$ and $\pm 2$ respectively. These nine degrees of freedom correspond to the six physical and three gauge degrees of freedom mentioned in the previous section. Since the gauge transformation acts only on the gauge indices and not the spatial indices (see e.g. Eq. (4.18), the three gauge degrees of freedom form a vector (helicities $-1,0,1$ ). The helicities of the remaining six physical degrees of freedom must thus be $-2,-1,0(\times 2),+1,+2$. Hence in this basis, the linear operator $\mathbf{L}$ (and hence our equations of motions for $\delta A_{i}^{a}$ ) decomposes into four decoupled equations (for $\pm 1$ and $\pm 2$ ) and two (generically) coupled equations for the two helicity 0 modes. In the following we describe the basis we use for the gauge, constraint and physical degrees of freedom, the corresponding explicit basis vectors can be found in App. B. In Sec. 4.4 we will include also the inflaton (helicity 0 ) and tensor metric (helicity $\pm 2$ ) fluctuations, which will couple to the helicity 0 and $\pm 2$ gauge field modes, respectively.

Lets start by explicitly computing the basis vectors for the three gauge degrees of freedom ${ }^{11}$

$$
\begin{equation*}
\left(\delta \tilde{A}_{\mu}^{a}\right)_{\text {gauge }}=\sum_{b}\left(\hat{g}_{b}\right)_{\mu}^{a} w_{b}^{(g)}(x)=\sum_{\lambda}\left(\hat{g}_{\lambda}\right)_{\mu}^{a} w_{\lambda}^{(g)}(x), \tag{4.23}
\end{equation*}
$$

where $\hat{g}_{b}(b=\{1,2,3\})$ denotes the basis vectors of the gauge degrees of freedom in $S U(2)$ space, $\hat{g}_{\lambda}$ with $\lambda=\{-, 0,+\}$ denotes the basis vectors in terms of helicity states and we denote the corresponding coefficients with $w_{b, \lambda}$, respectively. The corresponding coefficients $w^{(g)}$ are subject to the equations of motion. As in the Abelian case we have introduced $x=-k \tau$ as a convenient parametrization of time. Expressing the infinitesimal gauge transformation (4.18) in matrix form defines the gauge basis vectors $\hat{g}$ (in the $S U(2)$ basis),

$$
\begin{equation*}
D_{\mu}^{\left(A_{0}\right)} w_{a}^{(g)} \mathbf{T}_{a}=\left(\hat{g}_{b}\right)_{\mu}^{a} w_{b}^{(g)} \mathbf{T}_{a}=\left(\hat{g}_{\lambda}\right)_{\mu}^{a} w_{\lambda}^{(g)} \mathbf{T}_{a} \tag{4.24}
\end{equation*}
$$

To decompose these into helicity states, we need to extend the helicity operator $\mathbf{H}$ to act on the $\mu=0$ component. Since the time component does not transform under the any of the symmetries mentioned in this subsection, this can be trivially achieved by

$$
\begin{equation*}
\mathbf{H}(\delta A)_{0}^{a}=0 \quad \forall a \tag{4.25}
\end{equation*}
$$

The explicit form of the three basis vectors $\hat{g}_{\lambda}$ which simultaneously satisfy Eqs. 4.24) and 4.25 are given in App. B. We note that in any background which is a fixed point of Eq. (3.5) (e.g. if the background follows the $c_{2}$-solution), the $k$ and $\tau$ dependence of the basis vectors is fully encoded in $x=-k \tau$ only.

So far, we have considered only the spatial components of $\delta A$. The time components $\delta A_{0}$ are subject to the constraint equations 4.12 . We can solve these explicitly and substitute the solution back into the equation of motion for the spatial components. However in practice we will find it more convenient to introduce basis vectors also for these constraint degrees of freedom, extending the differential operator $\mathbf{L}$ to a differential-algebraic operator. The explicit form of the corresponding 'constraint' basis vectors in the helicity basis is given in App. B

[^9]The remaining eigenspace of the helicity operator 4.25 is spanned by the basis vectors of the physical degrees of freedom $\hat{e}_{\lambda}$, see App. B for the explicit form. As anticipated, we find two states with helicity 0 , and one state each with helicity $-2,-1,+1,+2$. One can immediately verify explicitly that the basis vectors presented here have the desired qualities, i.e. they are orthonormal, eigenfunctions of $\mathbf{H}$ with eigenvalues giving the helicity, $\mathbf{L}\left(\hat{g}_{\lambda}\right)=0$ (gauge invariance) and $\mathbf{C}\left(\hat{e}_{\lambda}\right)=0$ (compatibility with generalized Coulomb gauge, see 4.20 ). The choice of basis derived here closely resembles the basis used in Refs. [4, 5, 22, 23]. The main difference is that we explicitly separate the $\pm \lambda$ states and normalize our basis vectors. As we will see in the next section, this simplifies the resulting equations of motion (in particular when considering only the degrees of freedom of the gauge sector).

### 4.3 Equations of motion for the gauge field fluctuations

In this section we will compute the equations of motion for the gauge field fluctuations in the canonically normalized helicity basis introduced above (see also App. (B) and discuss their key properties. In Sec. 4.4 we will extend this to the inflaton and metric tensor fluctuations.
Expressing the $\delta A$ in terms of the helicity basis,

$$
\begin{equation*}
\delta \tilde{A}_{\mu}^{a}(\tau, k)=\sum_{\lambda}\left(\hat{e}_{\lambda}\right)_{\mu}^{a} w_{\lambda}^{(e)}(x)+\sum_{\lambda}\left(\hat{f}_{\lambda}\right)_{\mu}^{a} w_{\lambda}^{(f)}(x)+\sum_{\lambda}\left(\hat{g}_{\lambda}\right)_{\mu}^{a} w_{\lambda}^{(g)}(x), \tag{4.26}
\end{equation*}
$$

we immediately obtain the equations of motions for the coefficients $w_{\lambda}^{(x)}$ with $x=\{e, f, g\}$ denoting the physical, constraint and gauge degrees of freedom, respectively. The three equations for the gauge degrees of freedom simply read $0=0$, reflecting gauge invariance. For the helicity $\pm 2$ modes we obtain

$$
\begin{align*}
& \frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}} w_{-2}^{(e)}(x)+\left(1+\frac{2 \xi}{x}+2\left(\frac{\xi}{x}+1\right) y_{k}(x)\right) w_{-2}^{(e)}(x)=0  \tag{4.27}\\
& \frac{\mathrm{~d}^{2}}{\mathrm{~d} x^{2}} w_{+2}^{(e)}(x)+\left(1-\frac{2 \xi}{x}+2\left(\frac{\xi}{x}-1\right) y_{k}(x)\right) w_{+2}^{(e)}(x)=0 \tag{4.28}
\end{align*}
$$

with

$$
\begin{equation*}
y_{k}(x) \equiv \frac{e f(\tau)}{k} \tag{4.29}
\end{equation*}
$$

We can now appreciate some of the advantages of the canonically normalized helicity basis. The equations of motion for the $\pm 2$ modes are fully decoupled, and moreover contain no terms involving the first derivatives $w_{\lambda}^{\prime}(x)$. This makes them amenable to WKB analysis. We immediately see that for $\xi \geq 0$ and $y(x) \geq 0$ the -2 mode always has a positive effective squared mass, whereas the +2 mode can be tachyonic. Consider momentarily the limit where $\xi$ is constant and $f(\tau)$ is one of the three fixed points of the symmetry (3.5), $y_{k}(x)=y(x)=c_{i} \xi / x$ for some $i \in\{0,1,2\}$, where $c_{i}$ is defined in (3.9). In this case, the solutions of Eq. 4.28) are Whittaker functions:

$$
\begin{equation*}
w_{+2}^{(e)}(\tau)=\frac{e^{\left(1+c_{i}\right) \pi \xi / 2}}{\sqrt{2 k}} W_{-i\left(1+c_{i}\right) \xi,-i \sqrt{2 \xi^{2} c_{i}-1 / 4}}(2 i k \tau), \tag{4.30}
\end{equation*}
$$

with the normalization set by the Bunch-Davies vacuum 2.9 in the infinite past. For $c_{i}=c_{0}=0$, this solution coincides with the Abelian solution, Eq. 2.8. The region of tachyonic instability for the helicity +2 mode as well as some useful approximative expressions for Eq. 4.30 will be discussed below.

Next we turn to the $\pm 1$ modes. Here we need to consider the two equations for the dynamical degrees of freedom and two constraint equations. For shorter notation, we introduce two reparameterizations of $y_{k}(x)$,

$$
\begin{equation*}
y_{k}(x)=\frac{1}{2}\left(\tan \theta_{-}(x)-1\right)=\frac{1}{2}\left(\tan \theta_{+}(x)+1\right) . \tag{4.31}
\end{equation*}
$$

with $\theta_{ \pm} \in(-\pi / 2, \pi / 2)$. With this, the equations for the dynamical and constraint degrees of freedom read

$$
\begin{align*}
0= & \frac{\mathrm{d} w_{ \pm 1}^{(e)}(x)}{\mathrm{d} x^{2}} \pm \sqrt{2} i \sec \theta_{ \pm}\left(\frac{\mathrm{d}}{\mathrm{~d} x} \theta_{ \pm}\right) w_{ \pm 1}^{(f)}(x)+ \\
& +\left(-\left(\frac{\mathrm{d}}{\mathrm{~d} x} \theta_{ \pm}\right)^{2}+\frac{1}{2}\left(1 \pm \sin \left(2 \theta_{ \pm}\right)\right)+\left(\frac{1}{2} \mp \frac{\xi}{x}\right)\left(2 \cos ^{2} \theta_{ \pm} \mp \tan \theta_{ \pm}\right)\right) w_{ \pm 1}^{(e)}(x), \\
0= & \sec \theta_{ \pm} w_{ \pm 1}^{(f)}(x) \pm 2 \sqrt{2} i w_{ \pm 1}^{(e)}(x) \frac{\mathrm{d}}{\mathrm{~d} x} \theta_{ \pm} . \tag{4.32}
\end{align*}
$$

After inserting the constraint equations, this simplifies to

$$
\begin{align*}
& \frac{\mathrm{d} w_{-1}^{(e)}(x)}{\mathrm{d} x^{2}}+\left(3\left(\frac{\mathrm{~d}}{\mathrm{~d} x} \theta_{-}\right)^{2}+\frac{1}{2}\left(1-\sin \left(2 \theta_{-}\right)\right)+\left(\frac{1}{2}+\frac{\xi}{x}\right)\left(2 \cos ^{2} \theta_{-}+\tan \theta_{-}\right)\right) w_{-1}^{(e)}(x)=0 \\
& \frac{\mathrm{~d} w_{+1}^{(e)}(x)}{\mathrm{d} x^{2}}+\left(3\left(\frac{\mathrm{~d}}{\mathrm{~d} x} \theta_{+}\right)^{2}+\frac{1}{2}\left(1+\sin \left(2 \theta_{+}\right)\right)+\left(\frac{1}{2}-\frac{\xi}{x}\right)\left(2 \cos ^{2} \theta_{+}-\tan \theta_{+}\right)\right) w_{+1}^{(e)}(x)=0 . \tag{4.33}
\end{align*}
$$

For the $c_{2}$ background attractor solution given in Eq. 3.12], the resulting effective masses are always positive. We will turn to a more detailed stability analysis in the next subsection.
Finally lets consider the two helicity zero modes. Since these expressions are somewhat more lenghty, we only give the final expression after substituting the constraint equation

$$
\begin{equation*}
-\sec ^{2} \theta_{0} w_{0}^{(f)}(x)-\sqrt{2} \sec \theta_{0} \frac{\mathrm{~d}}{\mathrm{~d} x} \theta_{0} w_{02}^{(e)}(x)=0, \tag{4.34}
\end{equation*}
$$

where we have introduced $\theta_{0} \in[-\pi / 2, \pi / 2]$ as

$$
\begin{equation*}
y_{k}(x)=\frac{1}{\sqrt{2}} \tan \theta_{0}(x) . \tag{4.35}
\end{equation*}
$$

With this,

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} x^{2}}\binom{w_{01}^{(e)}(x)}{w_{02}^{(e)}(x)}+M_{0}(x)\binom{w_{01}^{(e)}(x)}{w_{02}^{(e)}(x)}=0 \tag{4.36}
\end{equation*}
$$

with the $2 \times 2$ Hermitian mass matrix $M_{0}$ for the two $e_{0 i}$ modes given by

$$
M_{0}=\left(\begin{array}{cc}
1-\sqrt{2} \frac{\xi}{x} \tan \theta_{0}+2 \tan ^{2} \theta_{0} & -\frac{2 i}{\cos \theta_{0}}\left(\frac{\xi}{x}-\frac{1}{\sqrt{2}} \tan \theta_{0}\right)  \tag{4.37}\\
\frac{2 i}{\cos \theta_{0}}\left(\frac{\xi}{x}-\frac{1}{\sqrt{2}} \tan \theta_{0}\right) & \sin ^{2} \theta_{0}+\cos ^{-2} \theta_{0}-\frac{\xi}{\sqrt{2 x}} \sin 2 \theta_{0}+3\left(\frac{\mathrm{~d}}{\mathrm{~d} x} \theta_{0}\right)^{2}
\end{array}\right)
$$

For the background solution of Eq. (3.12) and for $\xi \gg 1$, the off-diagonal elements vanish. Furthermore, on far sub-horizon scales $(x \gg 1)$ and far super-horizon scales $x \ll 1$, the diagonals elements approach unity and $2 \xi^{2} / x^{2}$, respectively. One may be tempted to diagonalize the general expression of $M_{0}$, but the diagonalization would be time-dependent and hence re-introduces first-derivatives of $w_{0 i}^{(e)}$. We note that the helicity 0 sector is particularly sensitive to non-linear contributions neglected in our analysis so far, arising from two enhanced helicity 2 modes coupling to the helicity 0 modes, see also Eq. 4.53). We will discuss this effect in more detail in Sec. 5.2.
In summary and as anticipated, the modes with helicity $\pm 1$ and $\pm 2$ form four decoupled harmonic oscillators with the time-dependent mass terms specified in Eqs. (4.27), 4.28) and (4.33). The two helicity zero modes form a system of coupled, mass-dependent harmonic oscillators given by Eq. 4.36).


Figure 4.1: Tachyonic region of the +2 mode in a non-Abelian, $c_{2}$-background (shaded in gray). Contrary to the Abelian regime, the instability region is bounded from both sides and only affects a single mode.

## Stability analysis

Let's look at these fluctuations in two different background limits (taking $\xi$ to be constant): $f(\tau) \rightarrow 0$ and $e f(\tau)=c_{2} \xi /(-\tau)$ (see Eq. (3.9). In the former case, defining $e_{ \pm 0}(x):=\left(e_{01}(x) \mp i e_{02}(x)\right) / \sqrt{2}$, the effective squared mas $\underbrace{122}$ of $e_{ \pm 0}, e_{ \pm 1}$, and $e_{ \pm 2}$ is $1 \mp 2 \xi / x$, so that as in the Abelian case, the ' - ' modes are unenhanced, while the ' + ' modes are enhanced for $x<2 \xi$. In this case, the spatial components of the helicity basis simplify to

$$
e_{ \pm 0}=\frac{1}{2}\left(\begin{array}{ccc}
0 & 0 & 0  \tag{4.38}\\
0 & 1 & \pm i \\
0 & \mp i & 1
\end{array}\right), \quad e_{ \pm 1}=\frac{1}{\sqrt{2}}\left(\begin{array}{ccc}
0 & 1 & \pm i \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right), \quad e_{ \pm 2}=\frac{1}{2}\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 1 & \pm i \\
0 & \pm i & -1
\end{array}\right)
$$

On the other hand, for $e f(\tau)=c_{2} \xi /(-\tau)$, the squared mass terms appearing in Eqs. 4.27) and Eq. (4.33) for $w_{-2}^{(e)}(x)$ and $w_{ \pm 1}^{(e)}(x)$, respectively, are positive for all $x, \xi>0$. Similarly the matrix $M_{0}$ in Eq. 4.36 is positive definite, as can be immediately checked by verifying that the trace and determinant are always positive. The only mode which can experience a tachyonic instability in a $c_{2}$-background is the $e_{+2}$ mode. The mass term for this mode is then given by

$$
\begin{equation*}
m_{+2}^{2}=1-\frac{2 \xi}{x}+\frac{\xi(\xi-x)}{x^{2}}\left(1+\sqrt{1-4 / \xi^{2}}\right) \rightarrow 1-\frac{4 \xi}{x}+\frac{2 \xi^{2}}{x^{2}} \tag{4.39}
\end{equation*}
$$

where in the last step we have assumed $\xi \gg 2$. The region in which this mass term becomes tachyonic is shown as gray shaded region in Fig. 4.1 and is given by

$$
\begin{equation*}
x_{\min } \equiv\left[1+c_{2}-\sqrt{1+c_{2}^{2}}\right] \xi<x<\left[1+c_{2}+\sqrt{1+c_{2}^{2}}\right] \xi \equiv x_{\max }, \tag{4.40}
\end{equation*}
$$

which for $\xi \gg 2$ yields

$$
\begin{equation*}
\xi(2-\sqrt{2})<x<\xi(2+\sqrt{2}) . \tag{4.41}
\end{equation*}
$$

[^10]

Figure 4.2: Evolution of the helicity +2 mode for $\xi=3$ (left panel) and $\xi=5$ (right panel). The black curves correspond to the Abelian regime $(f(\tau) \simeq 0)$, the green curves to the non-Abelian regime $\left(\operatorname{ef} f(\tau)=c_{2} \xi /(-\tau)\right.$.

In Fig. 4.2 we show the evolution of the helicity +2 mode in both regimes. The initial conditions are set by imposing the Bunch-Davies vacuum on far sub-horizon scales,

$$
\begin{equation*}
w_{+2}^{(e)}(x)=\frac{1}{\sqrt{2 k}} e^{i x} \quad \text { for } x \gg 1 \tag{4.42}
\end{equation*}
$$

Note that (apart from the normalization factor $1 / \sqrt{2 k}$ ) these solutions are only functions of $x=-k \tau$ and $\xi$. They are in particular independent of the value of the gauge coupling $e$ and the absolute time $\tau$ (although of course the slowly varying value of $\xi$ will introduce an implicit dependence on $\tau$ ).
A key observation here is that in the presence of a vanishing or $c_{0}$-type background solution, the helicity +2 mode of the linearized non-Abelian theory behaves very much like the enhanced helicity mode of the Abelian theory, see Fig. 2.1. With this in mind, we will refer to the time before the $c_{2}$-solution develops as the 'Abelian regime', in contrast to the 'non-Abelian regime' characterized by the inherently non-Abelian effects induced by the growing $c_{2}$-background solution.
In summary, in the Abelian regime $(f(\tau)=0), 3$ modes become enhanced as soon as $x<2 \xi$. In the non-Abelian regime $\left(\operatorname{ef}(\tau)=c_{2} \xi /(-\tau)\right)$, only a single mode is enhanced. The enhancement occurs earlier (as soon as $x \lesssim \xi(2+\sqrt{2})$ ) compared to the Abelian regime but contrary to the Abelian regime only lasts for some finite period of time (for $\Delta x \simeq 2 \sqrt{2} \xi$ ). As we will see below, these differences lead to a signifincant changes between the properties of gauge field fluctuations arising in the Abelian and non-Abelian regime. In particular, due to the helicity decomposition, the single enhanced mode of the non-Abelian regime can only source (at the linear level) tensor perturbations (i.e. gravitational waves) but not scalar perturbations (i.e. no curvature perturbations).

## Approximate solutions for the enhanced helicity +2 mode

The tachyonically enhanced modes in the Abelian regime have been discussed in much detail in the literature (see Sec. [2.1). Here we focus on the enhanced mode in the inherently non-Abelian regime, i.e. the helicity +2 mode in a $c_{2}$ gauge-field background. In the limit of constant $\xi$, the exact solution
to Eq. (4.28) is given by Eq. 4.30, ${ }^{13}$

$$
\begin{equation*}
w_{+2}^{(e)}(\tau)=\frac{e^{\kappa \pi / 2}}{\sqrt{2 k}} W_{-i \kappa,-i \mu}(2 i k \tau) \tag{4.43}
\end{equation*}
$$

with $\kappa=\left(1+c_{2}\right) \xi \simeq 2 \xi$ and $\mu=\xi \sqrt{2 c_{2}-(2 \xi)^{-2}} \simeq \sqrt{2} \xi$. For the $c_{2}$ background solution, we derive useful asymptotic expressions in App. F, approximating the enhanced component of Eq. 4.30) on super-horizon scales and around the epoch of maximal enhancement, respectively:

$$
\begin{array}{rlr}
\sqrt{2 k} w_{+2} \simeq 2 e^{(\kappa-\mu) \pi} \sqrt{\frac{x}{\mu}} \cos \left[\mu \ln (2 x)+\theta_{0}\right] & \text { for } x \ll x_{\min } \\
\sqrt{2 k} w_{+2}(x) \simeq \sqrt{4 \pi} e^{(\kappa-\mu) \pi}\left(\frac{\zeta(x)}{V(x)}\right)^{1 / 4} \operatorname{Ai}(\zeta(x)) & \text { for } x \simeq x_{\min } \tag{4.45}
\end{array}
$$

with $\operatorname{Ai}(x)$ denoting the Airy Ai function and

$$
\begin{equation*}
V(x)=-\left(1-\frac{2 \kappa}{x}+\frac{\mu^{2}}{x^{2}}\right), \quad \zeta(x) \approx\left(2 \mu^{2}-2 \kappa x_{\min }\right)^{1 / 3} \ln \left(\frac{x}{x_{\min }}\right) \tag{4.46}
\end{equation*}
$$

These expressions will prove useful to obtain analytical estimates. For details see App. F.

### 4.4 Including the inflaton and gravitational wave fluctuations

With this understanding of the growth of the gauge field fluctuations, let us now include the scalar and metric tensor fluctuations. The former will couple to the helicity 0 gauge field modes, the latter to the helicity $\pm 2$ modes.
Let us start with the helicity 0 modes. After inserting the constraint equation which now reads

$$
\begin{equation*}
-w_{0}^{(f)}(x)-\sqrt{2} \cos \theta_{0} \frac{\mathrm{~d}}{\mathrm{~d} x} \theta_{0} w_{02}^{(e)}(x)=-\frac{i k \alpha}{\sqrt{2} e \Lambda} \sin \theta_{0}^{2} \delta \phi \tag{4.47}
\end{equation*}
$$

the equations for the dynamical degrees of freedom read

$$
\frac{\mathrm{d}}{\mathrm{~d} x^{2}}\left(\begin{array}{c}
w_{01}^{(e)}(x)  \tag{4.48}\\
w_{02}^{(e)}(x) \\
a \delta \phi(x)
\end{array}\right)+N_{0}^{k}(x) \frac{\mathrm{d}}{\mathrm{~d} x}\left(\begin{array}{c}
w_{01}^{(e)}(x) \\
w_{02}^{(e)}(x) \\
a \delta \phi(x)
\end{array}\right)+\tilde{M}_{0}^{k}(x)\left(\begin{array}{c}
w_{01}^{(e)}(x) \\
w_{02}^{(e)}(x) \\
a \delta \phi(x)
\end{array}\right)=0
$$

with

$$
\begin{gather*}
N_{0}^{k}=\frac{\gamma x}{\sqrt{2}}\left(\begin{array}{ccc}
0 & 0 & \tan ^{2} \theta_{0} \\
0 & 0 & -\frac{i}{\sqrt{2}} \sin \theta_{0} \tan ^{2} \theta_{0} \\
-\tan ^{2} \theta_{0} & -\frac{i}{\sqrt{2}} \sin \theta_{0} \tan ^{2} \theta_{0} & 0
\end{array}\right),  \tag{4.49}\\
\tilde{M}_{0}^{k}=\left(\begin{array}{ccc}
\left(M_{0}\right)_{11} & \left(M_{0}\right)_{12} & \frac{\gamma}{\sqrt{2}} \tan ^{2} \theta_{0} \\
\left(M_{0}\right)_{21} & \left(M_{0}\right)_{22} & -\frac{i \gamma}{2}\left(\sin \theta_{0} \tan ^{2} \theta_{0}-2 x \cos \theta_{0} \theta_{0}^{\prime}\right) \\
-\sqrt{2} \gamma x \frac{\tan \theta_{0}}{\cos ^{2} \theta_{0}} \theta_{0}^{\prime} & -\frac{i \gamma x}{16} \frac{\left(15+\cos \left(4 \theta_{0}\right)\right)}{\cos ^{3} \theta_{0}} \theta_{0}^{\prime} & m_{\phi \phi}^{2}
\end{array}\right), \tag{4.50}
\end{gather*}
$$

[^11]where $M_{0}(x)$ is given in Eq. 4.37, $\theta_{0}^{\prime}=d \theta_{0} / d x, \gamma=\alpha H /(e \Lambda)$ and
\[

$$
\begin{equation*}
m_{\phi \phi}^{2}=1-\frac{2}{x^{2}}+\frac{\alpha^{2} H^{2} x^{2}}{e^{2} \Lambda^{2}} \frac{\sin ^{6} \theta_{0}}{\sin ^{2}\left(2 \theta_{0}\right)}+\frac{V_{, \phi \phi}}{H^{2} x^{2}} \tag{4.51}
\end{equation*}
$$

\]

As long as the gauge coupling is not very small, $e \gg \xi H / \Lambda$, the coupling between the gauge field modes and the inflaton mode is supressed around horizon crossing, and the two helicity 0 gauge field modes are to good approximation described by the unperturbed system 4.36. Recalling that $\tan \theta_{0}=y(x)=e f(\tau) / k$, we note that all off-diagonal terms, including the entire matrix $N_{0}^{k}$, vanish in the absence of a background gauge field, $f(\tau)=0$. In the case of a gauge field background following the $c_{2}$-solution, $\tan \theta_{0}=c_{2} \xi / x$, we note that all off-diagonal terms, including the matrix $N_{0}^{k}$, vanish for $x \rightarrow \infty$, i.e. in the infinite past, and the matrix $\tilde{M}_{0}^{k}$ reduces to the unit matrix, allowing us to impose Bunch Davies initial conditions in the infinite past.
In the opposite regime, on far super-horizon scales, the second term in Eq. (4.51) is responsible for the freezing out of the $\delta \phi$ fluctuations. In the limit $\alpha \rightarrow 0, x \ll 1$ and $V_{, \phi \phi} \rightarrow 0$, the equations of motion for $w_{0}^{(\phi)}=a \delta \phi$ simply reads

$$
\begin{equation*}
\left(w_{0}^{(\phi)}\right)^{\prime \prime}(x)-\frac{2}{x^{2}} w_{0}^{(\phi)}(x)=0 \tag{4.52}
\end{equation*}
$$

with the solution $x w_{0}^{(\phi)}(x)=A x^{3}+B$ with the integration constants $A$ and $B$. For $x \rightarrow 0$ this leads to a decaying solution $(A=1, B=0)$ and a constant solution $(A=0, B=1)$. This is the usual freeze-out mechanism for scalar (and tensor) fluctuations. Note that the sign in Eq. 4.52 is crucial to obtain a constant solution. The last two terms in Eq. (4.51) could in principle interfere with this freeze-out mechanism, however the last term in ensured to be sub-dominant in slow-roll inflation and the second-last term only becomes large together with all the off-diagonal terms, in which case the full coupled system must be analyzed. We point out that the freeze-out of the inflaton perturbation, $(a \delta \phi) \propto 1 / x$ also entails its decoupling from the helicity 0 gauge field modes on super horizon scales. In the left panel of Fig. 4.3 we show the evolution of these helicity 0 modes for a parameter example of the benchmark scenario of the next section. Here $w_{0}^{(\phi)}$ denotes the coefficient of the co-moving scalar mode $(a \delta \phi)$. We clearly see the freeze-out of the inflation fluctuations after horizon crossing. The oscillations visible on sub-horizon are induced by the time-dependence of the eigenstates of the system. We have verified that the sum of the absolute value squared of all three states is $x$-independent as expected in this regime ${ }^{14}$

Contrary to Refs. 4, 22, we do not find any enhanced or instable scalar mode here for any value of \%. Neglecting the first derivative terms in Eq. 4.36, this can be checked explicitly by investigating the positive definiteness of the matrix $\tilde{M}_{0}$ in Eq. 4.50. On sub-horizon scales, this matrix is safely positive definite, on super-horizon scales the loss of positive definiteness indicates the freeze-out of the inflaton perturbations. This picture however changes for much smaller gauge couplings, as required for the magnetic drift regime of Refs. 4,22 (see Sec. 3.3). In this case and for $\xi \lesssim 2.12$, the trace of $\tilde{M}_{0}$ becomes negative already at $x \gg 1$, triggering an extremely enhanced scalar mode. This
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Figure 4.3: Evolution of the (physical) scalar and tensor fluctuations in a $c_{2}$-type background solution. Left panel: Helicity 0 modes of the gauge field (dark green) and of the inflaton (brown). Right panel: Helicity +2 modes of the gauge field (dark green) and the metric tensor (brown). For reference, the dashed green curve shows the gauge field mode in the absence of a coupling to the metric tensor mode. Here we have set $\xi=5, e=5 \times 10^{-3}, H=10^{-5} M_{P}$, $\alpha / \Lambda=30$. Moreover, working in slow-roll approximation, we have set $V_{, \phi \phi}=0$.
corresponds precisely to the catastrophic instability observed in [4] for $m_{g}>2 H$, where in our notation $m_{g}=\sqrt{2} e f(\tau) / a \mapsto \sqrt{2} c_{2} \xi H$.
Our study so far is based on the linearized system of equations given in Sec. 4.1, which forbids a coupling between the enhanced helicity +2 mode and the helicity 0 modes. To higher orders in $\delta A$, this is not longer true since two tensor mdoes can combine into a scalar mode. Schematically, e.g. a term bi-linar in $A$ in the action can be expressed as

$$
\begin{equation*}
\text { linear: } f \cdot w_{0}^{(e)}+\text { h.c. }, \quad \text { quadratic: }\left|w_{+2}^{(e)}\right|^{2} \tag{4.53}
\end{equation*}
$$

at the linearized level and to next order, respectively. With $\delta A \sim\left|w_{+2}^{(e)}\right| \gg\left|w_{0}^{(e)}\right|$, the condition $\delta A \ll f(\tau)$ is not sufficient to insure that the linear term is the dominant one. In fact, this observation is well known in the case of Abelian axion inflation, where the backreaction of the enhanced gauge fields mode occurs precisely true the $(\delta A)^{2} \rightarrow \delta \phi$ process. Generalizing the procedure of Refs. 12 (see also $[7$ ) to the non-Abelian case, we will estimate the contribution to the scalar power spectrum arising from the non-linear contributions in Sec. $5.2^{15}$
Next we turn to the helicity $\pm 2$ modes, i.e. the gravitational waves $\gamma_{i j}$ coupled to the $e_{ \pm 2}$ gauge field modes. We express the metric tensor perturbations in the helicity basis as

$$
a \gamma_{i j}=\frac{1}{2} \sum_{\lambda= \pm 2} w_{ \pm 2}^{(\gamma)}(x)\left(\begin{array}{ccc}
0 & 0 & 0  \tag{4.54}\\
0 & \mp i & 1 \\
0 & 1 & \pm i
\end{array}\right)
$$

[^13]The equations of motion are then given by

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} x^{2}}\binom{w_{ \pm 2}^{(e)}(x)}{w_{ \pm 2}^{(\gamma)}(x)}+N_{ \pm 2}(x) \frac{\mathrm{d}}{\mathrm{~d} x}\binom{w_{ \pm 2}^{(e)}(x)}{w_{ \pm 2}^{(\gamma)}(x)}+M_{ \pm 2}(x)\binom{w_{ \pm 2}^{(e)}(x)}{w_{ \pm 2}^{(\gamma)}(x)}=0, \tag{4.55}
\end{equation*}
$$

with

$$
\begin{align*}
& N_{ \pm 2}(x)=\frac{y^{\prime}(x) H x}{e}\left(\begin{array}{cc}
0 & -1 \\
4 & 0
\end{array}\right),  \tag{4.56}\\
& M_{ \pm 2}(x)=\left(\begin{array}{cc}
1 \mp \frac{2 \xi}{x}+2\left(\frac{\xi}{x} \mp 1\right) y(x) & \frac{H}{e}\left(-y^{\prime}(x)-(2 \xi \mp x) y(x)^{2}+x y(x)^{3}\right) \\
-\frac{4 H x y(x)^{2}}{e}(y(x) \mp 1) & 1-\frac{2}{x^{2}}+\frac{2 H^{2} x^{2}}{e^{2}}\left(y(x)^{4}-y^{\prime}(x)^{2}\right)
\end{array}\right) . \tag{4.57}
\end{align*}
$$

where $y^{\prime} \equiv \frac{\mathrm{d}}{\mathrm{d} x} y(x)$. In the large- $\xi$ limit of the $c_{2}$-solution, $y(x)=\xi / x$, this becomes

$$
\begin{align*}
& N_{ \pm 2}(x)=\frac{H \xi}{e x}\left(\begin{array}{cc}
0 & -1 \\
4 & 0
\end{array}\right)  \tag{4.58}\\
& M_{ \pm 2}(x)=\left(\begin{array}{cc}
1 \mp 4 \frac{\xi}{x}+2 \frac{\xi^{2}}{x^{2}} & \frac{H \xi}{e x^{2}}\left( \pm 1+x \xi \mp \xi^{2}\right) \\
\frac{4 H \xi^{2}}{e x^{2}}( \pm x-\xi) & 1-\frac{2}{x^{2}}+\frac{2 H^{2} \xi^{2}}{e^{2} x^{2}}\left(-1+\xi^{2}\right)
\end{array}\right) . \tag{4.59}
\end{align*}
$$

We recognize the tachyonic instability in the +2 gauge field mode in the top left entry of $M_{+2}$, leading to an exponential growth for this mode for $(2-\sqrt{2}) \xi \leq x \leq(2+\sqrt{2}) \xi$. In the bottom right corner we find the (helicity conserving) mass for the metric tensor mode. Here the first term accounts for the free oscillation on sub-horizon scales, whereas the second term is responsible for the freeze-out on super-horizon scales. The last term is the source term arising from the background gauge field, see first term on the righthand side of Eq. 4.15), and contributes a positive mass term for $\xi>2$. Similar to the helicity 0 case discussed above, the system reduces to $N_{ \pm 2}=0$ and $M_{ \pm 2}=\mathbb{1}$ in the far past as $x \rightarrow \infty$. For sub-horizon modes $(x>1)$, the off-diagonal elements are small as long as $e M_{P} \ll H$, ensuring that the gauge field modes are well described by Eqs. (4.27) and (4.28). See also right panel of Fig. 4.3
Finally, let us perform an analytical estimate of the super-horizon amplitude of the enhanced gravitational waves mode in the large- $\xi$ limit. For $x \leq 1$, freeze-out of the gravitational wave implies $w_{+2}^{(\gamma)}(x) \propto 1 / x$ and hence $\frac{d^{2}}{d x^{2}} w_{+2}^{(\gamma)}(x)=2 / x^{2} w_{+2}^{(\gamma)}(x)$, thus precisely canceling the second term of the bottom right element of $M_{ \pm 2}$. For $x \leq 1$, the gauge field mode $w_{+2}^{(e)}$ is well described by the solution (4.44, implying that $\overline{\left(w_{+2}^{(e)}\right)^{\prime}(x)} \sim \xi / x \overline{w_{+2}^{(e)}(x)}$ where the bar indicates an averaging over the (co)sine. With this we see that the off-diagonal first derivative term is suppressed by a factor $\xi^{2}$ compared to the off-diagonal mass term, and the equation of motion for $w_{+2}^{(\gamma)}(x)$ at $x=1$ reads

$$
\begin{equation*}
-\frac{4 H \xi^{3}}{e} w_{+2}^{(e)}(x=1) \simeq\left(1+\frac{2 H^{2} \xi^{4}}{e^{2}}\right) w_{+2}^{(\gamma)}(x=1) \tag{4.60}
\end{equation*}
$$

If furthermore $H \xi^{2} \ll e$, we can immediately obtain the value of the gravitational wave mode at (and beyond) horizon crossing as

$$
\begin{equation*}
\left.x w_{+2}^{(\gamma)}(x)\right|_{x \geq 1}=-\frac{4 H \xi^{3}}{e} w_{+2}^{(e)}(x=1) \simeq-\frac{2 H \xi^{5 / 2}}{e} \frac{2^{3 / 4}}{\sqrt{2 k}} e^{(2-\sqrt{2}) \pi \xi}, \tag{4.61}
\end{equation*}
$$

where in the last step we have inserted Eq. (4.44), replacing the cosine with a factor of $1 / 2$. For the parameter point of Fig. 4.3 this yields $\left.\sqrt{2 k} x w_{+2}^{(\gamma)}(x)\right|_{x \geq 1} \simeq 3.7 \times 10^{3}$, agreeing with the full numerical solution up to an order one factor. We emphasize that due to helicity conservation only one of the two metric tensor modes is enhanced in this manner, resulting in a chiral gravitational wave spectrum.
In a similar manner, the 'freeze-out'-like behaviour visible for the gauge field modes in Fig. 4.3 can be traced back to the coupling to the metric tensor perturbation through to top-right element of $M_{+2}$. On far super-horizon scales, the contribution from the frozen gravitational wave mode becomes comparable to the contribution from the decaying gauge field modes in the in the equation of motion for the gauge fields. In this regime, the derivative terms are supressed by a factor of $\xi^{-2}$ compared to the $M_{+2}$ terms. The amplitude of $w_{+2}^{(e)}$ can then be estimated by comparing the two terms in the first line of $M_{+2}$ to get

$$
\begin{equation*}
w_{+2}^{(e)}(x \rightarrow 0) \simeq \frac{H \xi}{2 e} w_{+2}^{(\gamma)}(x \rightarrow 0), \tag{4.62}
\end{equation*}
$$

For the parameter point of Fig. 4.3 this yields $w_{+2}^{(e)}(x \rightarrow 0) \simeq 10^{-2} \times w_{+2}^{(\gamma)}(x \rightarrow 0)$, in good agreement with the full numerical result. For the parameter example of this paper, the contribution of the these far super-horizon modes to both the energy and variance of the gauge fields is negligible, due to a suppression both in amplitude and momentum compared to the modes crossing the horizon at the same time. Consequently, these are well described by employing the solutions of Eq. 4.28). On the other hand, if the gauge coupling is very small, this description is no longer accurate and the gauge and gravity sector need to be treated as a fully coupled system. In this regime, the gauge field/gravity interactions induce an exchange of energy between the $e_{ \pm 2}$ modes and gravitational waves [43, 44 . Both the scalar and tensor sector preserve the usual scaling behaviour of de Sitter space. In the limit of constant $H$ and $\xi$, we obtain a scale invariant scalar and tensor power spectrum. The slow variation of $H$ and $\xi$ obtained in any realistic inflation model will lead to deviations from this exact scale invariance. We will discuss this in more detail in the next section.

## 5 A worked example

To illustrate the results obtained so far, we will discuss an explicit parameter example in this section. The most natural scalar potential for an axion is a periodic potential, breaking the shift symmetry of the axion down to a discrete symmetry due to non-perturbative effects,

$$
\begin{equation*}
V=V_{0}\left[1-\cos \left(\frac{\phi}{f_{\phi}}\right)\right] \simeq \frac{1}{2} m^{2} \phi^{2}-\frac{\lambda}{4} \phi^{4} . \tag{5.1}
\end{equation*}
$$

In the following we will take $m=7.5 \times 10^{-6} M_{P}$ and $\lambda=1.1 \times 10^{-13}$ (corresponding to $V_{0}^{1 / 4} \simeq$ $8.3 \times 10^{-3} M_{P}$ and $f_{\phi} \simeq 9.2 M_{P}$ ). This parameter choice ensures the correct normalization of the scalar power spectrum at CMB scales as well as a tensor-to-scalar ratio in agreement with the Planck data $[2]{ }^{16}$ The remaining parameters are then the gauge field inflaton coupling $\alpha / \Lambda$ which directly controls the size of the parameter $\xi$ and the gauge coupling $e$. In the following we choose $\alpha / \Lambda=30$ and $e=5 \times 10^{-3}$. As described in more detail below, the value of the gauge coupling is chosen to minimize

[^14]artifacts of our matching procedure between the Abelian and non-Abelian regime and the value of $\alpha / \Lambda$ is chosen so as to place the phenomenologically interesting regime within the observable last 55 e-folds of inflation. A generalization of this setup is briefly discussed at the end of Subsection 5.1. The discussion in this section is organized as follows. In Subsection 5.1 we will discuss the growth of the gauge field fluctuations with particular emphasis on the tachyonic modes as well as their backreaction on the homogeneous background field. Upon determining the range of validity of our linearized approach, we turn to the scalar and tensor power spectra in Subsection 5.2.

### 5.1 Growth of gauge field fluctutions

We first recall some key results about the homogeneous background evolution and the gauge field fluctuations from the previous sections:

- In single field inflation models, and in particular for the scalar potential considered here, the inflaton velocity $\dot{\phi}$ and hence the parameter $\xi$ increases during inflation.
- In the far past, for $\xi \rightarrow 0$, the only stable solution for a classical isotropic gauge field background is the zero solution. General solutions are described by small perturbations around the zero solution.
- As long as the homogeneous background is sufficiently small, three of the six gauge field modes are tachyonically enhanced, corresponding to three copies of the Abelian limit described in Sec. 2.1 (see Fig. 4.2 . In this Abelian limit, the variance $\left\langle A_{\mathrm{ab}}^{2}\right\rangle^{1 / 2}$ grows exponentially with $\xi$ and is well described by Eq. 2.11.
- When $\xi \geq 2$, a second stable, growing background solution develops (see Sec. 3). We refer to this growing solution as the " $c_{2}$-solution." It becomes possible that at some point, large fluctuations arising from the tachyonically enhanced modes will push the background away from the zero solution and towards the $c_{2}$-solution.
- The transition from an approximately-zero homogeneous background field to a growing background solution occurs once the fluctuations become large enough to trigger the $c_{2}$-solution, $e\left\langle A_{\mathrm{ab}}^{2}\right\rangle^{1 / 2} \sim \xi /(-\tau)$, see Eq. (3.20. ${ }^{17}$ This is depicted by the solid black line in Fig. 5.1 .
- As the background grows, we enter the non-Abelian regime. In this regime, the background field evolves towards the isotropic $c_{2}$-solution where only the helicity +2 -mode is enhanced.
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Figure 5.1: Values of $\xi$ required to match the Abelian and non-Abelian regime as a function of the gauge coupling $e$. The horizontal and vertical gray lines indicates the parameter point used in this section. For reference, the dashed gray lines indicate modified matching conditions, $\left\langle A_{\mathrm{ab}}^{2}\right\rangle^{1 / 2}=\mathcal{N} \xi /(-\tau e)$ with $\mathcal{N}=\{1 / 3,3\}$ parametrizing the theoretical uncertainties in the matching condition, see text. The dotted blue line indicates where $\left\langle A_{\mathrm{ab}}^{2}\right\rangle^{1 / 2}$ can reach the unstable $c_{1}$ background solution (see Sec. 3.1.2).

Based on these observations, our strategy will be the following: (i) As long as the Abelian variance $\left\langle A_{\mathrm{ab}}^{2}\right\rangle^{1 / 2}$ as given in Eq. (2.11) is much smaller than $\xi /(-\tau e)$ we work in the Abelian limit with $f(\tau)=0$. (ii) When $\left\langle A_{\mathrm{ab}}^{2}\right\rangle^{1 / 2} \simeq \xi /(-\tau e)$ we take $f(\tau)$ to be given by the $c_{2}$-solution (3.12). We match $\phi(\tau)$ and $\phi^{\prime}(\tau)$ at this point, but turning on the term on the right-hand side of Eq. (2.4) will cause a discontinuity in $\phi^{\prime \prime}(\tau){ }^{18}$ We ensure that for the parameter point we consider this term is sub-dominant, so as to limit any unphysical effects here. (iii) We compute the evolution of all degrees of freedom in this background, tracking each mode from the sub- to the super-horizon regime. Note that for smaller values of the gauge coupling, the transition from the Abelian to the non-Abelian regime at $e\left\langle A_{\mathrm{ab}}^{2}\right\rangle^{1 / 2}=\xi /(-\tau)$ requires larger values of $\xi$, see Fig. 5.1.
Several comments are in order. Firstly, our matching procedure from the Abelian to the non-Abelian regime should be seen as a rough order-of-magnitude estimate only, and the results for the evolution of the background and of the fluctuations in this transition regime should be treated with care accordingly. Secondly, the linearization we are using is justified as long as $\left\langle\delta A^{2}\right\rangle^{1 / 2} \ll f(\tau)$. Once the growth of the $e_{+2}$ mode overcomes the background evolution, a different treatment of the gauge field background becomes necessary, which is beyond the scope of this paper.
In Fig. 5.2, we depict the evolution of the homogeneous inflaton background in the Abelian (solid black curve) and in the non-Abelian regime (solid orange curve), obtained be numerically solving Eq. (3.37) with $f(\tau)$ set to 0 and to $c_{2} \xi /(-e \tau)$ in the two regimes, respectively. The matching point $\left\langle A_{\mathrm{ab}}^{2}\right\rangle^{1 / 2}=c_{2} \xi /(-e \tau)$ is indicated by the horizontal and vertical gray lines. For reference, we also show the evolution in the absence of the inflaton - gauge field coupling (dashed blue curve). The
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Figure 5.2: Evolution of the inflaton field $\phi$ for $\alpha / \Lambda=0$ in the absence of the inflaton - gauge field coupling (dashed blue), in the Abelian limit ( $\alpha \Lambda=30, e=0$, solid black) and including including non-Abelian effects in the weak coupling limit ( $\alpha \Lambda=30, e=5 \times 10^{-3}$, solid orange). The gray lines indicate the matching between the Abelian and non-Abelian regime as detailed in the text.
x-axis of Fig. 5.2 is labeled in e-folds, $d N=-H d t$, where we use the convention that inflation ends at $N=0$ and the CMB scales exit the horizon at $N \simeq 55$.
The right panel of Fig. 5.2 shows the velocity of $\phi$, encoded by the parameter $\xi$. After the matching, the velocity drops abruptly, since turning on the background gauge field enhances the gauge-field induced term in the inflaton equation of motion. The details are sensitive to the matching procedure we invoke, and for our computations of the scalar and tensor power spectra in Sec. 5.2 we will therefore exclude a few e-folds around this transition regime.
More importantly, after this transition regime the last term in Eq. (3.37) in only proportional to $\xi^{3}$ instead of being exponentially sensitive to $\xi$ as in the Abelian regime (see Eq. 2.10). Consequently, the dominant terms in the equation for $\phi$ in this regime are the second and third term of Eq. (3.37), and, similar to the the situation in the absence of the gauge field - inflaton coupling, $\xi \propto \sqrt{\varepsilon} \propto 1 / \sqrt{N} 16$ (see also Sec. 3.3). This in particular implies that in this regime we are not in the 'magnetic drift regime' studied in [22], which is characterized by the gauge friction dominating over the Hubble friction.
Next we consider the evolution of the gauge field fluctuations in this background. From the discussion in the previous chapter, we know that the helicity +2 mode captures the enhancement both in the Abelian and in the non-Abelian regime. For simplicity, we will restrict our discussion here to this mode, however we have checked numerically that including the full system does not lead to any significant changes. In de Sitter space, any mode with co-moving momentum $k$ exits the horizon at $k=a H=-x / \tau$, where to good approximation $3 H^{2} M_{P}^{2}=V(\phi)$. Setting $a=1$ at the end of inflation, this implies that at e-fold $N$, the mode $k_{N}=\exp (-N) H$ exits the horizon. In Fig. 5.3 we show the evolution of six modes which exit the horizon in the Abelian regime (left panel) and in the non-Abelian regime (right panel). The gradual change within each panel is due to the evolving background, i.e. the slow increase of $\xi$.


Figure 5.3: Evolution of the helicity +2 mode in a dynamical background. Left panel: Abelian regime, modes exiting at $N=25,26 \ldots 31$. Right panel: Non-Abelian regime, modes exiting at $N=8,9, \ldots 13$. In both panels, the $k$ increases from purple to blue. Parameters as in Fig. 5.2

Since the change of $\xi$ is slow, we can estimate the variance of these fluctuations by

$$
\begin{equation*}
\left\langle\delta A^{2}\right\rangle_{N} \simeq \int \frac{d^{3} k}{(2 \pi)^{3}}\left|w_{+2, k_{N}}^{(e)}(\tau)\right|^{2}=\frac{1}{(-\tau)^{2}} \int \frac{x d x}{2 \pi^{2}}\left|\sqrt{k_{N}} w_{+2, k_{N}}^{(e)}(\tau)\right|^{2} . \tag{5.2}
\end{equation*}
$$

In the left panel of Fig. 5.4 we show the resulting variance (green dots), together with the homogeneous background solution $f(\tau)$ (solid blue). In the Abelian regime, the semi-analytical expression Eq. (2.11) (shown as dashed green line) gives a good approximation over most of this regime. The deviation at large $N$ simply reflects that our fitting formula (2.11) is not optimized for very small values of $\xi$, whereas the deviations a few e-folds before the matching point reflect that the super-horizon parts of these modes are effected by the non-Abelian regime, which leads to a suppression of the variance. In the following analysis we will exclude the modes which exit the horizon within 3 e-folds before or after the matching point, so as to minimize artifacts introduced by the specific matching procedure. To illustrate the uncertainties involved, the gray curves indicate the variance we obtain in the transition region with the matching procedure above (dashed gray curve) and by imposing the matching at a later point (dotted gray curve), as indicated by the vertical dashed line.
In the non-Abelian regime, the fluctuations are initially suppressed compared to the Abelian case, due to a combination of two effects: Firstly, as is evident from Fig. 5.2 , the parameter $\xi$, which controls the tachyonic instability in the helicity +2 gauge field mode, initially drops after switching on the background gauge field. Secondly, in the non-Abelian regime the variance grows more slowly as a function of $\xi$, c.f. right panel of Fig. 5.4.
Once the fluctuations reach values close to the background field we cannot trust our treatment anymore, since the motion of the background field is now no longer determined by its classical motion ${ }^{19}$ This regime calls for a dedicated lattice simulation to capture the non-linear effects. In the left panel of Fig. $[5.4$ this happens shortly before the end of inflation, at $N \simeq 10$. Note however that in Eq. (5.2)
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Figure 5.4: Magnitude of the gauge fields. Background solution $f(\tau)$ (blue) and estimated variance of the fluctuations (green). The solid vertical line denotes the matching point. The gray dashed lines are auxiliary quantities as described in the text. Same parameters as in Fig. 5.2.
we are overestimating the variance, since we are integrating over the super-horizon part of the mode $w_{+2, k_{N}}^{(e)}(\tau)$, whereas we should taking the super-horizon contributions of the modes which crossed the horizon accordingly earlier, at correspondingly smaller $\xi$. We thus consider it plausible that our estimate for the end of inflation at $N \simeq 0$ is relatively accurate. More reliable results can be obtained for smaller gauge - inflaton couplings $\alpha / \Lambda$, where the matching condition occurs closer to the end of inflation. However, given the approximate nature of our matching condition, we refrain from attempting to achieve more precise results here.
The results in this section were obtained for the parameter choice given below Eq. (5.1). The parameters of the scalar potential, $m$ and $\lambda$, are directly related to the CMB observables and do not impact the discussion of this section much. On the other hand, the coupling parameters $\alpha / \Lambda$ and $e$ are crucial for our discussion. Increasing $\alpha / \Lambda$ increases $\xi$ at the CMB scales and consequently leads to an earlier transition to the non-Abelian regime. Current observations constrain $\xi_{\mathrm{CMB}} \lesssim 2.5$ in the contest of Abelian axion inflation [7]. Increasing the gauge coupling $e$ leads to a lower threshold of $\xi$ to trigger the non-vanishing gauge field background, see Fig. 5.1. Correspondingly, the transition happens earlier and also more smoothly, since the gauge field source term in the inflaton equation of motion (3.37), proportional to $\xi^{3} / e^{2}$ when inserting the $c_{2}$-solution, is less important.

### 5.2 Scalar and tensor power spectra

We now turn to the scalar and tensor power spectra of the benchmark model of the previous section, the key observables of any inflation model (for a review, see [46]):

$$
\begin{align*}
\left\langle\zeta_{\vec{k}} \zeta_{\vec{k}}^{\prime}\right\rangle & =(2 \pi)^{3} \delta\left(\vec{k}+\vec{k}^{\prime}\right) \mathcal{P}_{\zeta}(k),  \tag{5.3}\\
\left\langle h_{\vec{k}}^{\lambda} h_{\vec{k}^{\prime}}^{\lambda^{\prime}}\right\rangle & =(2 \pi)^{3} \delta\left(\vec{k}+\vec{k}^{\prime}\right) \delta_{\lambda \lambda^{\prime}} \mathcal{P}_{h^{\lambda}}(k) . \tag{5.4}
\end{align*}
$$

Identifying the Mukhanov variables which are canonically normalized on far sub-horizon scales as $v^{\zeta}=(a \delta \phi)$ and $v^{h}=(a \gamma)$ for scalars and tensors, respectively, the power spectra read

$$
\begin{align*}
\mathcal{P}_{\zeta}(k) & =\left(\frac{H}{\dot{\phi}}\right)^{2}\left(\frac{\left|v_{k}^{\zeta}(x)\right|}{a}\right)^{2}  \tag{5.5}\\
\mathcal{P}_{h^{\lambda}}(k) & =\left(\frac{2}{M_{P}}\right)^{2}\left(\frac{\left|v_{k}^{h}(x)\right|}{a}\right)^{2} \tag{5.6}
\end{align*}
$$

where $\zeta$ denotes the gauge invariant curvature perturbation and $\lambda$ denotes the helicity of the gravitational wave $h^{\lambda}$. Due to the freeze-out of ( $a \delta \phi$ ) and ( $a \gamma$ ) on super-horizon scales (see Sec. 4.4), it suffices to evaluate these power spectra at horizon crossing $(x=1)$. Since at this point in time the coupling to the gauge fields can be very relevant, we perform this task numerically, solving the mode equations Eq. (4.48) and 4.55) in the evolving background discussed in Sec. 5 . Recalling that $\sqrt{2 k} v_{k}^{\zeta, h}(x)$ is a function of $x$ only, it is convenient to introduce

$$
\begin{equation*}
\Delta_{s}^{2}=\frac{k^{3}}{2 \pi^{2}} \mathcal{P}_{\zeta}(k), \quad\left(\Delta_{t}^{\lambda}\right)^{2}=\frac{k^{3}}{2 \pi^{2}} \mathcal{P}_{h^{\lambda}}(k), \tag{5.7}
\end{equation*}
$$

such that

$$
\begin{align*}
\Delta_{s}^{2} & =\left.\left(\frac{H_{*}}{2 \pi_{*}}\right)^{2}\left(\frac{H_{*}}{\dot{\phi}_{*}}\right)^{2}\left(\sqrt{2 k} x\left|w_{0}^{(\phi)}(x)\right|\right)^{2}\right|_{x \ll 1},  \tag{5.8}\\
\left(\Delta_{t}^{ \pm}\right)^{2} & =\left.\left(\frac{H_{*}}{2 \pi}\right)^{2}\left(\frac{2}{M_{P}}\right)^{2}\left(\sqrt{2 k} x\left|w_{ \pm 2}^{(\gamma)}(x)\right|\right)^{2}\right|_{x \ll 1} \tag{5.9}
\end{align*}
$$

where $H_{*}$ and $\dot{\phi}_{*}$ denote the Hubble parameter and inflaton velocity at the point in time when the mode in question crosses the horizon $(x=1)$. To ensure that we are fully in the freeze-out regime, the last parenthesis in Eqs. (5.8) and (5.9) is evaluated at $x=0.1$.

### 5.2.1 Scalar power spectrum

The scalar power spectrum computed in this way is subject to the caveat of Eq. 4.53). Generalizing the procedure of Ref. [12] (see also (7) to the non-Abelian case, we can obtain an estimate for the full scalar power spectrum. For simplicity, let us consider only the helicity 0 mode associated with $\delta \phi$, whose coupling to $\langle F \tilde{F}\rangle$ in the action contains a coupling to two enhanced helicity +2 gauge field modes. In real space, the equation of motion for $\delta \phi$ reads,

$$
\begin{equation*}
\ddot{\delta \phi}+3 H \dot{\delta} \phi-\frac{\nabla^{2}}{a^{2}} \delta \phi+m_{\phi \phi}^{2} \delta \phi=-\frac{\alpha}{4 \Lambda} \delta(\langle F \tilde{F}\rangle), \tag{5.10}
\end{equation*}
$$

where we have neglected here the couplings to the helicity 0 gauge field modes, which are discussed in depth in Sec. 4.4. The right-hand side is the variation of the Chern-Simons term with respect to the average value entering in the 0 th order equation, taking also into account the $\dot{\phi}$-dependence of $\langle F \tilde{F}\rangle$ through the parameter $\xi$,

$$
\begin{equation*}
\delta(\langle F \tilde{F}\rangle)=[F \tilde{F}-\langle F \tilde{F}\rangle]_{\delta \phi=0}+\frac{\partial\langle F \tilde{F}\rangle}{\partial \dot{\phi}} \dot{\delta} \phi . \tag{5.11}
\end{equation*}
$$



Figure 5.5: Scalar power spectrum. Our semi-analytical estimate 5.16 in the non-Abelian regime is shown as dotted orange line. For reference, we show the standard contribution of the vacuum fluctuations which also well describe the results of the linearized analysis (solid gray) and the (non-linear) contribution in the Abelian regime (dashed blue). Same parameters as in Fig. 5.2

As demonstrated in App. C. this can be re-expressed as

$$
\begin{equation*}
\delta(\langle F \tilde{F}\rangle)=\frac{H^{4}}{\pi^{2}} e^{2 \pi(\kappa-\mu)}\left[\left(\frac{\tilde{T}_{1}+\tilde{T}_{2}}{5}\right)^{1 / 2}+\frac{2 \pi \alpha(\kappa-\mu)}{2 \Lambda \xi} \tilde{T}_{0} \delta \phi\right] . \tag{5.12}
\end{equation*}
$$

with

$$
\begin{equation*}
\tilde{T}_{1}=0.0082 \cdot \xi^{8}, \quad \tilde{T}_{2}=0.051 \cdot \xi^{6}, \quad \tilde{T}_{0}=-0.24 \cdot \xi^{3}, \tag{5.13}
\end{equation*}
$$

where $\kappa$ and $\mu$ are defined below Eq. 4.43). Around horizon crossing, neglecting the slow-roll supressed term proportional to $m_{\phi \phi}^{2}$ and using $\dot{\delta \phi} \simeq H \delta \phi$, we obtain

$$
\begin{equation*}
\delta \phi \simeq \frac{-\frac{e^{2 \pi(\kappa-\mu)}}{122} \frac{\alpha}{\Lambda} H^{2} \sqrt{\frac{\tilde{T}_{1}+\tilde{T}_{2}}{5}}}{1+\frac{e^{2 \pi(\kappa-\mu)}}{24 \pi^{2}}\left(\frac{\alpha}{\Lambda}\right)^{2} \frac{2 \pi(\kappa-\mu)}{\xi} H^{2} \tilde{T}_{0}}, \tag{5.14}
\end{equation*}
$$

which for sufficiently large $\xi$, when the right-hand side dominates Eq. 5.10) simply becomes

$$
\begin{equation*}
\delta \phi \simeq \frac{-2 \xi \Lambda}{2 \pi \alpha(\kappa-\mu)}\left(\frac{\tilde{T}_{1}+\tilde{T}_{2}}{5}\right)^{1 / 2} \frac{1}{\tilde{T}_{0}} \tag{5.15}
\end{equation*}
$$

and hence

$$
\left(\Delta_{s}^{2}\right)^{2 \mathrm{nd}} \sim\left(\frac{H}{\dot{\phi}} \delta \phi\right)^{2} \simeq \begin{cases}\left(\frac{\alpha H}{2 \pi \Lambda}\right)^{4} \frac{\tilde{T}_{1}+\tilde{T}_{2}}{10 \xi^{2}} e^{4 \pi(\kappa-\mu)} & \text { for } \xi^{3} e^{2 \pi(\kappa-\mu)} \ll 270\left(\frac{\Lambda}{\alpha H}\right)^{2}  \tag{5.16}\\ \frac{\tilde{T}_{1}+\tilde{T}_{2}}{5 \tilde{T}_{0}^{2}}[2 \pi(\kappa-\mu)]^{-2} & \text { for } \xi^{3} e^{2 \pi(\kappa-\mu)} \gg 270\left(\frac{\Lambda}{\alpha H}\right)^{2}\end{cases}
$$

We note that initially, for small values of $\xi$, this grows as $\exp [4 \pi(\kappa-\mu)] \simeq \exp [4 \pi \xi(2-\sqrt{2})]$ whereas for large values of $\xi$ we find the same $1 / \xi^{2}$ dependence as in the Abelian case 12 . The total scalar power spectrum is the sum of the vacuum contribution (5.8) and the contribution sourced by the
enhanced gauge field mode (5.16, 20 In Fig. 5.5, we show the resulting estimate for scalar spectrum in the non-Abelian regime (dotted orange). The 'strong backreaction regime', where the simplified expression in the second line of Eq. (5.16) applies is reached only around $N \simeq 10$. For reference, we show also corresponding estimate in the Abelian regime (dashed blue) $\sqrt[12]{ }$,

$$
\begin{equation*}
\left(\Delta_{s}^{2}\right)_{\mathrm{ab} .}=\left(\Delta_{s}^{2}\right)_{\mathrm{vac}}+\left(\Delta_{s}^{2}\right)_{\text {gauge }}=\left(\frac{H^{2}}{2 \pi \dot{\phi}}\right)^{2}+\left(\frac{\alpha\langle\vec{E} \vec{B}\rangle}{2 \beta \Lambda H \dot{\phi}}\right)^{2} \tag{5.17}
\end{equation*}
$$

with

$$
\begin{equation*}
\beta=1-2 \pi \xi \frac{\alpha\langle\vec{E} \vec{B}\rangle}{3 \Lambda H \dot{\phi}}, \quad\langle\vec{E} \vec{B}\rangle=-2.0 \cdot 10^{-4} \frac{H^{4}}{\xi^{4}} e^{2 \pi \xi} \tag{5.18}
\end{equation*}
$$

as well as the standard vacuum contribution (solid gray line, obtained by setting the last parenthesis in Eq. (5.8) to 1), which agrees well with the results obtaind from the linearized analysis. The horizontal gray line indicates the observed value at the CMB scales.

### 5.2.2 Gravitational wave spectrum

Next we turn to the tensor power spectrum. For the purpose of direct gravitational wave searches (Pulsar timing arrays (PTAs) and interferometers), it is customary to express the stochastic gravitational wave background (SGWB) as the energy in gravitational waves per logarithmic frequency interval normalized to the critical energy density $\rho_{c}$ 47-49,

$$
\begin{equation*}
\Omega_{\mathrm{GW}}(k)=\frac{1}{\rho_{c}} \frac{\partial \rho_{G W}(k)}{\partial \ln k}=\frac{\left(\Delta_{t}^{+}\right)^{2}+\left(\Delta_{t}^{-}\right)^{2}}{24} \Omega_{r} \frac{g_{*}^{k}}{g_{*}^{0}}\left(\frac{g_{*, s}^{0}}{g_{*, s}^{k}}\right)^{4 / 3} \tag{5.19}
\end{equation*}
$$

for modes entering during the radiation dominated epoch of the universe, where $g_{*}^{k, 0}\left(g_{*, s}^{k, 0}\right)$ denotes the effective number of degrees of freedom contributing to the energy (entropy) of the thermal bath at the point in time when the mode $k$ entered the horizon and today, respectively. $\Omega_{r}=8.5 \times 10^{-5}$ denotes the fraction of radiation energy today. Neglecting the change in the number of degrees of freedom, this leads to

$$
\begin{align*}
\Omega_{\mathrm{GW}}(k) & =\left.\frac{\Omega_{r}}{24}\left(\frac{H}{2 \pi}\right)^{2}\left(\frac{2}{M_{P}}\right)^{2}\left[\left(\sqrt{2 k} x\left|w_{-2}^{(\gamma)}(x)\right|\right)^{2}+\left(\sqrt{2 k} x\left|w_{+2}^{(\gamma)}(x)\right|\right)^{2}\right]\right|_{x=1}  \tag{5.20}\\
& =\left.\frac{\Omega_{r}}{24}\left(\frac{H}{2 \pi}\right)^{2}\left(\frac{2}{M_{P}}\right)^{2}\left[1+\left(\sqrt{2 k} x\left|w_{+2}^{(\gamma)}(x)\right|\right)^{2}\right]\right|_{x=1} \tag{5.21}
\end{align*}
$$

where we have made use of the observation that the $w_{-2}^{(\gamma)}$ mode is not enhanced and hence is given by the usual solution of the Mukhanov-Sasaki equation, $\sqrt{2 k} w_{-2}^{(\gamma)}(x=1)=1$.

[^18]

Figure 5.6: Stochastic gravitational wave background. Our semi-analytical estimate 5.23 in the non-Abelian regime is shown as dotted orange line. For reference, we show the standard contribution of the vacuum fluctuations (solid gray)and the (non-linear) contribution in the Abelian regime (dashed blue). The results of the linearized analysis are shown as green dots. Same parameters as in Fig. 5.2,

In Fig. 5.6 we show the resulting SGWB compared to current and upcoming experimental constraints from pulsar timing arrays [50, 51] and from the interferometer experiments LIGO [52], LISA [53] and the Einstein Telescope [54. For reference, we also show the standard vacuum solution (in gray), obtained by setting $\sqrt{2 k} w^{(\gamma, \phi)}(x=1)=1$, as well as the analytical results from the Abelian regime (dashed blue line),

$$
\begin{equation*}
\left(\Omega_{\mathrm{GW}}\right)_{\mathrm{ab} .}=\frac{1}{24} \Omega_{r}\left(\frac{H}{\pi M_{P}}\right)^{2}\left(2+4.3 \cdot 10^{-7} \frac{2 H^{2}}{M_{P}^{2}} \frac{e^{4 \pi \xi}}{\xi^{6}}\right) . \tag{5.22}
\end{equation*}
$$

A key feature of the non-Abelian regime is that the gravitational waves couple to the enhanced gauge field mode at the linear level, resulting in the enhanced SGWB at large frequencies [22]. In the Abelian regime, such a source term is absent at the linear level and only appears at the non-linear level. This is simply because the energy momentum tensor, the source term of the GW equation of motion, is bi-linear in the gauge fields and we do not have a background gauge field in the Abelian regime. This non-linear term is of course not captured by the linearized analysis performed here, and hence we simply include the non-linear contribution in the Abelian regime given by Eq. (5.22) a posteriori. Note that in the non-Abelian regime this non-linear contribution is sub-dominant as long as $\delta A \ll f$. For the parameter point studied here, we find the SGWB to be out of reach of the GW interferometers LIGO and LISA, and barely reachable with the Einstein Telescope. However we stress that a different parameter choice, leading e.g. to an earlier matching betwenn the Abelian and Non-Abelian regime, could change this picture. A full-flegded study of the parameter space is beyond the scope of the
in 34, is similar to what we find here. Within the uncertainties inherent to both methods, we consider this a good agreement. For related work in the Abelian case see also Refs. 6. 8 .
current paper. We note that as in Ref. [55], we expect this gravitational wave background to be very non-gaussian, which may be used as a powerful model discriminator in future observations [56].
Combining Eqs. (4.61) and (5.21) we can obtain an analytical estimate of the SGWB in the nonAbelian regime,

$$
\begin{equation*}
\Omega_{\mathrm{GW}} \simeq \frac{1}{24} \Omega_{r}\left(\frac{\xi^{3} H}{\pi M_{P}}\right)_{\xi=\xi_{\mathrm{cr}}}^{2}\left(\frac{2^{7 / 4} H}{e} \xi^{-1 / 2} e^{(2-\sqrt{2}) \pi \xi}\right)_{\xi=\xi_{\mathrm{ref}}}^{2} \tag{5.23}
\end{equation*}
$$

Here, to take into account the variation of $\xi$, we evaluate the first parenthesis (related to the GW gauge field coupling at horizon crossing) at $\xi_{\text {cr }}=\xi(x=1)$, whereas we evaluate the second parenthesis (describing the helicity +2 gauge field solution) at a the reference value $x=(2+\sqrt{2}) \xi_{\text {cr }}$ roughly corresponding to the onset of the instability in the gauge field mode. The resulting estimate for the GW spectrum is depicted by the dotted orange line in Fig. 5.6. The discrepancy to the numerical result can be traced back to Eq. 4.61), which overestimates the GW amplitude by about a factor of three.
In summary, we re-produce the vacuum contribution for both the scalar and tensor power spectrum at large $N$, thus ensuring agreement with all CMB observations. As we approach smaller scales, we observe an enhancement of both spectra as we pass first through the Abelian and then through the non-Abelian regime. For the specific parameter point studied in this section, the effects are out of reach of current and upcoming experiments, however we expect this to change with increasing $\alpha / \Lambda$ and/or increasing gauge coupling, see discussion at the end of Sec. 5.1. The downside of this regime of parameter space is that the linearized treatment of the helicity +2 gauge field modes likely breaks down significantly before the end of inflation, requiring a different computational strategy to even reliably describe the background evolution in this regime.

## 6 Conclusions and Outlook

A shift-symmetric coupling between the inflation sector and a (non-Abelian) gauge sector opens up new avenues to probe the microphysics of inflation. Based on earlier works studying the coupling of the inflaton field to Abelian [6] and non-Abelian [4.5.20] 22] gauge groups, we demonstrate here how the former can be understood as a limit of the latter in the far past. To this end, we extend and complement the analysis of CNI (see Refs. [4|5|22]) in the following ways: (i) Most importantly, we demonstrate how the homogeneous isotropic gauge field background, key ingredient to CNI, is generated dynamically from standard Bunch Davies initial conditions in the infinite past. The evolution of the background is then governed by two competing effects: the classical background motion and the stochastic motion due to the strong growth of gauge field perturbations. We demonstrate how the system converges to an attractor solution, where the gauge field background is dominated by the classical motion. (ii) This attractor solution is more general than the solution employed in [20], and in particular also allows us to study the parameter space in which the backreaction of the gauge fields on the equation of motion of the inflaton is small. (iii) We provide relatively simple explicit expressions for the equations of motion of the Fourier components of all physical perturbations modes, after integrating out all gauge degrees of freedom and constraint equations. Due to a slightly different choice of basis, our expressions
are somewhat simpler than those found in the literature, in particular when studying only the gauge field fluctuations. (iv) Although the bulk of our analysis is performed for the linearized system of perturbations, we highlight the importance of non-linear contributions in the scalar sector, giving an estimate for the resulting contribution to the scalar power spectrum.
In the inherently non-Abelian regime of our analysis, we reproduce the phenomenology of CNI: a single tensor (i.e. helicity 2) gauge field mode is tachyonically enhanced. A linear coupling of this mode to one helicity of the tensor metric perturbation sources a strongly enhanced, chiral gravitational wave background. We point out that the instability observed in the scalar sector in Ref. [4] only occurs in part of the parameter space (depending mainly on the value of the gauge coupling $e$ and the coupling between the inflaton and the gauge fields, $\alpha / \Lambda$ ), and is in particular absent for the parameter point studied in this paper. Large contributions to the scalar power spectrum are on the other hand sourced by non-linear contributions. We propose a method to estimate this non-linear contribution based on a generalization of the procedure described in 12 and it should be seen as an order-ofmagnitude estimate only. Interestingly, we have found that the non-linear corrections are expected to quickly dominate over vacuum and linear contributions inducing a strong enhancement in the scalar power spectrum at small scales. Such an enhancement may lead to a rich phenomenology (e.g. PBH formation 12 14, $\mu$-distortions [11, etc).
The transition between an Abelian limit at early times and a non-Abelian regime at later times provides a natural way to obtain results in agreement with all CMB constraints while obtaining a phenomenologically very interesting enhanced scalar and tensor power spectra at small scales. The key parameter driving this transition is the instability parameter $\xi$ (see Eq. (2.7)), measuring the velocity of the inflaton. In single-field slow-roll inflation models, this parameter is small at early times but increases over the course of inflation. This parameter controls the tachyonic enhancement of the gauge field perturbations, as well as the amplitude of the homogeneous background solution. For the parameter point studied in this paper, the predicted enhancement of the scalar and tensor power spectrum is out of reach of current and upcoming experiments. A comprehensive exploration of the parameter space of these models, in particular with regarding the prospects of detecting the gravitational wave signal with LIGO, LISA or the Einstein Telescope, is left for future work.
For the numerical study in this paper, we focused on a parameter point for which the gauge friction on the inflaton motion was small at the point of transition between the Abelian and non-Abelian regime. We leave a study of the opposite regime, corresponding to the usual so-called magnetic drift regime of CNI to future work. In this case, the dynamics at the transition point change more violently, requiring a more sophisticated modeling of this transition regime. In a similar spirit, the transition region itself deserves more attention. In this paper we simply refrained from making any statements very close to the transition region, to avoid sensitivity to the precise modeling procedure of this transition. Clearly, this calls for further improvement. Finally, the restriction to a linearized system of perturbations in the bulk of our analysis limits our ability to explore parameters for which the transition to the non-Abelian regime occurs only shortly after the CMB scales exited the horizon (which may be most interesting from a phenomenological point of view). For the parameter point studied here we observe that the variance of the non-Abelian gauge field modes becomes comparable
to the classical background evolution in the last few e-folds of inflation, calling for a full non-linear treatment of the system.
Our analysis is a further step towards the embedding of axion inflation models in a fully realistic particle physics description of the early Universe. In particular, our unified framework for Abelian and Non-Abelian couplings may be applied to more complex gauge groups such as $S U(2) \times U(1)$ and eventually the full Standard Model of Particle Physics.
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## A Full equations of motion

In this Appendix we report the full computation of the equations of motion for the gauge fields and metric perturbations including the lapse and shift that were discarded in Sec. 4 of the main text. We found some minor discrepancies with respect to the results in 22 that however do not affect their results.

We start from the expressions for the action and the metric reported in sec. 4. The metric in matrix form is

$$
g_{\mu \nu}=\left(\begin{array}{cc}
-N^{2}+h_{i j} N^{i} N^{j} & h_{j i} N^{i}  \tag{A.1}\\
h_{i j} N^{j} & h_{i j}
\end{array}\right)
$$

and it can be easily establihed that the components of the inverse matrix are

$$
\begin{equation*}
g^{00}=-\frac{1}{N^{2}} \quad g^{0 i}=\frac{N^{i}}{N^{2}} \quad g^{i j}=h^{i j}-\frac{N^{i} N^{j}}{N^{2}} \tag{A.2}
\end{equation*}
$$

Moreover, it is useful to notice that $\sqrt{-g}=N \sqrt{h}$ where $h=\operatorname{det}\left(h_{i j}\right)$ and $h^{i j}=\left(h_{i j}\right)^{-1}$. Using these definitions, the Einstein-Hilbert term takes the standard form derived in the original paper on the ADM formalism 41]

$$
\begin{equation*}
\mathcal{L}_{\mathrm{EH}}=\sqrt{h}\left[N R^{(3)}+\frac{1}{N}\left(E^{i j} E_{i j}-E^{2}\right)\right] \tag{A.3}
\end{equation*}
$$

where $R^{(3)}$ is the spatial curvature (computed using $h_{i j}$ ), while ${ }^{22}$

$$
\begin{equation*}
E_{i j}=\frac{1}{2}\left(h_{i j}^{\prime}-\nabla_{i} N_{j}-\nabla_{j} N_{i}\right), \quad E=E_{i}^{i} \tag{A.4}
\end{equation*}
$$

[^19]The lagrangian for the scalar field $\phi$ takes the form:

$$
\begin{equation*}
\mathcal{L}_{\phi}=\sqrt{h}\left[\frac{1}{2 N}\left(\phi^{\prime}-N^{i} \partial_{i} \phi\right)^{2}-\frac{N}{2} h^{i j} \partial_{i} \phi \partial_{j} \phi-N V(\phi)\right], \tag{A.5}
\end{equation*}
$$

while, after using some simple algebra, we split the Yang-Mills lagrangian as follows

$$
\begin{align*}
\mathcal{L}_{\mathrm{YM}} & =\frac{\sqrt{h}}{2 N}\left[h^{i j}\left(F_{0 i}^{a} F_{0 j}^{a}+2 F_{0 i}^{a} F_{j l}^{a} N^{l}+F_{i k}^{a} F_{j l}^{a} N^{k} N^{l}\right)\right]-\frac{\sqrt{h} N}{4} h^{i j} h^{k l} F_{i k}^{a} F_{j l}^{a} \equiv \\
& \equiv \mathcal{L}_{\mathrm{YM}, 1}+\mathcal{L}_{\mathrm{YM}, 2}+\mathcal{L}_{\mathrm{YM}, 3}+\mathcal{L}_{\mathrm{YM}, 4} \tag{A.6}
\end{align*}
$$

Expanding each of the four terms in eq. A.6) we get:

$$
\begin{align*}
& \mathcal{L}_{\mathrm{YM}, 1}=\frac{\sqrt{h}}{2 N} h^{i j} F_{0 i}^{a} F_{0 j}^{a}= \\
&=\frac{\sqrt{h}}{2 N} h^{i j}\left[\partial_{0} A_{i}^{a} \partial_{0} A_{j}^{a}+\partial_{i} A_{0}^{a} \partial_{j} A_{0}^{a}-\partial_{0} A_{i}^{a} \partial_{j} A_{0}^{a}-\partial_{0} A_{j}^{a} \partial_{i} A_{0}^{a}+\right. \\
&+e \varepsilon^{a b c}\left(\partial_{0} A_{i}^{a} A_{0}^{b} A_{j}^{c}-\partial_{i} A_{0}^{a} A_{0}^{b} A_{j}^{c}+\partial_{0} A_{j}^{a} A_{0}^{b} A_{i}^{c}-\partial_{j} A_{0}^{a} A_{0}^{b} A_{i}^{c}\right) \\
&\left.+e^{2}\left(A_{0}^{b} A_{0}^{b} A_{i}^{c} A_{j}^{c}-A_{0}^{b} A_{j}^{b} A_{0}^{c} A_{i}^{c}\right)\right] .  \tag{A.7}\\
& \mathcal{L}_{\mathrm{YM}, 2}= \frac{\sqrt{h}}{N} h^{i j} F_{0 i}^{a} F_{j l}^{a} N^{l}= \\
&=\frac{\sqrt{h}}{N} h^{i j}\left[\partial_{0} A_{i}^{a} \partial_{j} A_{l}^{a}-\partial_{0} A_{i}^{a} \partial_{l} A_{j}^{a}-\partial_{i} A_{0}^{a} \partial_{j} A_{l}^{a}+\partial_{i} A_{0}^{a} \partial_{l} A_{j}^{a}+\right. \\
&+e \varepsilon^{a b c}\left(\partial_{0} A_{i}^{a} A_{j}^{b} A_{l}^{c}-\partial_{i} A_{0}^{a} A_{j}^{b} A_{l}^{c}+\partial_{j} A_{l}^{a} A_{0}^{b} A_{i}^{c}-\partial_{l} A_{j}^{a} A_{0}^{b} A_{i}^{c}\right)+ \\
&\left.+e^{2}\left(A_{0}^{b} A_{j}^{b} A_{i}^{c} A_{l}^{c}-A_{0}^{b} A_{l}^{b} A_{i}^{c} A_{j}^{c}\right)\right] N^{l} .  \tag{A.8}\\
& \mathcal{L}_{\mathrm{YM}, 3}= \frac{\sqrt{h}}{2 N} h^{i j} F_{i k}^{a} F_{j l}^{a} N^{k} N^{l}= \\
&=\frac{\sqrt{h}}{N} h^{i j}\left[\partial_{i} A_{k}^{a} \partial_{j} A_{l}^{a}-\partial_{i} A_{k}^{a} \partial_{l} A_{j}^{a}-\partial_{k} A_{i}^{a} \partial_{j} A_{l}^{a}+\partial_{k} A_{i}^{a} \partial_{l} A_{j}^{a}+\right. \\
&+e \varepsilon^{a b c}\left(\partial_{i} A_{k}^{a} A_{j}^{b} A_{l}^{c}-\partial_{k} A_{i}^{a} A_{j}^{b} A_{l}^{c}+\partial_{j} A_{l}^{a} A_{i}^{b} A_{k}^{c}-\partial_{l} A_{j}^{a} A_{i}^{b} A_{k}^{c}\right)+ \\
&\left.+e^{2}\left(A_{i}^{b} A_{j}^{b} A_{k}^{c} A_{l}^{c}-A_{i}^{b} A_{l}^{b} A_{k}^{c} A_{j}^{c}\right)\right] N^{k} N^{l} .  \tag{A.9}\\
& \mathcal{L}_{\mathrm{YM}, 4}=-\frac{\sqrt{h}}{4 N} h^{i j} h^{k l} F_{i k}^{a} F_{j l}^{a}= \\
&=- \frac{\sqrt{h} N}{4} h^{i j} h^{k l}\left[\partial_{i} A_{k}^{a} \partial_{j} A_{l}^{a}-\partial_{i} A_{k}^{a} \partial_{l} A_{j}^{a}-\partial_{k} A_{i}^{a} \partial_{j} A_{l}^{a}+\partial_{k} A_{i}^{a} \partial_{l} A_{j}^{a}+\right. \\
&\left.\left.+e e^{a b c}\left(\partial_{i} A_{k}^{a} A_{j}^{b} A_{l}^{c}-\partial_{k} A_{i}^{a} A_{j}^{b} A_{l}^{c}+\partial_{j} A_{l}^{a} A_{i}^{b} A_{j}^{c}-\partial_{l} A_{j}^{a} A_{k}^{b} A_{l}^{c} A_{k}^{c}\right)+A_{i}^{b} A_{l}^{b} A_{k}^{c} A_{j}^{c}\right)\right]
\end{align*}
$$

The Chern-Simons term is

$$
\begin{align*}
\mathcal{L}_{\mathrm{CS}} & =-\frac{\alpha}{8 \Lambda} \phi F_{\mu \nu}^{a} F_{\rho \sigma}^{a} \varepsilon^{\mu \nu \rho \lambda}=-\frac{\alpha}{2 \Lambda} \phi\left[2 \varepsilon^{0 i j k} \partial_{0} A_{i}^{a} \partial_{j} A_{k}^{a}-\right. \\
& \left.-2 \varepsilon^{0 i j k} \partial_{i} A_{0}^{a} \partial_{j} A_{k}^{a}+e f^{a b c} \varepsilon^{0 i j k}\left(\partial_{0} A_{i}^{a} A_{j}^{b} A_{k}^{c}-\partial_{i} A_{0}^{a} A_{j}^{b} A_{k}^{c}+2 \partial_{i} A_{j}^{a} A_{0}^{b} A_{k}^{c}\right)\right] \tag{A.11}
\end{align*}
$$

Given the expressions for each term of the action, we can compute the expansion at quadratic order in the field fluctuations. We expand the three-dimensional metric at second order as follow

$$
\begin{equation*}
h_{i j}=a^{2}\left(\delta_{i j}+\gamma_{i j}+\frac{\gamma_{i k} \gamma_{k j}}{2}\right) \text {, } \tag{A.12}
\end{equation*}
$$

where $\gamma_{i j}$ is transverse and traceless quantum fluctuation: $\gamma_{i i}=\partial_{i} \gamma_{i j}=0.23$ We also notice that, using the standard expression $\delta g=g g^{i j} \delta g_{i j}$, where $g=\operatorname{det}(g)$ the determinant $h=\operatorname{det}\left(h_{i j}\right)$ can be expanded as

$$
\begin{equation*}
\frac{h}{a^{2}}=\operatorname{det}\left(e^{\operatorname{Tr}\left[\ln \left(h_{i j} / a^{2}\right)\right]}\right)=\operatorname{det}\left(e^{\operatorname{Tr}\left[\gamma_{i j}+\frac{\gamma_{i k} \gamma_{k j}}{2}-\frac{\gamma_{i k} \gamma_{k j}}{2}\right]}\right)=1 . \tag{A.13}
\end{equation*}
$$

We also notice that in spatially flat gauge the Christoffel symbols vanish $\Gamma^{i}{ }_{j k}=0$ and then $\nabla_{i}=\partial_{i}$. Finally we expand the lapse and shift around the FRW background

$$
\begin{equation*}
N=a\left(1+\delta N_{1}+\delta N_{2}\right), \quad N^{i} \equiv \delta N_{1}^{i}+\delta N_{2}^{i}, \tag{A.14}
\end{equation*}
$$

where $\delta N_{1}, N_{1}^{i}$ are first order fluctuations while $\delta N_{2}, N_{2}^{i}$ are second order fluctuations. As it turns out that only the first order fluctuations are relevnat for the computation below, we just rename $\delta N_{1} \equiv \delta N$ and $\delta N_{1}^{i}=\delta N^{i}$.

Finally we proceed with the computation of the quadratic action and we report the results term by term to make it easier tracking back the various terms. We start from the Einstein Hilbert component

$$
\begin{align*}
S_{\mathrm{EH}} & =\int \mathrm{d}^{4} x \frac{a^{2}}{2}\left[\frac{\gamma_{i j} \partial_{l} \partial_{l} \gamma_{i j}}{4}-6 \mathcal{H}^{2}+\frac{\gamma_{i j}^{\prime} \gamma_{i j}^{\prime}}{4}+\right.  \tag{A.15}\\
& \left.+\frac{4 \mathcal{H}}{a^{2}}(1-\delta N) \partial_{i} N_{i}+6 \mathcal{H}^{2} \delta N(1-\delta N)-\left(\frac{\partial_{i} N_{i}}{a^{2}}\right)^{2}+\frac{\partial_{(i} N_{j)} \partial_{(i} N_{j)}}{a^{4}}\right], \tag{A.16}
\end{align*}
$$

where the contribution from the three-dimensional curvature $R^{(3)}$ is just the first term $a^{2} / 8 \gamma_{i j} \partial_{l} \partial_{l} \gamma_{i j}$. Concerning the scalar field, the second order action takes the form:

$$
\begin{align*}
\delta^{2} S_{\phi} & =\int d^{4} x\left[\frac{a^{2}}{2}\left(\left(\delta \phi^{\prime}\right)^{2}-\partial_{i} \delta \phi \partial_{i} \delta \phi-a^{2} V^{\prime \prime}(\delta \phi)^{2}\right)-\right. \\
& \left.-\frac{a^{2}}{2}\left(\frac{2}{a^{2}}\left\langle\phi^{\prime}\right\rangle N_{i} \partial_{i} \delta \phi+2\left\langle\phi^{\prime}\right\rangle \delta N \delta \phi^{\prime}+\left\langle\phi^{\prime}\right\rangle^{2}(\delta N)^{2}-2 a^{2} V^{\prime} \delta \phi \delta N\right)\right] . \tag{A.17}
\end{align*}
$$

Finally, we report the various contributions to the Yang-Mills $\delta^{2} \mathcal{S}_{\mathrm{YM}}$ and Chern-Simon $\delta^{2} S_{\mathrm{CS}}$ quadratic actions

$$
\begin{align*}
\delta^{2} \mathcal{S}_{\mathrm{YM}, 1}=\int d^{4} x & {\left[\frac{1}{4}\left(f^{\prime}\right)^{2} \gamma^{j k} \gamma^{k j}-f^{\prime} \gamma^{a j} \partial_{0} \delta A_{j)}^{(a}-\right.} \\
& -\frac{1}{2} \delta A_{i}^{a} \partial_{0} \partial_{0} \delta A_{i}^{a}-\frac{1}{2} \delta A_{0}^{a} \partial_{i} \partial_{i} \delta A_{0}^{a}+\delta A_{0}^{a} \partial_{0} \partial_{i} \delta A_{i}^{a}+ \\
& +e \varepsilon^{a b i} f \partial_{0} \delta A_{i}^{a} \delta A_{0}^{b}+e \varepsilon^{j b c} f^{\prime} \delta A_{0}^{b} \delta A_{j}^{c}-e \varepsilon^{a b i} f \partial_{i} \delta A_{0}^{a} \delta A_{0}^{b}+e^{2} f^{2} \delta A_{0}^{b} \delta A_{0}^{b} \\
& \left.+\frac{3}{2}\left(f^{\prime}\right)^{2} \delta N^{2}-f^{\prime} \partial_{0} \delta A_{i}^{i} \delta N+f^{\prime} \partial_{j} \delta A_{0}^{j} \delta N\right], \tag{A.18}
\end{align*}
$$

[^20]\[

$$
\begin{align*}
& \delta^{2} \mathcal{S}_{\mathrm{YM}, 2}= \int d^{4} x \frac{1}{a^{2}}\left[f^{\prime} \partial_{a} \delta A_{l}^{a} N_{l}-f^{\prime} \partial_{l} \delta A_{a}^{a} N_{l}+\right. \\
&\left.+e f^{2} \varepsilon_{a i l} \partial_{0} \delta A_{i}^{a} N_{l}+e f f^{\prime} \varepsilon_{i b l} \delta A_{i}^{b} N_{l}-e \varepsilon_{a i l} f^{2} \partial_{i} \delta A_{0}^{a} N_{l}-2 e^{2} f^{3} \delta A_{0}^{l} N_{l}\right]  \tag{A.19}\\
& \delta^{2} \mathcal{S}_{\mathrm{YM}, 3}=\int d^{4} x e^{2} f^{4} N^{k} N^{k},  \tag{A.20}\\
& \delta^{2} \mathcal{S}_{\mathrm{YM}, 4}= \int d^{4} x\left[-\frac{3}{4} e^{2} f^{4} \delta N^{2}-\frac{e^{2} f^{4}}{4} \gamma^{j k} \gamma^{k j}-\right. \\
&-e f^{2} \varepsilon^{a b c} \gamma^{i j}\left(\delta_{(i}^{b} \partial_{j} \delta A_{c}^{a}-\delta_{(i}^{b} \partial_{c} \delta A_{j)}^{a}\right)+e^{2} f^{3} \gamma^{b i} \delta A_{i)}^{(b}- \\
&-e f^{2} \varepsilon^{a b c} \partial_{[b} \delta A_{c]}^{a} \delta N-2 e^{2} f^{3} \delta_{i}^{b} \delta A_{i}^{b} \delta N+ \\
&+ \frac{1}{2} \delta A_{j}^{a} \partial_{i} \partial_{i} \delta A_{j}^{a}+\frac{1}{2}\left(\partial_{i} \delta A_{i}^{a}\right)^{2}-e^{2} f^{2}\left(\delta A_{a}^{a} \delta A_{b}^{b}+\frac{1}{2} \delta A_{i}^{b} \delta A_{i}^{b}-\frac{1}{2} \delta A_{i}^{b} \delta A_{b}^{i}\right)- \\
&\left.-e f \varepsilon^{a b c}\left(\delta_{i}^{b} \partial_{i} \delta A_{k}^{a} \delta A_{k}^{c}+\delta_{k}^{c} \partial_{i} \delta A_{k}^{a} \delta A_{i}^{b}\right)\right] .  \tag{A.21}\\
& \delta^{2} \mathcal{S}_{\mathrm{CS}}= \int d^{4} x\left[-\frac{\alpha}{2 \Lambda}\langle\phi\rangle\left(2 \varepsilon^{0 i j k} \partial_{0} \delta A_{i}^{a} \partial_{j} \delta A_{k}^{a}-2 \varepsilon^{0 i j k} \partial_{i} \delta A_{0}^{a} \partial_{j} \delta A_{k}^{a}+\right.\right. \\
&+2 e f \partial_{0} \delta A_{a}^{a} \delta A_{k}^{k}-2 e f \partial_{0} \delta A_{k}^{c} \delta A_{c}^{k}+e f^{\prime} \delta A_{b}^{b} \delta A_{c}^{c}-e f^{\prime} \delta A_{j}^{b} \delta A_{b}^{j}- \\
&\left.-2 e f \partial_{i} \delta A_{0}^{i} \delta A_{b}^{b}+2 e f \partial_{i} \delta A_{0}^{j} \delta A_{j}^{i}+2 e f \partial_{i} \delta A_{j}^{i} \delta A_{0}^{j}-2 e f \partial_{i} \delta A_{j}^{j} \delta A_{0}^{i}\right)- \\
&\left.-\frac{\alpha}{2 \Lambda} \delta \phi\left(2 f^{\prime} \varepsilon^{0 i j k} \delta_{i}^{a} \partial_{j} \delta A_{k}^{a}+4 e f f^{\prime} \delta A_{b}^{b}+2 e f^{2} \partial_{0} \delta A_{a}^{a}-2 e f^{2} \partial_{i} \delta A_{0}^{i}\right)\right] \tag{A.22}
\end{align*}
$$
\]

From these expressions we can infer the full equations of motion and the constraints, that we report below.

- Gauss' law:

$$
\begin{align*}
& -\frac{f^{\prime}}{a^{2}} \partial_{j} \gamma_{g j}-f^{\prime} \partial_{g} \delta N-\partial_{i} \partial_{i} \delta A_{g 0}+\partial_{0} \partial_{i} \delta A_{g i}+e \varepsilon_{a g i} f \partial_{0} \delta A_{a i}+e \varepsilon_{j g c} f^{\prime} \delta A_{c j}+ \\
& \quad+2 e f \varepsilon_{g b i} \partial_{i} \delta A_{b 0}+2 e^{2} f^{2} \delta A_{g 0}+\frac{e f^{2}}{a^{2}} \varepsilon_{g i l} \partial_{i} N_{l}-\frac{2 e^{2} f^{3}}{a^{2}} N_{g}-\frac{\alpha e f^{2}}{\Lambda} \partial_{g} \delta \phi=0 . \tag{A.23}
\end{align*}
$$

- $\delta N$-constraint:

$$
\begin{gather*}
-6 a^{2} \mathcal{H}^{2} \delta N-2 \mathcal{H} \partial_{i} N_{i}-a^{2}\left\langle\phi^{\prime}\right\rangle \delta \phi^{\prime}+a^{2}\left\langle\phi^{\prime}\right\rangle^{2} \delta N-a^{4} V^{\prime} \delta \phi+ \\
+3\left(f^{\prime}\right)^{2} \delta N-f^{\prime} \partial_{0} \delta A_{i}^{i}+f^{\prime} \partial_{j} \delta A_{0}^{j}-\frac{3}{2} e^{2} f^{4} \delta N-e f^{2} \varepsilon^{a i k} \partial_{[i} \delta A_{k]}^{a}-2 e^{2} f^{3} \delta A_{i}^{i}=0 . \tag{A.24}
\end{gather*}
$$

- $N_{l}$-constraint:

$$
\begin{gather*}
2 \mathcal{H} \partial_{l} \delta N+\frac{1}{2 a^{2}}\left[\partial_{l} \partial_{i} N_{i}-\partial_{i} \partial_{i} N_{l}\right]-\left\langle\phi^{\prime}\right\rangle \partial_{i} \delta \phi+\frac{2 e^{2} f^{4} N_{l}}{a^{4}}+ \\
+\frac{1}{a^{2}}\left[f^{\prime}\left(\partial_{i} \delta A_{l}^{i}-\partial_{l} \delta A_{i}^{i}\right)+e f^{2} \varepsilon_{l a i} \partial_{0} \delta A_{i}^{a}-e f f^{\prime} \varepsilon_{l b i} \delta A_{i}^{b}-e f^{2} \varepsilon_{l a i} \partial_{i} \delta A_{0}^{a}-2 e^{2} f^{3} \delta A_{l 0}\right]=0 . \tag{A.25}
\end{gather*}
$$

- Gauge fields equation of motion:

$$
\begin{align*}
& -\partial_{0} \partial_{0} \delta A_{i}^{a}-2 e \varepsilon^{a b i} f^{\prime} \delta A_{0}^{b}+\partial_{l} \partial_{l} \delta A_{i}^{a}-\partial_{i} \partial_{j} \delta A_{j}^{a}- \\
& -e^{2} f^{2}\left(2 \delta_{i}^{a} \delta A_{b}^{b}+\delta A_{i}^{a}-\delta A_{a}^{i}\right)+2 e f \varepsilon^{a b c} \partial_{b} \delta A_{i}^{c}+e f \varepsilon^{a b c} \partial_{i} \delta A_{c}^{b}+e f \varepsilon^{a b i} \partial_{l} \delta A_{l}^{b}+ \\
& +\left\langle\phi^{\prime}\right\rangle \frac{\alpha}{\Lambda}\left(\varepsilon^{i j k} \partial_{j} \delta A_{k}^{a}+\delta_{i}^{a} e f \delta A_{b}^{b}-e f \delta A_{a}^{i}\right)+\frac{\alpha}{\Lambda}\left[f^{\prime} \varepsilon^{a j i} \partial_{j} \delta \phi+e f^{2} \delta_{i}^{a} \delta \phi^{\prime}\right]+ \\
& +f^{\prime \prime} \gamma_{i}^{a}+f^{\prime} \gamma_{i}^{a \prime}+e f^{2} \varepsilon^{a j k} \partial_{k} \gamma_{i j}+e^{2} f^{3} \gamma_{i}^{a}+ \\
& -f^{\prime} \partial_{i} N^{a}+f^{\prime} \delta_{i}^{a} \partial_{l} N^{l}-e \varepsilon^{a i l}\left(3 f f^{\prime} N^{l}+f^{2} N^{l \prime}\right)+ \\
& +\delta_{i}^{a}\left(f^{\prime \prime} \delta N+f^{\prime} \delta N^{\prime}\right)+e f^{2} \varepsilon^{a b i} \partial_{b} \delta N-2 e^{2} f^{3} \delta_{i}^{a} \delta N . \tag{A.26}
\end{align*}
$$

- Inflaton equation of motion:

$$
\begin{align*}
\square \delta \phi-2 a^{\prime} a^{-3} \delta \phi^{\prime} & +a^{-2} \partial_{0}\left(\left\langle\phi^{\prime}\right\rangle \delta N\right)+2 \frac{H}{a}\left\langle\phi^{\prime}\right\rangle \delta N+\frac{\left\langle\phi^{\prime}\right\rangle}{a^{4}} \partial_{i} N_{i}-V_{, \phi \phi} \delta \phi-V_{, \phi} \delta N- \\
& -\frac{\alpha}{2 \Lambda a^{4}}\left[2 f^{\prime} \varepsilon^{i j k} \partial_{j} \delta A_{k}^{i}+4 e f f^{\prime} \delta A_{b}^{b}+2 e f^{2} \partial_{0} \delta A_{a}^{a}-2 e f^{2} \partial_{i} \delta A_{0}^{i}\right]=0, \tag{A.27}
\end{align*}
$$

where the $\square$-operator is expressed in co-moving coordinates.

- Gravitational waves equation of motion:

$$
\begin{align*}
& \frac{a}{4}\left[\left(a \gamma_{i j}\right)^{\prime \prime}+\left(-\partial_{l} \partial_{l}-\frac{a^{\prime \prime}}{a}\right)\left(a \gamma_{i j}\right)\right]= \\
& +\frac{1}{2 a}\left(f^{\prime 2}-e^{2} f^{4}\right)\left(a \gamma_{i j}\right)-f^{\prime} \partial_{0} \delta A_{j)}^{(i}+f^{\prime} \partial_{(i} \delta A_{0}^{j)}-2 e f^{2} \varepsilon^{a(i c} \partial_{[j)} \delta A_{c]}^{a}+e^{2} f^{3} \delta A_{j)}^{(i} \tag{A.28}
\end{align*}
$$

## B Basis vectors for the gauge fields in the helicity basis

In this appendix we collect the explicit forms of the basis vectors derived in Sec. 4.2. The six physical degrees of freedom are spanned by the helicity states $\hat{e}_{\lambda}$,

$$
\begin{gather*}
\left(\hat{e}_{01}\right)^{b}{ }_{\mu}=\frac{1}{\sqrt{2}}\left(\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right), \quad\left(\hat{e}_{02}\right)^{b}{ }_{\mu}=\frac{1}{\sqrt{2+4 y_{k}(x)^{2}}}\left(\begin{array}{cccc}
0 & 2 i y_{k}(x) & 0 & 0 \\
0 & 0 & 0 & -1 \\
0 & 0 & 1 & 0
\end{array}\right), \\
\left(\hat{e}_{-1}\right)^{b}{ }_{\mu}=\frac{1}{\sqrt{2+4 y_{k}(x)+4 y_{k}(x)^{2}}}\left(\begin{array}{cccc}
0 & 0 & i\left(1+y_{k}(x)\right) & 1+y_{k}(x) \\
0 & i y_{k}(x) & 0 & 0 \\
0 & y_{k}(x) & 0 & 0
\end{array}\right), \\
\left(\hat{e}_{+1}\right)^{b}{ }_{\mu}=\frac{1}{\sqrt{2-4 y_{k}(x)+4 y_{k}(x)^{2}}}\left(\begin{array}{cccc}
0 & 0 & -i\left(1-y_{k}(x)\right) & 1-y_{k}(x) \\
0 & i y_{k}(x) & 0 & 0 \\
0 & -y_{k}(x) & 0 & 0
\end{array}\right), \\
\left(\hat{e}_{-2}\right)^{b}{ }_{\mu}=\frac{1}{2}\left(\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 0 & i & 1 \\
0 & 0 & 1 & -i
\end{array}\right), \quad\left(\hat{e}_{+2}\right)^{b}{ }_{\mu}=\frac{1}{2}\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & -i & 1 \\
0 & 0 & 1 & i
\end{array}\right), \tag{B.1}
\end{gather*}
$$

with $y_{k}(x) \equiv e f(\tau) / k$. Note that in any background which is a fixed point of Eq. 3.5) (e.g. if the background follows the $c_{2}$-solution), we can drop the index $k$ on $y_{k}(x)$ as this quantity becomes a function of $(-k \tau)$ only: $y_{k}(x)=e k^{-1} f\left(-k^{-1} x\right)=e f(-x) \equiv y(x)$.

The gauge degrees of freedom ( simultaneously satisfying Eqs. (4.24) and (4.25) read

$$
\begin{align*}
\left(\hat{g}_{-1}\right)^{b}{ }_{\mu} & =\left(\begin{array}{cccc}
0 & 0 & -y_{k}(x) & i y_{k}(x) \\
i \frac{d}{d x} & \left(1+y_{k}(x)\right) & 0 & 0 \\
\frac{d}{d x} & -i\left(1+y_{k}(x)\right) & 0 & 0
\end{array}\right)  \tag{B.2}\\
\left(\hat{g}_{0}\right)^{b}{ }_{\mu} & =\left(\begin{array}{cccc}
i \frac{d}{d x} & 1 & 0 & 0 \\
0 & 0 & 0 & -i y_{k}(x) \\
0 & 0 & i y_{k}(x) & 0
\end{array}\right)  \tag{B.3}\\
\left(\hat{g}_{+1}\right)^{b}{ }_{\mu} & =\left(\begin{array}{cccc}
0 & 0 & y_{k}(x) & i y_{k}(x) \\
i \frac{d}{d x} & \left(1-y_{k}(x)\right) & 0 & 0 \\
-\frac{d}{d x} & i\left(1-y_{k}(x)\right. & 0 & 0
\end{array}\right) \tag{B.4}
\end{align*}
$$

where the entry $d / d x$ indicates that the corresponding coefficient $w_{\lambda}^{(g)}(x)$ is replaced by $\frac{d}{d x} w_{\lambda}^{(g)}(x)$. Finally the basis vectors encoding the constraint equations (Gauss' law) are given by

$$
\begin{align*}
&\left(\hat{f}_{-1}\right)^{b}{ }_{\mu}=\frac{1}{\sqrt{2}}\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
-i & 0 & 0 & 0
\end{array}\right),  \tag{B.5}\\
&\left(\hat{f}_{0}\right)^{b}{ }_{\mu}=\frac{1}{\sqrt{2}}\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right),  \tag{B.6}\\
&\left(\hat{f}_{+1}\right)^{b}{ }_{\mu}=\frac{1}{\sqrt{2}}\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
+i & 0 & 0 & 0
\end{array}\right) . \tag{B.7}
\end{align*}
$$

## C Computation of the variance of $F \tilde{F}$

In this appendix we are interested in computing the variation of $\langle F \tilde{F}\rangle$ with respect to its background value, which we employ to estimate the non-linear contribution to the scalar power spectrum in Sec. 5.2.1. In general this can be expressed as

$$
\begin{equation*}
\delta(\langle F \tilde{F}\rangle)=[F \tilde{F}-\langle F \tilde{F}\rangle]_{\delta \phi=0}+\frac{\partial\langle F \tilde{F}\rangle}{\partial \dot{\phi}} \dot{\delta} \phi \equiv \delta_{\overrightarrow{E B}}+\frac{\partial\langle F \tilde{F}\rangle}{\partial \dot{\phi}} \dot{\delta \phi}, \tag{C.1}
\end{equation*}
$$

where we are using the sign convention $\dot{\phi}>0,\langle F \tilde{F}\rangle>0$ (see 12]). Notice that this corresponds at considering the variation of $\langle F \tilde{F}\rangle$ due to variations of $\delta \phi$ (second term) plus the variations of $\langle F \tilde{F}\rangle$ due to the variations of the gauge fields. In order to perform the computation of the latter it is useful to introduce the electric and magnetic fields (in conformal time)

$$
\begin{equation*}
F_{0 i}^{a} \equiv-a^{2}(\tau) E_{i}^{a}, \quad F_{i j}^{a} \equiv \varepsilon^{i j k} a^{2}(\tau) B_{k}^{a} \tag{C.2}
\end{equation*}
$$

With these definitions we can trivially show that:

$$
\begin{align*}
F_{\mu \nu}^{a} F_{\rho \sigma}^{a} g^{\mu \rho} g^{\nu \sigma} & =-\frac{2}{a^{4}} F_{0 i}^{a} F_{0 i}^{a}+\frac{1}{a^{4}} F_{i j}^{a} F_{i j}^{a}=-2\left[\left(\vec{E}^{a}\right)^{2}-\left(\vec{B}^{a}\right)^{2}\right]  \tag{C.3}\\
F_{\mu \nu}^{a} \tilde{F}_{\rho \sigma}^{a} & =\frac{4}{2 \sqrt{-g}} F_{0 i}^{a} F_{j k}^{a} \varepsilon^{i j k}=-2 E_{i}^{a} B_{l}^{a} \varepsilon^{i j k} \varepsilon^{l j k}=-4 \vec{E}^{a} \cdot \vec{B}^{a} \tag{C.4}
\end{align*}
$$

We can then proceed by computing the expressions of $E_{i}^{a}$ and $B_{i}^{a}$ (neglecting terms depending on $A_{0}^{a}$ ) up to second order:

$$
\begin{align*}
E_{i}^{a} & =-\frac{1}{a^{2}}\left[\delta_{i}^{a} \partial_{0} f+\partial_{0} \delta A_{i}^{a}\right],  \tag{C.5}\\
B_{i}^{a} & =\frac{1}{a^{2}}\left[\varepsilon_{i j k} \partial_{j} \delta A_{k}^{a}+e f^{2} \delta_{i}^{a}-e f \delta A_{a}^{i}+e \frac{\varepsilon_{i j k} \varepsilon^{a b c}}{2} \delta A_{j}^{b} \delta A_{k}^{c}\right], \tag{C.6}
\end{align*}
$$

where we have neglected terms proportional to $\delta A_{a}^{a}$ because it's scalar and thus it does not feature the exponential enhancement present in the $e_{+2}$ mode. Notice that setting $e=0$ we can easily recover all the usual Abelian terms.

With this notation it is now trivial to check that the expectation value of $F \tilde{F}$ can be expressed as:

$$
\begin{equation*}
\left\langle F_{\mu \nu}^{a} \tilde{F}^{a \mu \nu}\right\rangle=-4\left\langle\vec{E}^{a} \cdot \vec{B}^{a}\right\rangle \equiv-4 T_{0}, \tag{C.7}
\end{equation*}
$$

and the variance of $F \tilde{F}$ can be expressed as

$$
\begin{equation*}
\delta_{E B}^{2}=\left\langle\left(F^{a} \tilde{F}^{a}\right)^{2}\right\rangle-\left\langle F^{a} \tilde{F}^{a}\right\rangle^{2}=16\left[\left\langle E_{i}^{a} E_{j}^{b}\right\rangle\left\langle B_{i}^{a} B_{j}^{b}\right\rangle+\left\langle E_{i}^{a} B_{j}^{b}\right\rangle\left\langle B_{i}^{a} E_{j}^{b}\right\rangle\right], \tag{C.8}
\end{equation*}
$$

that has exactly the same shape as in the Abelian limit (for comparison see appendix A of [12). At this point it is useful to introduce

$$
\begin{equation*}
T_{1} \equiv\left\langle E_{i}^{a} E_{j}^{b}\right\rangle\left\langle B_{i}^{a} B_{j}^{b}\right\rangle, \quad T_{2} \equiv\left\langle E_{i}^{a} B_{j}^{b}\right\rangle\left\langle B_{i}^{a} E_{j}^{b}\right\rangle, \tag{C.9}
\end{equation*}
$$

so that the two contributions can be computed independently. Before substituting the explicit expressions of $E$ and $B$ it is important to notice that

1. In order to compute the variance we only need terms that are exactly quadratic in the fluctuations.
2. The base vectors of the $\pm 2$ helicity modes are traceless in all bases (implying $\delta_{i}^{a}\left[e_{ \pm 2}(\vec{k})\right]_{i}^{a}=0$ for all $\vec{k}$.

We can now directly compute

$$
\begin{align*}
\left\langle E_{i}^{a} E_{j}^{b}\right\rangle & =\frac{1}{a^{4}}\left\langle\partial_{0} \delta A_{i}^{a} \partial_{0} \delta A_{j}^{b}\right\rangle,  \tag{C.10}\\
\left\langle B_{i}^{a} B_{j}^{b}\right\rangle & =\frac{1}{a^{4}}\left\langle\varepsilon_{i l k} \varepsilon_{j n m} \partial_{l} \delta A_{k}^{a} \partial_{n} \delta A_{m}^{b}+e^{2} f^{2} \delta A_{a}^{i} \delta A_{b}^{j}-e f \varepsilon_{i l k} \partial_{l} \delta A_{a}^{k} \delta A_{j}^{b}-e f \varepsilon_{j n m} \delta A_{a}^{i} \partial_{n} \delta A_{m}^{b}\right\rangle \\
& \equiv\left\langle B_{i}^{a} B_{j}^{b}\right\rangle_{1}+\left\langle B_{i}^{a} B_{j}^{b}\right\rangle_{2}+\left\langle B_{i}^{a} B_{j}^{b}\right\rangle_{3}+\left\langle B_{i}^{a} B_{j}^{b}\right\rangle_{4},  \tag{C.11}\\
\left\langle E_{i}^{a} B_{j}^{b}\right\rangle & =-\frac{1}{a^{4}}\left\langle\partial_{0} \delta A_{i}^{a} \varepsilon_{j n m} \partial_{n} \delta A_{m}^{b}-e f \partial_{0} \delta A_{i}^{a} \delta A_{b}^{j}+e \delta_{i}^{a} \partial_{0} f \frac{\varepsilon_{j n m} \varepsilon^{b d h}}{2} \delta A_{n}^{d} \delta A_{m}^{h}\right\rangle \\
& \equiv\left\langle E_{i}^{a} B_{j}^{b}\right\rangle_{1}+\left\langle E_{i}^{a} B_{j}^{b}\right\rangle_{2}+\left\langle E_{i}^{a} B_{j}^{b}\right\rangle_{3} . \tag{C.12}
\end{align*}
$$

Notice that again setting $e=0$ our expressions reduce to the Abelian case.

At this point we can expand $\delta A_{\nu}^{a}(\tau, \vec{x})$ in terms of its Fourier modes as in Eq. (2.2). Notice that in general the basis vectors satisfy

$$
\begin{equation*}
\left[e_{\lambda, \nu}^{a}(\hat{k})\right]^{*}=e_{\lambda, \nu}^{a}(-\hat{k}), \quad i \varepsilon_{i j l} k_{j} e_{\lambda, l}^{a}(\hat{k})=\operatorname{sgn}(\lambda)|\vec{k}| e_{\lambda, i}^{a}(\hat{k}) . \tag{C.13}
\end{equation*}
$$

Moreover, the helicity $\pm 2$ vectors are symmetric, i.e., $e_{ \pm 2, i}^{a}=e_{ \pm 2, a}^{i}$. Using the properties of the basis vectors it is possible to show that (from now on we restrict our analysis to the +2 mode only)

$$
\begin{equation*}
\left\langle E_{i}^{a} E_{j}^{b}\right\rangle=\frac{1}{a^{4}} \int \frac{d k d \Omega_{\vec{k}}}{(2 \pi)^{3}} k^{2} \frac{\partial_{0} \tilde{\delta A} A_{+2}(\tau, k)\left[\partial_{0} \tilde{\delta A} A_{+2}(\tau, k)\right]^{*} e_{+2, i}^{a}(\hat{k})\left[e_{+2, j}^{b}(\hat{k})\right]^{*}+h . c .}{2}, \tag{C.14}
\end{equation*}
$$

and analogously for the terms of $\left\langle E_{i}^{a} B_{j}^{b}\right\rangle$ and $\left\langle B_{i}^{a} B_{j}^{b}\right\rangle$

$$
\begin{align*}
& 2\left\langle E_{i}^{a} B_{j}^{b}\right\rangle_{1}=-\frac{1}{a^{4}} \int \frac{d k d \Omega_{\vec{k}}}{(2 \pi)^{3}} k^{3}\left\{\partial_{0} \tilde{\delta A}_{+2}(\tau, k)\left[\tilde{\delta A_{+2}}(\tau, k)\right]^{*} e_{+2, i}^{a}(\hat{k})\left[e_{+2, j}^{b}(\hat{k})\right]^{*}+h . c .\right\},  \tag{C.15}\\
& 2\left\langle E_{i}^{a} B_{j}^{b}\right\rangle_{2}=\frac{e f}{a^{4}} \int \frac{d k d \Omega_{\vec{k}}}{(2 \pi)^{3}} k^{2}\left\{\partial_{0} \tilde{\delta} A_{+2}(\tau, k)\left[\tilde{\delta A} A_{+2}(\tau, k)\right]^{*} e_{+2, i}^{a}(\hat{k})\left[e_{+2, j}^{b}(\hat{k})\right]^{*}+h . c .\right\},  \tag{C.16}\\
& 2\left\langle E_{i}^{a} B_{j}^{b}\right\rangle_{3}=-\frac{e \partial_{0} f}{a^{4}} \int \frac{d k d \Omega_{\vec{k}}}{(2 \pi)^{3}} k^{2}\left\{\tilde{\delta A} A_{+2}(\tau, k)\left[\tilde{\delta A_{+2}}(\tau, k)\right]^{*} \times\right. \\
& \left.\delta_{i}^{a} \frac{\varepsilon_{j n m} \varepsilon^{b d h}}{2}\left[e_{+2, n}^{d}(\hat{k})\right]\left[e_{+2, m}^{h}(\hat{k})\right]^{*}+h . c .\right\},  \tag{C.17}\\
& 2\left\langle B_{i}^{a} B_{j}^{b}\right\rangle_{1}=\frac{1}{a^{4}} \int \frac{d k d \Omega_{\vec{k}}}{(2 \pi)^{3}} k^{4}\left\{\tilde{\delta A_{+2}}(\tau, k)\left[\tilde{\delta A}_{+2}(\tau, k)\right]^{*} e_{+2, i}^{a}(\hat{k})\left[e_{+2, j}^{b}(\hat{k})\right]^{*}+h . c .\right\},  \tag{C.18}\\
& 2\left\langle B_{i}^{a} B_{j}^{b}\right\rangle_{2}=\frac{e^{2} f^{2}}{a^{4}} \int \frac{d k d \Omega_{\vec{k}}}{(2 \pi)^{3}} k^{2}\left\{\tilde{\delta A_{+2}}(\tau, k)\left[\tilde{\delta A} A_{+2}(\tau, k)\right]^{*} e_{+2, i}^{a}(\hat{k})\left[e_{+2, j}^{b}(\hat{k})\right]^{*}+h . c .\right\},  \tag{C.19}\\
& 2\left\langle B_{i}^{a} B_{j}^{b}\right\rangle_{3}=\frac{-e f}{a^{4}} \int \frac{d k d \Omega_{\vec{k}}}{(2 \pi)^{3}} k^{3}\left\{\tilde{\delta A_{+2}}(\tau, k)\left[\tilde{\delta A_{+2}}(\tau, k)\right]^{*} e_{+2, i}^{a}(\hat{k})\left[e_{+2, j}^{b}(\hat{k})\right]^{*}+h . c .\right\},,  \tag{C.20}\\
& 2\left\langle B_{i}^{a} B_{j}^{b}\right\rangle_{4}=\frac{-e f}{a^{4}} \int \frac{d k d \Omega_{\vec{k}}}{(2 \pi)^{3}} k^{3}\left\{\tilde { \delta A _ { + 2 } } ( \tau , k ) \left[\tilde{\left.\left.\delta A_{+2}(\tau, k)\right]^{*} e_{+2, i}^{a}(\hat{k})\left[e_{+2, j}^{b}(\hat{k})\right]^{*}+h . c .\right\} . ~ . ~ . ~ . ~}\right.\right. \tag{C.21}
\end{align*}
$$

Since $T_{1}$ and $T_{2}$ are respectively given by

$$
\begin{align*}
& T_{1}=\left\langle E_{i}^{a} E_{j}^{b}\right\rangle\left(\left\langle B_{i}^{a} B_{j}^{b}\right\rangle_{1}+\left\langle B_{i}^{a} B_{j}^{b}\right\rangle_{2}+\left\langle B_{i}^{a} B_{j}^{b}\right\rangle_{3}+\left\langle B_{i}^{a} B_{j}^{b}\right\rangle_{4}\right),  \tag{C.22}\\
& T_{2}=\left(\left\langle E_{i}^{a} B_{j}^{b}\right\rangle_{1}+\left\langle E_{i}^{a} B_{j}^{b}\right\rangle_{2}+\left\langle E_{i}^{a} B_{j}^{b}\right\rangle_{3}\right)\left(\left\langle B_{i}^{a} E_{j}^{b}\right\rangle_{1}+\left\langle B_{i}^{a} E_{j}^{b}\right\rangle_{2}+\left\langle B_{i}^{a} E_{j}^{b}\right\rangle_{3}\right), \tag{C.23}
\end{align*}
$$

we can immediatly see that, all the angular integrals reduce to three combinations:

$$
\begin{align*}
& \Omega_{1} \equiv \int d \Omega_{\vec{k}} d \Omega_{\vec{q}} e_{+2, i}^{a}(\hat{k})\left[e_{+2, j}^{b}(\hat{k})\right]^{*} e_{+2, i}^{a}(\hat{q})\left[e_{+2, j}^{b}(\hat{q})\right]^{*},  \tag{C.24}\\
& \Omega_{2} \equiv \frac{3}{4} \int d \Omega_{\vec{k}} d \Omega_{\vec{q}} \varepsilon_{j n m} \varepsilon^{b d h}\left[e_{+2, n}^{d}(\hat{k})\right]\left[e_{+2, m}^{h}(\hat{k})\right]^{*} \varepsilon_{j l u} \varepsilon^{b p r}\left[e_{+2, l}^{p}(\hat{q})\right]\left[e_{+2, u}^{r}(\hat{q})\right]^{*},  \tag{C.25}\\
& \Omega_{3} \equiv \int d \Omega_{\vec{k}} d \Omega_{\vec{q}} e_{+2, i}^{a}(\hat{k})\left[e_{+2, j}^{b}(\hat{k})\right]^{*} \delta_{i}^{a} \frac{\varepsilon_{j n m} \varepsilon^{b d h}}{2}\left[e_{+2, n}^{d}(\hat{k})\right]\left[e_{+2, m}^{h}(\hat{k})\right]^{*} . \tag{C.26}
\end{align*}
$$

whose direct evaluation give

$$
\begin{equation*}
\Omega_{1}=\frac{(4 \pi)^{2}}{5}, \quad \Omega_{2}=\frac{4 \pi^{2}}{3}, \quad \quad \Omega_{3}=0 \tag{C.27}
\end{equation*}
$$

Notice that $\Omega_{3}=0$ can be used to simplify $T_{2}$ as:

$$
\begin{equation*}
T_{2}=\left(\left\langle E_{i}^{a} B_{j}^{b}\right\rangle_{1}+\left\langle E_{i}^{a} B_{j}^{b}\right\rangle_{2}\right)\left(\left\langle B_{i}^{a} E_{j}^{b}\right\rangle_{1}+\left\langle B_{i}^{a} E_{j}^{b}\right\rangle_{2}\right)+\left\langle E_{i}^{a} B_{j}^{b}\right\rangle_{3}\left\langle B_{i}^{a} E_{j}^{b}\right\rangle_{3}, \tag{C.28}
\end{equation*}
$$

At this point we are finally left with only integrals over the moduli of the momenta. In order to perform these integrals, we will employ Eq. 4.45),

$$
\begin{equation*}
\sqrt{2 k} w_{+2}(x) \simeq e^{(\kappa-\mu) \pi} \sqrt{4 \pi}\left(\frac{\zeta(x)}{V(x)}\right)^{1 / 4} \operatorname{Ai}(\zeta(x)) \equiv e^{(\kappa-\mu) \pi} \tilde{w}(x) \tag{C.29}
\end{equation*}
$$

We have verified that integrating this approximate expression over the range $0 \leq x \leq 2 \xi$ agrees with the integral over the exact expression (4.30) extremely well, and we are moreover insensitive to the choice of the UV-cutoff. Let us start by computing for example:

$$
\begin{equation*}
4\left\langle E_{i}^{a} E_{j}^{b}\right\rangle\left\langle B_{i}^{a} B_{j}^{b}\right\rangle_{1}=\frac{\Omega_{1} e^{4 \pi(\kappa-\mu)}}{(2 \pi)^{6} a^{8}} \int \frac{d k k^{2}}{k}\left\{\partial_{0} \tilde{w}\left(x_{k}\right) \partial_{0} \tilde{w}\left(x_{k}\right)\right\} \int \frac{d q q^{4}}{q}\left\{\tilde{w}\left(x_{q}\right) \tilde{w}\left(x_{q}\right)\right\}, \tag{C.30}
\end{equation*}
$$

where we use the notation $x_{k}=-k \tau$ to keep track of the different momentum variables. We can then use $\partial_{0} \tilde{w}\left(x_{k}\right)=-k \tilde{w}\left(x_{k}\right)$ ( $/$ here is used to denote the derivative with respect to $\left.x_{k}\right), k=-x_{k} / \tau$ and $\tau=-1 /(a H)$ to get

$$
\begin{equation*}
4\left\langle E_{i}^{a} E_{j}^{b}\right\rangle\left\langle B_{i}^{a} B_{j}^{b}\right\rangle_{1}=\frac{\Omega_{1} e^{4 \pi(\kappa-\mu)}}{(2 \pi)^{6}} H^{8} \int d x_{k} x_{k}^{3}\left\{\tilde{w}^{\prime}\left(x_{k}\right) \tilde{w}^{\prime}\left(x_{k}\right)\right\} \int d x_{q} x_{q}^{3}\left\{\tilde{w}\left(x_{q}\right) \tilde{w}\left(x_{q}\right)\right\} \tag{C.31}
\end{equation*}
$$

Since all the other terms can also be expressed as a product of two integrals it is useful to introduce the six integrals:

$$
\begin{array}{llll}
\mathcal{I}_{1}=\int d x x^{3} \tilde{w}^{\prime}(x) \tilde{w}^{\prime}(x), & \mathcal{I}_{2}=\int d x x^{3} \tilde{w}(x) \tilde{w}(x), & \mathcal{I}_{3} & =\int d x x \tilde{w}(x) \tilde{w}(x), \\
\mathcal{I}_{4}=\int d x x^{2} \tilde{w}(x) \tilde{w}(x), & \mathcal{I}_{5}=\int d x x^{3} \tilde{w}^{\prime}(x) \tilde{w}(x), & \mathcal{I}_{6} & =\int d x x^{2} \tilde{w}^{\prime}(x) \tilde{w}(x) \tag{C.33}
\end{array}
$$

So that we can easily express

$$
\begin{array}{ll}
4\left\langle E_{i}^{a} E_{j}^{b}\right\rangle\left\langle B_{i}^{a} B_{j}^{b}\right\rangle_{1}=\frac{\Omega_{1} e^{4 \pi(\kappa-\mu)}}{(2 \pi)^{6}} H^{8} \mathcal{I}_{1} \mathcal{I}_{2}, & 4\left\langle E_{i}^{a} E_{j}^{b}\right\rangle\left\langle B_{i}^{a} B_{j}^{b}\right\rangle_{2}=\frac{\Omega_{1} e^{4 \pi(\kappa-\mu)}}{(2 \pi)^{6}} H^{8} \xi^{2} \mathcal{I}_{1} \mathcal{I}_{3}, \\
4\left\langle E_{i}^{a} E_{j}^{b}\right\rangle\left\langle B_{i}^{a} B_{j}^{b}\right\rangle_{3}=\frac{\Omega_{1} e^{4 \pi(\kappa-\mu)}}{(2 \pi)^{6}} H^{8}(-\xi) \mathcal{I}_{1} \mathcal{I}_{4}, & 4\left\langle E_{i}^{a} E_{j}^{b}\right\rangle\left\langle B_{i}^{a} B_{j}^{b}\right\rangle_{4}=\frac{\Omega_{1} e^{4 \pi(\kappa-\mu)}}{(2 \pi)^{6}} H^{8}(-\xi) \mathcal{I}_{1} \mathcal{I}_{4}, \\
4\left\langle E_{i}^{a} B_{j}^{b}\right\rangle_{1}\left\langle B_{i}^{a} E_{j}^{b}\right\rangle_{1}=\frac{\Omega_{1} e^{4 \pi(\kappa-\mu)}}{(2 \pi)^{6}} H^{8} \mathcal{I}_{5}^{2}, & 4\left\langle E_{i}^{a} B_{j}^{b}\right\rangle_{1}\left\langle B_{i}^{a} E_{j}^{b}\right\rangle_{2}=\frac{\Omega_{1} e^{4 \pi(\kappa-\mu)}}{(2 \pi)^{6}} H^{8}(-\xi) \mathcal{I}_{5} \mathcal{I}_{6}, \\
4\left\langle E_{i}^{a} B_{j}^{b}\right\rangle_{2}\left\langle B_{i}^{a} E_{j}^{b}\right\rangle_{1}=\frac{\Omega_{1} e^{4 \pi(\kappa-\mu)}}{(2 \pi)^{6}} H^{8}(-\xi) \mathcal{I}_{5} \mathcal{I}_{6}, & 4\left\langle E_{i}^{a} B_{j}^{b}\right\rangle_{2}\left\langle B_{i}^{a} E_{j}^{b}\right\rangle_{2}=\frac{\Omega_{1} e^{4 \pi(\kappa-\mu)}}{(2 \pi)^{6}} H^{8} \xi^{2} \mathcal{I}_{6}^{2}, \\
4\left\langle E_{i}^{a} B_{j}^{b}\right\rangle_{3}\left\langle B_{i}^{a} E_{j}^{b}\right\rangle_{3}=\frac{\Omega_{2} e^{4 \pi(\kappa-\mu)}}{(2 \pi)^{6}} H^{8} \xi^{2} \mathcal{I}_{3}^{2}, \tag{C.34}
\end{array}
$$

where we have also used ef $=-\xi / \tau$ and $d k k^{2}=-d x_{k} x_{k}^{2} / \tau^{3}$. At this point we have all in hand to compute $T_{0}, T_{1}$ and $T_{2}$. Let us start with $T_{0}$ :

$$
\begin{equation*}
T_{0}=\left\langle E_{i}^{a} B_{j}^{b}\right\rangle_{1}+\left\langle E_{i}^{a} B_{j}^{b}\right\rangle_{2}+\left\langle E_{i}^{a} B_{j}^{b}\right\rangle_{3}=-\frac{H^{4}}{4 \pi^{2}} e^{2 \pi(\kappa-\mu)}\left(\mathcal{I}_{5}+\frac{\xi}{2} \mathcal{I}_{3}-\xi \mathcal{I}_{6}\right) . \tag{C.35}
\end{equation*}
$$

which to good approximation is given by

$$
\begin{equation*}
T_{0}=-0.24 \times \frac{H^{4}}{4 \pi^{2}} \times \xi^{3} e^{2 \pi(\kappa-\mu)} \equiv \frac{H^{4}}{4 \pi^{2}} e^{2 \pi(\kappa-\mu)} \tilde{T}_{0} \tag{C.36}
\end{equation*}
$$

analogously we can compute $T_{1}$ and $T_{2}$

$$
\begin{align*}
T_{1} & =\frac{\Omega_{1} H^{8}}{4(2 \pi)^{6}} e^{4 \pi(\kappa-\mu)} \mathcal{I}_{1}\left[\mathcal{I}_{2}+\xi^{2} \mathcal{I}_{3}-2 \xi \mathcal{I}_{4}\right]  \tag{C.37}\\
T_{2} & =\frac{\Omega_{1} H^{8}}{4(2 \pi)^{6}} e^{4 \pi(\kappa-\mu)}\left[\mathcal{I}_{5}^{2}-2 \xi \mathcal{I}_{5} \mathcal{I}_{6}+\xi^{2} \mathcal{I}_{6}^{2}+\xi^{2} \Omega_{2} / \Omega_{1} \mathcal{I}_{3}^{2}\right] \tag{C.38}
\end{align*}
$$

Performing the integrals yields

$$
\begin{align*}
& T_{1} \simeq 0.0082 \times \frac{H^{8}}{80 \pi^{4}} \times \xi^{8} e^{4 \pi(\kappa-\mu)} \equiv \frac{H^{8}}{80 \pi^{4}} e^{4 \pi(\kappa-\mu)} \tilde{T}_{1},  \tag{C.39}\\
& T_{2} \simeq 0.051 \times \frac{H^{8}}{80 \pi^{4}} \times \xi^{6} e^{4 \pi(\kappa-\mu)} \equiv \frac{H^{8}}{80 \pi^{4}} e^{4 \pi(\kappa-\mu)} \tilde{T}_{2}, \tag{C.40}
\end{align*}
$$

where we have also substituted the values of $\Omega_{1}$ and $\Omega_{2}$.

## D Supplemental material for Section 3

## D. 1 Asymptotics for general solutions at late time ( $\tau \rightarrow 0^{-}$)

We provide here a complete description of the asymptotic behavior of solutions to Eq. (3.2) as $\tau \rightarrow 0^{-}$. For any fixed $\xi$, the limit

$$
\begin{equation*}
\lim _{\tau \rightarrow 0^{-}}-\tau e f(\tau) \tag{D.1}
\end{equation*}
$$

achieves at most three distinct values as $e f(\tau)$ ranges over all solutions: $c_{i} \xi$ for $i \in\{0,1,2\}$, where $c_{i}$ is defined in Eq. (3.9). In this way, each solution falls into one of three families: two two-parameter families ( $c_{0}$-type and $c_{2}$-type) and a one-parameter family ( $c_{1}$-type).
For each of these three families we provide the leading terms in a series expansion solution of Eq. (3.2) around $\tau=0$. For brevity, we omit the degenerate case $\xi=2$.

1. The $c_{0}$-type solutions with parameters $\beta$ and $\eta$ are

$$
\begin{equation*}
e f(\tau)=\beta+2 \xi \beta^{2} \cdot(-\tau) \ln (-\tau)+\eta \cdot(-\tau)+\mathcal{O}\left(\left(\xi^{2}\left|\beta^{3} \ln (-\tau)\right|+\xi \eta^{2}\right)(-\tau)^{2}\right), \tau \rightarrow 0^{-} \tag{D.2}
\end{equation*}
$$

Under Eq. 3.5) the parameters transform as $(\beta, \eta) \mapsto\left(\lambda \beta, \lambda^{2}\left(\eta+2 \xi \beta^{2} \ln \lambda\right)\right)$.
2. The $c_{1}$-type solutions with the single parameter $\rho$ are

$$
\begin{equation*}
e f(\tau)=\frac{c_{1} \xi}{-\tau}\left(1+\rho(-\tau)^{\frac{1}{2}\left(3+\sqrt{d_{1}}\right)}+\mathcal{O}\left(\rho^{2}(-\tau)^{3+\sqrt{d_{1}}}\right)\right), \tau \rightarrow 0^{-}, \tag{D.3}
\end{equation*}
$$

where

$$
\begin{equation*}
d_{1}=25-8 c_{1} \xi^{2} . \tag{D.4}
\end{equation*}
$$

As $\xi$ increases from 2 to $\infty, \sqrt{d_{1}}$ increases from 3 to $\sqrt{17}$. The parameter $\rho$ transforms under Eq. (3.5) as $\rho \mapsto \lambda^{\frac{1}{2}\left(3+\sqrt{d_{1}}\right)}$.
3. The $c_{2}$-type solutions when ${ }^{24} \xi>\sqrt{\frac{625}{136}} \approx 2.14$ with parameters $v$ and $\theta$ are of the form

$$
\begin{equation*}
e f(\tau)=\frac{c_{2} \xi}{-\tau}\left(1+\nu(-\tau)^{3 / 2} \cos \left(\frac{1}{2} \sqrt{-d_{2}} \ln (-\tau)+\theta\right)+\mathcal{O}\left(\nu^{2}(-\tau)^{3}\right)\right), \tau \rightarrow 0^{-} \tag{D.5}
\end{equation*}
$$

[^21]where
\[

$$
\begin{equation*}
d_{2}:=25-8 c_{2} \xi^{2} . \tag{D.6}
\end{equation*}
$$

\]

The parameters transform under Eq. (3.5) as $(\nu, \theta) \mapsto\left(\lambda^{3 / 2} \nu, \theta+\frac{1}{2} \sqrt{-d_{2}} \ln (\lambda)\right)$.
It is clear from these formulas and the corresponding transformation laws for the parameters that in the limit $\lambda \rightarrow 0$ of Eq. (3.5), we recover the respective $c_{i}$-type solutions. Observe that in this same limit the error terms also vanish, and so these asymptotic formulas become exact.
Closely related to the $c_{1}$ solutions are the instanton-type solutions

$$
\begin{equation*}
e f(\tau)=\frac{c_{1} \xi}{-\tau}\left(1+\rho(-\tau)^{\frac{1}{2}\left(3+\sqrt{d_{1}}\right)}+O\left(\rho^{2}(-\tau)^{3+\sqrt{d_{1}}}\right)\right) \tag{D.7}
\end{equation*}
$$

which are vacuum-to-vacuum transitions which tunnel from the $c_{1}$ solution in the infinite past to either the $c_{0}$ solution or $c_{2}$ solution in the asymptotic future.

## D. 2 Proof of Theorem 1

Proof. Central to this proof is the auxiliary quantity $\omega_{2}(\tau)$ which we define as

$$
\begin{equation*}
\omega_{2}(\tau)^{4} \equiv\left(e f^{\prime}(\tau)\right)^{2}+(e f(\tau))^{4}-\frac{4}{3} \xi(e f(\tau))^{3} /(-\tau) . \tag{D.8}
\end{equation*}
$$

Although $\omega_{2}(\tau)$ is not defined if the right hand side is negative, by slight abuse of notation we allow $\omega_{2}(\tau)^{4}$ to denote the right-hand side of Eq. (D.8) even when it is negative. We remark that $\omega_{2}(\tau)$ provides a more accurate approximation to $\omega$ than $\omega_{1}(\tau)$, which we recall is defined by

$$
\begin{equation*}
\omega_{1}(\tau)^{4} \equiv\left(e f^{\prime}(\tau)\right)^{2}+(e f(\tau))^{4} \tag{D.9}
\end{equation*}
$$

The contours of $-\tau \omega_{2}(\tau)$ are plotted as dashed lines in Fig. 3.4. and are very close to the contours of $-\omega \tau$ in the oscillatory regime.
The proof will be in two steps. Firstly we show that if there exists some $\tau_{1}$ such that $\omega_{1}\left(\tau_{1}\right)>\frac{4}{3} \xi /\left(-\tau_{1}\right)$ then $\omega_{2}\left(\tau_{1}\right)>0$. Secondly we show that if $\omega_{2}\left(\tau_{1}\right)>0$ then $\omega>0$.
For the first step, note that

$$
\begin{equation*}
|e f(\tau)|=\sqrt[4]{(e f(\tau))^{4}} \leq \omega_{1}(\tau) \tag{D.10}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\left|\omega_{2}(\tau)^{4}-\omega_{1}(\tau)^{4}\right|=\frac{4}{3} \xi|e f(\tau)|^{3} /(-\tau) \leq \frac{4}{3} \xi \omega_{1}(\tau)^{3} /(-\tau) . \tag{D.11}
\end{equation*}
$$

It directly follows that

$$
\begin{equation*}
\left(1-\frac{4}{3} \xi /\left(-\tau \omega_{1}(\tau)\right)\right) \omega_{1}(\tau)^{4} \leq \omega_{2}(\tau)^{4} \leq\left(1+\frac{4}{3} \xi /\left(-\tau \omega_{1}(\tau)\right)\right) \omega_{1}(\tau)^{4}, \tag{D.12}
\end{equation*}
$$

and thus if $\omega_{1}\left(\tau_{1}\right)>\frac{4}{3} \xi /\left(-\tau_{1}\right)$ then the left hand side of Eq. (D.12) is positive, so $\omega_{2}\left(\tau_{1}\right)^{4}>0$. Now supposing that $\omega_{2}\left(\tau_{1}\right)>0$ we must show that $\omega>0$. By using Eq. (3.2) we verify that $\omega_{2}(\tau)$ satisfies the differential equation

$$
\begin{equation*}
\frac{d}{d \tau}\left(-\tau \omega_{2}(\tau)^{4}\right)=-\omega_{1}(\tau)^{4} \tag{D.13}
\end{equation*}
$$

Since the right hand side is negative, it follows that $-\tau \omega_{2}(\tau)^{4}$ is a decreasing quantity. Thus if $\omega_{2}\left(\tau_{1}\right)^{4}$ is positive for some $\tau_{1}$, then $-\tau \omega_{2}(\tau)^{4}<-\tau_{1} \omega_{2}\left(\tau_{1}\right)^{4}$ for all $\tau<\tau_{1}$, and so $\omega_{2}(\tau)^{4}>C /(-\tau)$ for $\tau<\tau_{1}$. Now we argue that if $\omega$ were zero, it would contradict the bound $\omega_{2}(\tau)^{4}>C /(-\tau)$. By using Eq. (3.2) once again,

$$
\begin{equation*}
\frac{d}{d \tau} \omega_{2}(\tau)^{4}=-\frac{4 \xi f(\tau)^{3}}{3 \tau^{2}} \tag{D.14}
\end{equation*}
$$

By the fundamental theorem of calculus,

$$
\begin{align*}
\omega_{2}(\tau)^{4} & =\lim _{\tau \rightarrow-\infty} \omega_{2}(\tau)^{4}+\int_{-\infty}^{\tau} \frac{d}{d \tau^{\prime}} \omega_{2}\left(\tau^{\prime}\right)^{4} d \tau^{\prime}  \tag{D.15}\\
& =\omega^{4}-\int_{-\infty}^{\tau} \frac{4 \xi f\left(\tau^{\prime}\right)^{3}}{3 \tau^{\prime 2}} d \tau^{\prime} . \tag{D.16}
\end{align*}
$$

Now if $\omega=0$ then $f(\tau)=\mathcal{O}\left(-\tau^{-1}\right)$ by Conjecture 1 . Therefore

$$
\begin{equation*}
\omega_{2}(\tau)^{4}=0+\int \tau^{\prime-2} \mathcal{O}\left(-\tau^{-3}\right) d \tau^{\prime}=\mathcal{O}\left(\tau^{-4}\right) \tag{D.17}
\end{equation*}
$$

but $C /(-\tau)$ is not in $\mathcal{O}\left(\tau^{-4}\right)$. To avoid the contradiction, we conclude that if $\omega_{2}\left(\tau_{1}\right)^{4}>0$ then $\omega>0$. In summary we have proven that $\omega_{1}\left(\tau_{1}\right)>\frac{4}{3} \xi /\left(-\tau_{1}\right)$ implies $\omega_{2}\left(\tau_{1}\right)^{4}>0$ which implies $\omega>0$.

## D. 3 Proof of Theorem 2

Proof. The theorem follows upon showing that the $v \rightarrow \infty$ limit of any trajectory is a zero of 3.26. Every trajectory with initial conditions $\left(q_{0}, p_{0}\right)$ either converges to a periodic orbit, is unbounded, or limits to a zero of the vector field as $v \rightarrow \infty$ (eee the Poincaré-Bendixson theorem). The divergence of (3.26) is -3 , so there are no periodic orbits (see by Bendixson's criterion). Using Eq. (3.24) one computes that along trajectories, the quantity $D(p, q) \equiv p^{2}+q^{4}-\frac{4}{3} \xi q^{3}$ satisfies $\frac{\mathrm{d} D}{\mathrm{~d} v}=-3 D-\left(p^{2}+q^{4}\right)$. Thus wherever $D>0$, it is strictly decreasing along trajectories. Therefore, the trajectory remains inside the set defined by $D \leq D_{0}$, where $D_{0} \equiv \max \left(0, D\left(q_{0}, p_{0}\right)\right)$. This set is readily seen to be bounded, and thus so is the trajectory. Since all other possibilities have been ruled out, the trajectory must converge to a zero of (3.26).

## E Some fundamental properties of gauge fields

## E. 1 Homogeneous gauge potentials have a homogeneous gauge representative

Suppose $A_{\mu}\left(\tau_{0}, \vec{x}\right)$ is a gauge potential which is homogeneous. This means that for every spatial translation by $\Delta \vec{x}$, there exists a gauge transformation $g_{\Delta \vec{x}}(\tau, \vec{x})$ such that

$$
\begin{equation*}
A_{\mu}(\tau, \vec{x}+\Delta \vec{x})=g_{\Delta \vec{x}}(\tau, \vec{x}) \cdot A_{\mu}(\tau, \vec{x}), \tag{E.1}
\end{equation*}
$$

where • denotes a gauge transformation:

$$
\begin{equation*}
g_{\Delta \vec{x}}(\tau, \vec{x}) \cdot A_{i}(\tau, \vec{x}) \equiv g_{\Delta \vec{x}}(\tau, \vec{x}) A_{i}(\tau, \vec{x}) g_{\Delta \vec{x}}(\tau, \vec{x})^{-1}+(i / e)\left(\nabla_{i} g_{\Delta \vec{x}}(\tau, \vec{x})\right) g_{\Delta \vec{x}}(\tau, \vec{x})^{-1} . \tag{E.2}
\end{equation*}
$$

The following theorem is unsurprising yet not completely obvious.

Theorem 3. If $A_{\mu}(\tau, \vec{x})$ is homogeneous, then it is gauge-equivalent to a gauge field $A_{\mu}(\tau)$ which does not depend on $\vec{x}$.

Proof. The strategy will be to use the definition of homogeneity to construct a gauge transformation $h(\tau, \vec{x})$ such that the gauge-transformed field $h(\tau, \vec{x}) \cdot A_{\mu}(\tau, \vec{x})$ is spatially constant. Equivalently, we want $h(\tau, \vec{x})$ to satisfy the equation

$$
\begin{equation*}
h(\tau, \vec{x}+\Delta \vec{x}) \cdot A_{\mu}(\tau, \vec{x}+\Delta \vec{x})=h(\tau, \vec{x}) \cdot A_{\mu}(\tau, \vec{x}) \tag{E.3}
\end{equation*}
$$

for all $\Delta \vec{x}$.
By comparing a single translation by $\Delta \vec{x}_{1}+\Delta \vec{x}_{2}$ with two translations $\Delta \vec{x}_{1}$ followed by $\Delta \vec{x}_{2}$, we have

$$
\begin{align*}
g_{\Delta \vec{x}_{1}+\Delta \vec{x}_{2}}(\tau, \vec{x}) \cdot A_{\mu}(\tau, \vec{x}) & =A_{\mu}\left(\tau, \vec{x}+\Delta \vec{x}_{1}+\Delta \vec{x}_{2}\right)  \tag{E.4}\\
& =g_{\Delta \vec{x}_{2}}\left(\tau, \vec{x}+\Delta \vec{x}_{1}\right) \cdot A_{\mu}\left(\tau, \vec{x}+\Delta \vec{x}_{1}\right)  \tag{E.5}\\
& =g_{\Delta \vec{x}_{2}}\left(\tau, \vec{x}+\Delta \vec{x}_{1}\right) g_{\Delta \vec{x}_{1}}(\tau, \vec{x}) \cdot A_{\mu}(\tau, \vec{x}) . \tag{E.6}
\end{align*}
$$

It follows that ${ }^{25}$

$$
\begin{equation*}
g_{\Delta \vec{x}_{1}+\Delta \vec{x}_{2}}(\tau, \vec{x})=g_{\Delta \vec{x}_{2}}\left(\tau, \vec{x}+\Delta \vec{x}_{1}\right) g_{\Delta \vec{x}_{1}}(\tau, \vec{x}) . \tag{E.7}
\end{equation*}
$$

By making appropriate substitutions for $\Delta \vec{x}_{1}, \Delta \vec{x}_{2}$ and $\vec{x}$ in this identity, immediate consequences are

$$
\begin{align*}
g_{0}(\vec{x}) & =\mathrm{Id} \\
g_{\Delta \vec{x}}(\vec{x})^{-1} & =g_{-\Delta \vec{x}}(\vec{x}+\Delta \vec{x}) \\
g_{\Delta \vec{x}}(\vec{x}) & =g_{\vec{x}-\vec{x}_{0}+\Delta \vec{x}}\left(\vec{x}_{0}\right) g_{\vec{x}-\vec{x}_{0}}\left(\vec{x}_{0}\right)^{-1} \tag{E.8}
\end{align*}
$$

for all values of $\vec{x}, \Delta \vec{x}$ and $\vec{x}_{0}$.
Now fix a basepoint $\vec{x}_{0}$ and define $h(\tau, \vec{x}) \equiv g_{\vec{x}-\vec{x}_{0}}\left(\tau, \vec{x}_{0}\right)^{-1}$. It follows from Eq. (E.8) that

$$
\begin{equation*}
g_{\Delta \vec{x}}(\tau, \vec{x})=h(\tau, \vec{x}+\Delta \vec{x})^{-1} h(\tau, \vec{x}) \tag{E.9}
\end{equation*}
$$

for all values of $\vec{x}$ and $\Delta \vec{x}$. Substituting this identity into Eq. (E.1) we obtain Eq. (E.3) as desired.
The next theorem applies to the case where the gauge group is $\operatorname{SU}(2)$.
Theorem 4. Suppose $A_{\mu}^{a}(\tau)$ is a homogeneous $\mathrm{SU}(2)$ gauge potential. Let $A_{\mathrm{sp}}(\tau)=A^{a}{ }_{i}(\tau)$ denote the matrix of spatial components. Then up to gauge equivalence, there exists matrices $R(\tau) \in \mathrm{SO}(3)$ and $\Sigma(\tau)$ diagonal such that

$$
\begin{equation*}
A_{\mathrm{sp}}(\tau)=\Sigma(\tau) R(\tau)^{T} . \tag{E.10}
\end{equation*}
$$

Proof. This is a direct application of singular value decomposition. If $g(\tau)$ is any spatially constant $\mathrm{SU}(2)$ gauge transformation, and $G(\tau) \in \mathrm{SO}(3)$ is the corresponding adjoint representation, then

[^22]it acts on $A_{\text {sp }}(\tau)$ by $A_{\text {sp }}(\tau) \mapsto G(\tau) A_{\text {sp }}(\tau)$. Singular value decomposition provides matrices $U(\tau)$, $V(\tau) \in \mathrm{SO}(3)$ and $\Sigma(\tau)$ diagonal such that
\[

$$
\begin{equation*}
A_{\mathrm{sp}}(\tau)=U(\tau) \Sigma(\tau) V(\tau)^{T} \tag{E.11}
\end{equation*}
$$

\]

Thus after transforming $A_{\text {sp }}(\tau)$ by $G(\tau)=U(\tau)^{-1}$, it satisfies Eq. (E.10) with $R(\tau)=V(\tau)$.

## E. 2 Quantifying anisotropy

We want to measure the physical properties of the spatial part $A_{\mathrm{sp}}(\tau)$ of the gauge potential, which is a $3 \times 3$ matrix. We seek scalars which are invariant under both (spatially constant) $\mathrm{SU}(2)$ gauge transformations and $\mathrm{SO}(3)$ spatial rotations. Assuming that the symmetries are nondegenerate, we expect a total of $9-3-3=3$ scalars. From Theorem 4, such quantities are expressible in terms of the singular values. However, the singular values are determined only up to permutation, and also up to flipping pairs of signs. This non-uniqueness may be seen as follows:

$$
\begin{align*}
& \left(\begin{array}{ccc}
0 & 1 & 0 \\
-1 & 0 & 0 \\
0 & 0 & 1
\end{array}\right)\left(\begin{array}{llll}
\sigma_{1} & & \\
& \sigma_{2} & \\
& & \sigma_{3}
\end{array}\right)\left(\begin{array}{ccc}
0 & -1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 1
\end{array}\right)=\left(\begin{array}{ccc}
\sigma_{2} & & \\
& \sigma_{1} & \\
& & \sigma_{3}
\end{array}\right) \\
& \left(\begin{array}{ccc}
-1 & & \\
& -1 & \\
& & 1
\end{array}\right)\left(\begin{array}{lll}
\sigma_{1} & & \\
& \sigma_{2} & \\
& & \\
& & \sigma_{3}
\end{array}\right)\left(\begin{array}{ccc}
1 & & \\
& 1 & \\
& & 1
\end{array}\right)=\left(\begin{array}{lll}
-\sigma_{1} & & \\
& -\sigma_{2} & \\
& & \sigma_{3}
\end{array}\right) \tag{E.12}
\end{align*}
$$

Thus, rather than using the singular values, invariant scalars must be invariant under these additional symmetries. Thus we must form quantities in terms of the singular values which are invariant under these additional symmetries. Denoting $A \equiv A_{\mathrm{sp}}(\tau)$, a convenient choice is the polynomials

$$
\begin{align*}
& I_{2} \equiv|A|^{2} \equiv A_{i}^{a} A_{i}^{a}=\sigma_{1}^{2}+\sigma_{2}^{2}+\sigma_{3}^{2}  \tag{E.13}\\
& I_{3} \equiv \operatorname{det} A_{i}^{a}=\sigma_{1} \sigma_{2} \sigma_{3}  \tag{E.14}\\
& I_{4} \equiv \frac{1}{6}\left(3 A_{i}^{a} A_{i}^{b}-\delta^{a b} I_{2}\right)^{2}=\frac{1}{6}\left(2 \sigma_{1}^{2}-\sigma_{2}^{2}-\sigma_{3}^{2}\right)^{2}+\text { cyclic permutations } . \tag{E.15}
\end{align*}
$$

These are invariant scalars, and conversely, any invariant scalar is determined as some function of these quantities.
These quantities satisfy certain inequalities. The inequality of arithmetic and geometric means implies that

$$
\begin{equation*}
3 \sqrt{3}|\operatorname{det} A| \leq|A|^{3}, \tag{E.16}
\end{equation*}
$$

with equality iff $A$ is isotropic (i.e. $\sigma_{1}=\sigma_{2}=\sigma_{3}$ ). Thus

$$
\begin{equation*}
-1 \leq 3 \sqrt{3} \frac{\operatorname{det} A}{|A|^{3}} \leq 1, \tag{E.17}
\end{equation*}
$$

with isotropy when $3 \sqrt{3} \frac{\operatorname{det} A}{|A|^{3}}= \pm 1$. Similarly, one can show that

$$
\begin{equation*}
0 \leq \frac{I_{4}}{|A|^{4}} \leq 1, \tag{E.18}
\end{equation*}
$$



Figure E.1: Only values inside the shaded region can be realized as pairs $(D, E)$ of an actual matrix. The left vertex corresponds to isotropy with $\sigma_{i}<0$. The right vertex corresponds to isotropy with $\sigma_{i}>0$. The top vertex corresponds to two singular values being zero. The boundary corresponds to when two or more singular values coincide. The lower edge corresponds to a coincidence in the larger two singular values, so it is traced out by $\left(1,1, \sigma_{3}\right)$ for $\sigma_{3} \in[-1,1]$. The upper two edges correspond to a coincidence of the smaller singular values, e.g. $\left( \pm 1, \sigma_{3}, \sigma_{3}\right)$ for $\sigma_{3} \in[0,1]$.
where $I_{4}=0$ iff $A$ is isotropic, and $I_{4} /|A|^{4}=1$ iff two of the three singular values vanish.
As a sort of polar decomposition, we can consider the radial coordinate $|A|$ together with two other quantities which are invariant under scaling. As such, we define

$$
\begin{equation*}
(D, E) \equiv\left(3 \sqrt{3} \frac{\operatorname{det} A}{|A|^{3}}, \frac{I_{4}}{|A|^{4}}\right) \in[-1,1] \times[0,1] . \tag{E.19}
\end{equation*}
$$

Not all points inside this rectangle are realized. The points which are realized belong to the enclosed region in Fig. E. 1 which resembles a triangle, but with curved edges.

## F Asymptotics of the Whittaker $W$ function

For convenience, throughout this appendix the factor of $1 / \sqrt{2 k}$ in the Bunch-Davies vacuum is ignored. For parameters $k, m$, and $a$, and a positive real variable $x$, the Whittaker functions

$$
\begin{equation*}
C_{1} W_{k, m}(a x)+C_{2} M_{\kappa, \mu}(a x) \tag{F.1}
\end{equation*}
$$

for constants $C_{1}$ and $C_{2}$ provide the general solution to the differential equation

$$
\begin{equation*}
\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}} w(x)+\left(-\left(\frac{a}{2}\right)^{2}+\frac{k a}{x}+\frac{\frac{1}{4}-m^{2}}{x^{2}}\right) w(x)=0 . \tag{F.2}
\end{equation*}
$$

In general, given any differential equation of the form

$$
\begin{equation*}
\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}} w(x)+\left(A+\frac{B}{x}+\frac{C}{x^{2}}\right) w(x)=0 \tag{F.3}
\end{equation*}
$$

it is obviously possible to solve for (possibly complex) Whittaker function parameters $k, m$ and $a$ which match general parameters $A, B$, and $C$. For our purposes, it will be convenient to make the transformation $k \mapsto-i \kappa, m \mapsto-i \mu$ and $a \mapsto-i \alpha$. Under the assumption that that $\kappa, \mu$ and $\alpha$
are real and positive, it will be sufficient for our purposes to take $C_{2}=0$ and consider only the "negative-imaginary Whittaker $W$ function"

$$
\begin{equation*}
C_{1} W_{-i \kappa,-i \mu}(-i \alpha x), \tag{F.4}
\end{equation*}
$$

which solves

$$
\begin{equation*}
\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}} w(x)+\left(\left(\frac{\alpha}{2}\right)^{2}-\frac{\kappa \alpha}{x}+\frac{\frac{1}{4}+\mu^{2}}{x^{2}}\right) w(x)=0 \tag{F.5}
\end{equation*}
$$

The case corresponding to Eq. (4.28) for $w_{+2}^{(e)}$ with the $c_{2}$-solution corresponds to the negative imaginary Whittaker $W$ function with parameters

$$
\begin{align*}
& \kappa=\left(1+c_{2}\right) \xi \approx 2 \xi,  \tag{F.6}\\
& \mu=\sqrt{2 c_{2}-(2 \xi)^{-2}} \xi \approx \sqrt{2} \xi, \\
& \alpha=2 .
\end{align*}
$$

## F. 1 Summary of asymptotics

We wish to impose the boundary condition

$$
\begin{equation*}
w(x)=C_{1} W_{-i \kappa,-i \mu}(-i \alpha x) \sim e^{i \alpha x / 2} \text { as } x \rightarrow \infty, \tag{F.7}
\end{equation*}
$$

which corresponds to the Bunch-Davies vacuum, without the factor of $\sqrt{2 k}$. We discover that

$$
\begin{equation*}
C_{1}=e^{\kappa \pi / 2} e^{i \phi_{0}}, \tag{F.8}
\end{equation*}
$$

where the phase $\phi_{0}$ is undetermined.
Next we study the resulting behavior as $x \rightarrow 0$. As is the case in Eq. (F.6), if $\kappa>\mu$ then upon taking $\phi_{0}$ as in Eq. F.20), the real part is enhanced and the imaginary part is supressed. Specifically,

$$
\begin{align*}
& \operatorname{Re}(w(x)) \approx 2 e^{(\kappa-\mu) \pi} \sqrt{\frac{\alpha x}{2 \mu}} \cos \left(\mu \ln (\alpha x)+\theta_{0}\right)  \tag{F.9}\\
& \operatorname{Im}(w(x)) \approx \frac{1}{2} e^{-(\kappa-\mu) \pi} \sqrt{\frac{\alpha x}{2 \mu}} \sin \left(\mu \ln (\alpha x)+\theta_{0}\right) \tag{F.10}
\end{align*}
$$

Note that this is a wave which decays proportional to $\sqrt{x}$. Furthermore, this wave oscillates $\mu /(2 \pi)$ times per e-fold. In our case of interest $w(x)=w_{+2}^{(e)}(x)$, e-folds in $x$ are equivalent to e-folds in $\tau$, and the frequency is $\approx \sqrt{2} \xi /(2 \pi)$ oscillations per e-fold.
For large $\xi$, we could approximate $\kappa$ and $\mu$ to obtain

$$
\begin{align*}
w_{+2}^{(e)}(x) & \approx 2^{-1 / 4} \sqrt{x}\left(2 e^{(2-\sqrt{2}) \pi \xi} \cos \theta+\frac{1}{2} e^{-(2-\sqrt{2}) \pi \xi} i \sin \theta\right),  \tag{F.11}\\
\theta & \approx \sqrt{2} \xi \ln (2 x)+\theta_{0},
\end{align*}
$$

however due to the exponential sensitivity of $\kappa$ and $\mu$, it is preferrable to use Eq. (F.9) rather than Eq. (F.11).
Finally we approximate $\operatorname{Re}(w(x))$ around the maximum value using WKB approximation.

## F. 2 Asymptotics as $x \rightarrow \infty$

We now determine the magnitude $\left|C_{1}\right|$ by matching with the asymptotics of the Whittaker function. Let $x$ be a positive real variable. For large $x$, the Whittaker function satisfies

$$
\begin{align*}
W_{\kappa, \mu}(\alpha x) & =e^{-\alpha x / 2}(\alpha x)^{\kappa}\left(1+\epsilon_{1}(\alpha x)\right),  \tag{F.12}\\
\epsilon_{1}(\alpha x) & \equiv O\left(\frac{1+\kappa^{2}+\mu^{2}}{\alpha x}\right) . \tag{F.13}
\end{align*}
$$

This asymptotic expression remains valid upon replacing $\kappa \mapsto-i \kappa, \mu \mapsto-i \mu$ and $\alpha \mapsto-i \alpha$, and evaluating complex exponents $b^{p}=e^{p \ln b}$ using the principal branch of the logarithm. Thus

$$
\begin{align*}
W_{-i \kappa,-i \mu}(-i \alpha x) & =e^{i \alpha x / 2}(-i \alpha x)^{-i \kappa}\left(1+\epsilon_{1}(\alpha x)\right) \\
& =e^{-\kappa \pi / 2} e^{i \alpha x / 2-i \kappa \ln (\alpha x)}\left(1+\epsilon_{1}(\alpha x)\right) \tag{F.14}
\end{align*}
$$

as $x \rightarrow \infty$. Therefore $\left|C_{1}\right|=e^{\kappa \pi / 2}$. Note the (inconsequential) logarithmic drift in complex phase, which prevents us at this stage from selecting a distinguished phase.

## F. 3 Asymptotics as $x \rightarrow 0^{+}$

Ultimately we are interested in the resulting behavior as $x \rightarrow 0^{+}$, corresponding to the infinite future. In this limit we have

$$
\begin{align*}
W_{-i \kappa,-i \mu}(-i \alpha x) & =\sqrt{\alpha x} e^{-i \pi / 4} \sum_{ \pm} \frac{\Gamma(\mp 2 i \mu)}{\Gamma\left(\frac{1}{2}+i \kappa \mp i \mu\right)}(-i \alpha x)^{ \pm i \mu}\left(1+\epsilon_{2}(\alpha x)\right),  \tag{F.15}\\
\epsilon_{2}(\alpha x) & \equiv O\left(\frac{1+\kappa+\mu}{1+\mu} \alpha x\right) . \tag{F.16}
\end{align*}
$$

To make sense of this expression, we may rewrite it in the form

$$
\begin{align*}
w(x) \equiv e^{\kappa \pi / 2} e^{i \phi_{0}} W_{-i \kappa,-i \mu}(-i \alpha x) & =C_{0} \sqrt{\alpha x}\left(\lambda \cos \theta+i \lambda^{-1} \sin \theta+\epsilon_{3}(\alpha x)\right),  \tag{F.17}\\
\theta & \equiv \mu \ln (\alpha x)+\theta_{0},
\end{align*}
$$

where the four constants $C_{0}, \lambda, \phi_{0}$ and $\theta_{0}$ depend only on the parameters $\kappa$ and $\mu$. After some algebra, we find the exact expressions

$$
\begin{align*}
C_{0} & \equiv(2 \mu)^{-1 / 2},  \tag{F.18}\\
\lambda & \equiv e^{(\kappa-\mu) \pi}\left(\frac{\sqrt{1+e^{-2(\kappa-\mu) \pi}}+\sqrt{1+e^{-2(\kappa-\mu) \pi} e^{-4 \mu \pi}}}{\sqrt{1-e^{-4 \mu \pi}}}\right),  \tag{F.19}\\
\theta_{0} & \equiv \frac{1}{2}\left(\phi_{\Gamma, 1 / 2}(\kappa+\mu)-\phi_{\Gamma, 1 / 2}(\kappa-\mu)\right)-\phi_{\Gamma, 0}(2 \mu) \\
\phi_{0} & \equiv \frac{\pi}{4}+\frac{1}{2}\left(\phi_{\Gamma, 1 / 2}(\kappa+\mu)+\phi_{\Gamma, 1 / 2}(\kappa-\mu)\right),  \tag{F.20}\\
\phi_{\Gamma, a}(b) & \equiv \arg \Gamma(a+i b) . \\
\epsilon_{3}(\alpha x) & \equiv O\left(\frac{1+\kappa+\mu}{1+\mu}\left(\lambda+\lambda^{-1}\right) \alpha x\right) .
\end{align*}
$$

To derive these parameters, we have made use of the following polar decomposition identities for the gamma function. For $b \in \mathbb{R}$,

$$
\begin{equation*}
\Gamma(i b)=\sqrt{\frac{\pi}{b \sinh (\pi b)}} e^{i \phi_{\Gamma, 0}(b)}, \quad \Gamma\left(\frac{1}{2}+i b\right)=\sqrt{\frac{\pi}{\cosh (\pi b)}} e^{i \phi_{\Gamma, 1 / 2}(b)} . \tag{F.21}
\end{equation*}
$$

In the case of our parameters of interest F.6, namely

$$
\begin{equation*}
\kappa \approx 2 \xi, \quad \mu \approx \sqrt{2} \xi, \quad \alpha=2, \quad \xi \geq 2 \tag{F.22}
\end{equation*}
$$

we have $e^{-2 \pi(\kappa-\mu)} \ll 1$ and $e^{-4 \pi \mu} \ll 1$. This allows us to very accurately approximate the part of the expression for $\lambda$ inside the parentheses in Eq. F.19) by 2. Specifically,

$$
\begin{align*}
& \lambda=2 e^{(\kappa-\mu) \pi}\left(1+\epsilon_{4}\right),  \tag{F.23}\\
& 0<\epsilon_{4} \leq e^{-2(\kappa-\mu) \pi}+e^{-4 \mu \pi} \text { when } \mu \geq \frac{1}{25} .
\end{align*}
$$

In the worst case with our parameters (when $\xi=2$ ), the relative error is only $\epsilon_{4} \approx 3 \times 10^{-4}$. Finally, when $e^{-2 \pi(\kappa-\mu)} \ll 1$ and $e^{-4 \pi \mu} \ll 1$ we obtain the formulas Eq. F.9) and Eq. (F.10) by plugging Eq. (F.23) into Eq. (F.17).

## F. 4 WKB approximation

## F.4.1 Review of WKB approximation

Although widely known, we briefly summarize the technique of WKB approximation as utilized here. The solutions to a differential equation of the form

$$
\begin{equation*}
\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}} w(x)=V(x) w(x) \tag{F.24}
\end{equation*}
$$

are often not straightforward when $V(x)$ is a general function. Important exceptions are when $V(x)$ is one of the following model potentials $V_{0}(x)$.

- If $V_{0}(x)=1$ then $w_{0}(x)=e^{ \pm x}$ are solutions.
- If $V_{0}(x)=-1$ then $w_{0}(x)=e^{ \pm i x}$ are solutions.
- If $V_{0}(x)=x$ then the Airy functions $w_{0}(x)=\mathrm{Ai}(x)$ and $w_{0}(x)=\operatorname{Bi}(x)$ are solutions.
- If $V_{0}(x)= \pm\left(x^{2}-\alpha^{2}\right)$ for some constant $\alpha$ then the solutions are called parabolic cylinder functions, and they have $\alpha$ as a parameter.

The main idea of the WKB approximation is to perform a change of variables to make Eq. (F.24) resemble such a model equation. For context in this derivation, we recommend that the reader look ahead in Sec. F.4.2 at the end formulas.
We consider transformations of Eq. (F.24) which don't introduce a first-derivative term, and are of the form

$$
\begin{equation*}
w(x) \mapsto \vartheta(\zeta(x)) \cdot W(\zeta(x)), \tag{F.25}
\end{equation*}
$$

where $\zeta(x)$ is an increasing change of variables $(\mathrm{d} \zeta / \mathrm{d} x>0)$, and $\vartheta(\zeta)$ is constructed to eliminate any first-derivative term introduced by $\zeta$. Such a transformation is called a Liouville transformation. The transformed equation should be of the form

$$
\begin{equation*}
\frac{\mathrm{d}^{2}}{\mathrm{~d} \zeta^{2}} W(\zeta)=\left(V_{0}(\zeta)+\epsilon(\zeta)\right) W(\zeta) \tag{F.26}
\end{equation*}
$$

where $V_{0}(\zeta)$ is a model potential, $\epsilon(\zeta)$ is arranged to be suitably negligible. The Liouville transformation condition that ensures no first-derivative term is equivalent to

$$
\begin{equation*}
\vartheta(\zeta)=\left(\frac{\mathrm{d} x}{\mathrm{~d} \zeta}\right)^{1 / 2} \tag{F.27}
\end{equation*}
$$

A generally good choice of $\zeta(x)$ to keep $\epsilon(\zeta)$ small is

$$
\begin{equation*}
\frac{\mathrm{d} \zeta}{\mathrm{~d} x}=+\sqrt{\frac{V(x)}{V_{0}(\zeta)}} . \tag{F.28}
\end{equation*}
$$

Since this must be real, it must satisfy $\operatorname{sign}(V(x))=\operatorname{sign}\left(V_{0}(\zeta)\right)$. Thus for each zero of $V(x)$ in the domain of interest, there must be a corresponding zero in $V_{0}(\zeta)$. In this way, the number of roots of $V(x)$ determines the appropriate type of model potential.
Solving Eq. (F.28) gives

$$
\begin{equation*}
\int \sqrt{\left|V_{0}(\zeta)\right|} d \zeta=\int \sqrt{|V(x)|} d x \tag{F.29}
\end{equation*}
$$

which we rewrite as $Z(\zeta)=X(x)$ where $Z$ and $X$ are the respective antiderivatives ${ }^{26}$ Assuming that we can compute the antiderivatives and $Z^{-1}$, we have the formula

$$
\begin{equation*}
\zeta(x)=Z^{-1}(X(x)) . \tag{F.30}
\end{equation*}
$$

Working backwards to get our approximate solution, let $W_{0}(\zeta)$ denote a solution to Eq. (F.26) where we ignore $\epsilon(\zeta)$. Plugging this into Eq. (F.25) and using Eq. (F.27) and Eq. (F.28), we find

$$
\begin{equation*}
w_{\text {approx }}(x)=C\left(\frac{V_{0}(\zeta(x))}{V(x)}\right)^{1 / 4} W_{0}(\zeta(x)) \tag{F.31}
\end{equation*}
$$

is an approximate solution to Eq. (F.24).

## F.4.2 WKB approximation for various model potentials

Consider first the simple case where $V(x)$ has no zeroes so that we can take $V_{0}(\zeta)= \pm 1=\operatorname{sign} V$. The model solutions are $W_{0}(\zeta)=e^{ \pm \sqrt{\operatorname{signV}} \zeta}$. For the reparameterization, $Z(\zeta)=\zeta$ and so

$$
\begin{equation*}
\zeta_{\exp }(x)=X(x)=\int \sqrt{|V(x)|} d x . \tag{F.32}
\end{equation*}
$$

Finally,

$$
\begin{equation*}
w_{\text {exp-approx }}(x)=C|V(x)|^{-1 / 4} e^{ \pm \sqrt{\operatorname{sign} V} X(x)}, \tag{F.33}
\end{equation*}
$$

[^23]which is the standard WKB approximation.
Consider next the case where $V(x)$ has a single simple zero at $x=x_{1}$. We take $V_{0}(\zeta)=\zeta$. Thus $Z(\zeta)=\operatorname{sign}(\zeta) \frac{2}{3}|\zeta|^{3 / 2}$, and $X(x)=\int_{x_{1}}^{x} \sqrt{|V(y)|} d y$, so
\[

$$
\begin{align*}
\zeta_{\text {Airy }}(x) & =\operatorname{sign}\left(x-x_{1}\right)\left|\frac{3}{2} X(x)\right|^{2 / 3}  \tag{F.34}\\
w_{\text {Airy-approx }}(x) & =C\left(\frac{\zeta(x)}{V(x)}\right)^{1 / 4} \operatorname{Ai}(\zeta(x)) \tag{F.35}
\end{align*}
$$
\]

The case where $V(x)$ has two zeroes at $x_{1}<x_{2}$ is treated in 57 and applied to the imaginary Whittaker function in 58. As a summary, the parameter $\alpha$ of $V_{0}$ is determined by $\int_{-\alpha}^{\alpha} \sqrt{\alpha^{2}-\zeta^{2}}=$ $\int_{x_{1}}^{x_{2}} \sqrt{|V(y)|} d y$, which is necessary for $\zeta\left(x_{1}\right)=-\alpha$ and $\zeta\left(x_{2}\right)=+\alpha$. One complication is that although $Z(\zeta)$ has a closed form, its inverse function does not. Furthermore the parabolic cylinder functions are not as convenient. Thus for our purposes, Eq. (F.35) will suffice.

## F.4.3 Airy approximation of the imaginary Whittaker $W$ function for small $x$

We wish to find the constant coefficient of Eq. F.35 which will make it agree with $\operatorname{Re}(w(x))$ from Eq. (F.9) as $x \rightarrow 0$, or equivalently as $\zeta \rightarrow-\infty$.
In the imaginary Whittaker equation Eq. F.5) we tak $2^{27}$

$$
\begin{equation*}
V(x)=-\left(\left(\frac{\alpha}{2}\right)^{2}-\frac{\kappa \alpha}{x}+\frac{\frac{0}{4}+\mu^{2}}{x^{2}}\right) \tag{F.37}
\end{equation*}
$$

To determine the proper coefficient $C$ of Eq. (F.35), we substitute into Eq. (F.35 the asymptotic formula

$$
\begin{equation*}
\operatorname{Ai}(\zeta)=\pi^{-1 / 2}(-\zeta)^{-1 / 4} \sin \left(\frac{\pi}{4}+\frac{2}{3}(-\zeta)^{3 / 2}\right)+O\left(-\zeta^{-1}\right) \text { as } \zeta \rightarrow-\infty \tag{F.38}
\end{equation*}
$$

to obtain

$$
\begin{equation*}
w_{\mathrm{approx}}(x) \approx C \pi^{-1 / 2} V(x)^{-1 / 4} \sin \left(\frac{\pi}{4}-X(x)\right) \tag{F.39}
\end{equation*}
$$

As $x \rightarrow 0$ we have $V(x)^{-1 / 4} \approx \sqrt{x / \mu}$. Matching the magnitude with Eq. (F.9), we find $C=$ $\sqrt{2 \pi \alpha} e^{(\kappa-\mu) \pi}$, so

$$
\begin{equation*}
w_{\text {approx }}(x)=\sqrt{2 \pi \alpha} e^{(\kappa-\mu) \pi}\left(\frac{\zeta(x)}{V(x)}\right)^{1 / 4} \operatorname{Ai}(\zeta(x)) \tag{F.40}
\end{equation*}
$$

The exact expression for $\zeta(x)$ is complicated, but it is well-approximated for $x \approx x_{1}$ by

$$
\begin{equation*}
\zeta(x) \approx\left(2 \mu^{2}-\alpha \kappa x_{1}\right)^{1 / 3} \ln \frac{x}{x_{1}} \tag{F.41}
\end{equation*}
$$

[^24]To give the exact formula for $\zeta(x)$ in the inverval $\left(0, x_{1}\right)$ in a concise form, we introduce

$$
\begin{align*}
\chi \equiv \frac{\alpha x}{2 \mu}, & \lambda \equiv \frac{\kappa}{\mu}>1, \quad \chi_{i} \equiv \lambda+(-1)^{i} \sqrt{\lambda^{2}-1} \text { for } i \in\{1,2\},  \tag{F.42}\\
& R \equiv \sqrt{\chi^{2}-2 \chi \lambda+1}=\frac{x}{\mu} \sqrt{-V(x)} . \tag{F.43}
\end{align*}
$$

It is easy to verify that

$$
\begin{align*}
x_{i} & =2 \mu \chi_{i} / \alpha \text { for } i \in\{1,2\},  \tag{F.44}\\
V(x) & =V(x)=-\left(\frac{\alpha}{2 \chi}\right)^{2}\left(\chi^{2}-2 \chi \lambda+1\right)=-\left(\frac{\alpha}{2 \chi}\right)^{2}\left(\chi-\chi_{1}\right)\left(\chi-\chi_{2}\right),  \tag{F.45}\\
X(x) & =\left(R-\ln (1-\chi \lambda+R)-\lambda \ln (\lambda-\chi-R)+\ln \chi+\frac{1}{2}(1+\lambda) \ln \left(\lambda^{2}-1\right)\right) \mu,  \tag{F.46}\\
\zeta(x) & =\operatorname{sign}\left(x-x_{1}\right)\left|\frac{3}{2} X(x)\right|^{2 / 3} . \tag{F.47}
\end{align*}
$$

This expression for $X(x)$ is valid only in the interval $\left(0, x_{1}\right)$.
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[^0]:    ${ }^{1}$ While this paper was being finalized, Refs. 33.34 appeared, which also study the effects of the nonlinear coupling between the helicity 2 and helicity 0 perturbations. We briefly comment on these completely independent results in Sec. 5 finding overall good agreement within the expected uncertainties.

[^1]:    ${ }^{2}$ Throughout this paper, we denote $S U(2)$ indices by $a, b, c, . .=\{1 . .3\}$, Lorentz indices by $\mu, \nu, . .=\{0 . .3\}$ and spatial indices by $i, j, . .=\{1 . .3\}$.
    ${ }^{3}$ In Sec. 3.3 and 5.1 we comment on the difference between the background evolution studied in this paper and the 'magnetic drift regime' of $4,5,20,22$.

[^2]:    ${ }^{4}$ One may worry about the justification of the linearization (2.17) in this regime. From Eq. 2.16, we note that in the limit $A^{(0)}(\tau) \rightarrow 0$, a necessary condition for the linearization to be valid is $e(\delta A)^{2} \ll \partial_{\mu} \delta A$, or in other words $e \delta A \ll k=x /(-\tau)$, indicating the regime where the non-Abelian terms become irrelevant. For modes crossing the horizon $(x=1)$, this condition holds if

    $$
    \begin{equation*}
    0.008 \times \exp (2.8 \xi) \ll 1 / e, \tag{2.18}
    \end{equation*}
    $$

    where we have inserted Eq. 2.11). For far super-horizon modes, the non-Abelian terms become more important. However, at this point due to a red-shift in momentum and a decay in the amplitude, the contribution of these modes to e.g. the variance of the energy density is negligible. Note that the condition 2.18 is not sufficient to justify the linearization

[^3]:    of the equation of motion for the inflaton 2.15 . In the Abelian regime, the last term contains at least two powers of $\delta A_{\mu}^{a}$, and its relative importance will depend on the coupling strength $\alpha / \Lambda$. We will return to the importance of these non-linear effects in detail in Sec. 5
    ${ }^{5}$ In the time scales we are considering, $H$ is effectively constant.

[^4]:    ${ }^{6}$ Autonomous means that the time variable doesn't explicitly appear in the equation of motion. For example, the quartic oscillator equation $w^{\prime \prime}(x)+2 w(x)^{3}=0$ is autonomous, while the Airy equation $w^{\prime \prime}(x)-x w(x)=0$ is not.

[^5]:    ${ }^{7}$ We point out that this is different to the helicity decomposition we will work with in Sec. 4 SVT is based on the transformation properties of the diagonal subgroup of two $S O(3)$ symmetries (here one is from spatial rotations and the other is the adjoint group of the gauge symmetry). The helicity decomposition applies for a specific Fourier mode and measures the charges under $S O(2)$ rotations around the axis specified by the Fourier mode, see Sec. 4.2 for details.

[^6]:    ${ }^{8}$ We have twelve functions $\left(A^{(0)}\right)_{\mu}^{a}$ subject to three constraint equations and six independent dynamical equations. To get a well-formed system, one must add three gauge-fixing constraints. We found it convenient to impose temporal gauge.

[^7]:    ${ }^{9}$ We say that an isotropic gauge field $A_{i}^{a}=f(\tau) \delta_{i}^{a}$ is positive when $f(\tau)$ is positive. This has the following physical significance. An isotropic gauge field identifies an orthonormal basis of the Lie algebra with $|f(\tau)|$ times an orthonormal basis of 3 -space (via contraction). The Lie algebra carries a natural orientation where the structure constants are $+2 i \epsilon^{a b c}$. For 3-space, the chiral term in our lagrangian picks out a preferred orientation (which corresponds to the standard orientation when $\xi>0$ ). The relative orientation thus is the sign of $\xi f(\tau)$. Since we assume $\xi>0$, the relevant sign is that of $f(\tau)$.

[^8]:    ${ }^{10}$ Hence, we take $N=a$ and $N^{i}=0$.

[^9]:    ${ }^{11}$ Despite the functions $w(x)$ are the coefficients of the gauge fields in Fourier space $\delta \tilde{A}_{\mu}^{a}$, to ease the notation we do not use the tildas.

[^10]:    ${ }^{12}$ Since we are considering ODEs as a function of $x, \frac{\mathrm{~d}^{2}}{\mathrm{~d} x^{2}} w(x)+m^{2} w(x)=0$, the 'squared mass' is dimensionless quantity.

[^11]:    ${ }^{13}$ To leading order in $1 / \xi$, this expression agrees with the one given in 22 . The discrepancy at higher orders is due to the different background solution chosen (see also discussion in Sec. 3.3.

[^12]:    ${ }^{14}$ The time-dependence of these (interacting) eigenstates induces some ambiguity when imposing the Bunch Davies initial conditions at any finite value of $x$. We have verified that our final results are not affected by this.

[^13]:    ${ }^{15}$ In the Abelian limit, these non-linear contribution are also responsible for a friction-type backreaction of the produced gauge fields on the background equation for the inflaton, see Eq. 2.4. On the contrary, in the non-Abelian regime (and in particular for the parameter example studied in the next section), the corresponding contribution is subdominant to the gauge field background contribution, given by the last term in Eq. 3.37), as long as $\delta A \ll f(\tau)$.

[^14]:    ${ }^{16}$ For a discussion of the impact of different types of scalar potentials in Abelian axion inflation, see Ref. 16.

[^15]:    ${ }^{17}$ Eq. 3.20 marks the boundary to the oscillatory regime, from where $c_{i}$-type solutions spiral inwards to their asymptotic $c_{i}$ values. As Fig. 3.3 illustrated, for sufficiently large $\xi$ the $c_{2}$ solution becomes overwhelmingly likely. In the unlikely event that the classical background begins to evolve towards a $c_{0}$ solution, the gauge field background would be continued to be dominated by $\left\langle A_{\mathrm{ab}}^{2}\right\rangle^{1 / 2}$, growing according to Eq. 2.11. The resulting stochastic initial conditions will eventually trigger a $c_{2}$-type background. Numerically, the condition $e\left\langle A_{\mathrm{ab}}^{2}\right\rangle^{1 / 2} \sim \xi /(-\tau)$ is basically equivalent to requiring that the magnitude of the fluctuations be of the same order as the $c_{2}$ solution and very similar to the requirement of Eq. 2.18. This 'matching condition' is conservative in the sense that even smaller fluctuations which reach the $c_{1}$ saddle point solution (see Sec. 3.1.2 could (classically) evolve towards the $c_{2}$-solution. This is depicted by the dotted blue line in Fig. 5.1.

[^16]:    ${ }^{18}$ In the Abelian regime, the corresponding term is given by the right-hand side of Eq. (2.4) after inserting Eq. (2.10). For the parameter point discussed in this section, this is about a factor 10 smaller than the non-Abelian expression at the matching point.

[^17]:    ${ }^{19}$ We note that the perturbativity criterion employed in 28 (see also 32 ), which measures the fluctuations per logarithmic frequency interval, $\left(\frac{d}{d \ln k}\left\langle\delta A^{2}\right\rangle^{1 / 2}\right) / f$ is less restrictive. This quantity does not exceed the percent level in the entire regime depicted in Fig. 5.4. This may indicate the possibility of pushing the linearized analysis somewhat further than the conservative cut-off implemented in this analysis.

[^18]:    ${ }^{20}$ As this work was being finalized, Refs. 33. 34 appeared, which also consider these nonlinear couplings. The main focus of Ref. 33 is the three-point correlators between the scalar and tensor perturbations, whereas Ref. 34 is a dedicated study of the leading nonlinear contribution to the scalar power spectrum. A direct comparsion of our results is difficult due to the different background evolution (see discussion in Sec. 3.3) and due to the fact that in our parameter space we typically encounter larger values of $\xi$ than encountered in 34. Using a very different methodology than presented here, Ref. 34 concludes that the non-linear contributions to the scalar power spectrum begin to dominate over the vacuum contributions at $m_{Q} \simeq 2.7$, where $m_{Q} \simeq c_{2} \xi$, and hence $\xi\left(m_{Q}=2.7\right) \simeq 3$. From Eq. (5.16), we can estimate that in our analysis, the non-linear term comes to dominate at $\xi \simeq 2.5$. Moreover, the exponential sensitivity on $\xi, \Delta_{s}^{2} \sim e^{2 \pi m_{Q}}$

[^19]:    ${ }^{21}$ The four-dimensional metric is always denoted by the letter $g$, while the three-dimensional metric is denoted by $h$. $h_{i j} / h^{i j}$ is used in order to raise/lower indices in the three-dimensional space.
    ${ }^{22}$ The covariant derivative $\nabla$ is computed using $h_{i j}$.

[^20]:    ${ }^{23}$ Notice that spatial indices are raised and lowered by $h_{i j} / h^{i j}$, while gauge indices are raised and lowered with just a $\delta_{i j}$. Everytime we write a gauge field fluctuation with two lowered indices we imply that the first one is the gauge index.

[^21]:    ${ }^{24}$ If $2<\xi<\sqrt{\frac{625}{136}}$ then the square root is negative, so Eq. D.5 must be simply be rewritten in overdamped form. The case $\xi=\sqrt{\frac{625}{136}}$ corresponds to critical damping. Qualitatively, the only difference in these cases is that the perturbations around the $c_{2}$ solution decay without oscillating.

[^22]:    ${ }^{25}$ Technically, we are assuming here that a gauge transformation is determined by its action on $A_{\mu}(\tau, \vec{x})$. It is however possible that there exist global symmetries which fix $A_{\mu}(\tau, \vec{x})$. In this case, the gauge transformation is determined only up to this subgroup. This issue is easily remedied by declaring that all equalities of gauge transformations are understood modulo this subgroup of symmetries. Then no further modifications to the proof are necessary.

[^23]:    ${ }^{26}$ In case there are any roots $\left\{x_{i}\right\}$ of $V(x)$, then the constant of integration and any parameters of the model potential must be chosen so that $X\left(x_{i}\right)=Z\left(\zeta_{i}\right)$, where $\left\{\zeta_{i}\right\}$ are the corresponding zeroes of $V_{0}(\zeta)$.

[^24]:    ${ }^{27}$ Since the WKB approximation introduces small errors, there is potential for these errors to cancel. For the Whittaker function, it is advantageous in the case of the Whittaker function to modify $V(x)$ and replace the $\frac{1}{4}$ in Eq. F.5 with $\frac{0}{4}$ for our definition of $V(x)$. As motivation for this modification, consider $V(x) \approx-\left(a+\mu^{2}\right) x^{-2}$ as $x \rightarrow 0$. Then $X(x) \approx \sqrt{a+\mu^{2}} \ln x$. When $V(x)$ is large, the Airy approximation reduces to the exponential approximation, and thus by Eq. F.33) the approximate solution is of the form

    $$
    \begin{equation*}
    w_{\text {approx }}(x) \approx C \sqrt{x} e^{ \pm i \sqrt{a+\mu^{2}} \ln x} \tag{F.36}
    \end{equation*}
    $$

    By comparison of the exponent with Eq. (F.9), we see that the coefficient of $\ln x$ should be $\mu$, and thus it is best to take $a=0$ rather than $a=\frac{1}{4}$.

