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1 Introduction

The last 15 years have seen extraordinary progress in tiyiaaband numerical computation of cross
sections in the Standard Model at one— and two—loops andregkar orders. Once considered the bot-
tleneck of numerical applications, higher- than-treeel@orrections exhibit high complexity, partly due
to the enormous number of Feynman diagrams needed, sorsetum&ered in hundreds or even thou-
sands, for important cross sections. Important efforteen devoted to developing efficient methods
able to boost forward the calculational capability bothhat multi—leg and the multi—loop frontier. To-
day,2 — 4 processes at next—to—leading order (NLO), either from dJsityt based methods,|[1] 2, 3],
or from a more traditional Feynman diagrammatic approath are affordable and are even becoming
standardized. There has also been a lot of progress congarext—to—next—to leading order (NNLO)
calculationsl[5], 6, 7,!8].

The importance of higher order corrections cannot be oaerdt While leading—order (LO) predic-
tions of multi—particle processes at hadron colliders iripbative Quantum Chromodynamics (pQCD)
provide, in general, a rather poor description of experitalesiata, NLO is the first order at which nor-
malizations, and in some cases, the shapes, of cross sectiarbe considered reliable! [9]. NNLO,
besides improving the determination of normalizations slmpes, is also generally accepted to provide
the first serious estimate of the theoretical uncertaingQ&D. Despite the relatively smaller coupling,
electroweak (EW) radiative NLO corrections might also lzable at the LHC/[10, 11]. Precision the-
oretical predictions for background and signal multiqo#éthard scattering processes, in the SM and
beyond, are mandatory for the phenomenological interpioetaf experimental data, and thus to achieve
a successful exploitation of the LHC physics programme.

In [12], a novel method was developed for the calculation aftileg one—loop amplitudes. Called
the Duality Theorem, it applies directly the Cauchy Resi@iheorem to one—loop integrals. The result
can be represented by single cuts to Feynman diagramstatgegover a modified phase space. (Note
also [13] where the author uses retarded boundary conditmnbtain a duality between loop and tree
graphs). The Duality Theorem was extended_ in [15] beyondotie-loop level, to two— and three—
loops and it was shown how it can be extended to an arbitramen of loops. The main feature and
advantage of this approach is that at any number of loopsypgiitade can be written as a sum of
tree-level objects, obtained after making all possibles ¢atthe lines of a Feynman diagram, one cut
per loop and integrated over a measure that closely resertitdgphase space of the corresponding real
corrections. This modified phase-space, raises the imtigguossibility that virtual and real corrections
can be brought together under a common integral and treatedente-Carlo techniques at the same
time. In these papers the Duality Theorem was developedidgrams and their integrals, that do not
possess identical propagators. This possibility does pp¢ar at one—loop for a convenient choice of
gauge([12], but it is always present for higher order coroast Identical propagators possess higher
than single poles and the Duality Theorem developed so fachwis based on the Cauchy formula for
single poles, must be extended to accomodate for this newéea

The purpose of this work is to extend the Duality Theorem tpbs and integrals with multiple
poles at two— and three—loops and to present a procedumategst for dealing with higher poles in an
amplitude calculation that retains the features and adgastof the Duality theorem as detailed in/[15].
The paper is organized as follows: In Section 2 we recall #sdxdefinitions and results concerning the
Duality Theorem at one— and two—loops and beyond, for ilalegrith single poles. In Section 3 we
derive in detail the extension of the Duality Theorem tognéds with double and multiple propagators,



which exhibit multiple poles in the complex plane. In secttbwe present an alternative method to deal
with multiple poles at two— and three—loops which retaireslibsic advantages of the Duality Theorem.
It is based on Integration By Parts relations that allow write integrals with multiple poles in terms of
integrals involving only single poles.

2 Duality relation at one— and two—loops

A general one—loopv—leg, scalar integral, such as the one shown in[Fig. 1, isemras:

N
L(l)(plap%""pN) - H GF(qz) ) (1)
b=
where )

is the Feynman propagator. The four-momenta of the extgskre denotegl, : = {1,2,... N}. All
are taken as outgoing and ordered clockwise. The loop mameist/;, which flows anti—clockwise.
The momenta of the internal lingg are defined as

g =l +pui, i€a;={1,2,...N}, pi=pit...+pi. (3)
Throughout this paper we use the short-hand notation

~ d?e;
0 (qi) = 2mi0(gi0) 8(q; —mi) = 2mi b (qf — mj), /e *= _i/ (27)d ¢ (4)

where the subscript of 6., refers to the on—shell mode with positive definite eneggy,> 0. Hence,
the phase—space integral of a physical particle with moumeny, i.e., an on—shell particle with positive—
definite energyg? = m?, ¢;o > 0, reads:

/(;;_%9(%,0) 5(qi2—m?) 5/'5(%) e (5)

q;

It was shown in[[12, 15] that using the Cauchy residue thedrenone—loop integral can be written in
the form:

N
L(l)(pl)p%"'apN) - _Z 5((11) H GD(%%) ) (6)
1 4] =1
i#i
where )
Gp(4i;95) = . ; 7
o4 ) g —m? —i0n(g; — ¢) 7
is the so—called dual propagator, as defined in Ref. [12h wd future—likevector,
Mo Z 07 772 = 77/."7” Z 0 ) (8)



Figure 1:Momentum configuration of the one—lofdp-point scalar integral.

i.e., ad—dimensional vector that can be either light-lik8 = 0) or time—like (n*> > 0) with positive
definite energyy,. The result in EqL(6), contrary to the Feynman-Tree thedFert) [17,/18], contains
only single—cut integrals. Multiple—cut integrals, likeose that appear in the FTT, are absent thanks
to modifying the originaH-:0 prescription of the uncut Feynman propagators by the newscppgion
—i0n(g; — ¢;), which is named the ‘duak0 prescription or, briefly, thg prescription. The duab pre-
scription arises from the fact that the original FeynmarppgatorG(g;) is evaluated at theomplex
value of the loop momentury, which is determined by the location of the poleat- m? + i0 = 0.
The:0 dependence of the pole 6f(¢;) modifies the0 dependence in the Feynman propagéie(q;),
leading to the total dependence as given by the dugkescription. The presence of the vectgris

a consequence of using the residue theorem and the fachthat¢tidues at each of the poles are not
Lorentz—invariant quantities. The Lorentz—invarianceha loop integral is recovered after summing
over all the residues. Furthermore, in the one—loop casentimentum difference(q; — ¢;) is indepen-
dent of the integration momentuén, and only depends on the momenta of the external legs (c{3EQ.

The extension of the Duality Theorem to two loops has beesudised in detail in [1%, 16]. Here we
recall the basic points. We extend the definition of propaigadf single momenta to combinations of
propagators of sets of internal momenta. kgbe any set of internal momenga g; with ¢, j € oy,. We
then define Feynman and dual propagator functions of this;setthe following way:

Grlaw) = [[ Grla),  Golaw) =3 6(a) [] Golasa). ©)
(5673 1€ag jjeiik

By definition, Gp (o) = 6 (g;), whenay, = {i} and thus consists of a single four momentum. At
one-loop ordely, is naturally given by all internal momenta of the diagramettdepend on the single
integration loop momenturfy, o, = {1,2,..., N}. However, let us stress thaj, can in principle be
any set of internal momenta. At higher order loops, e.g.esdvntegration loop momenta are needed,
and we can defineeveral loop linesy; to label all the internal momenta (cf. EQ. {19)) where Eg. (9)
will be used for these loop lines or unifications of these. We define:

GD(_ak) = Z g(—%) H GD(—%'; —Qj) ) (10)
1€y ]f;lk

where the sign in front o, indicates that we have reversed the momentum flow of all tteenal lines
in ay,. For Feynman propagators, moreov@gi(—ay) = Gr(ag). Using this notation the following
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relation holds for any set of internal momenig
Galar) = Gr(aw) +Gp(aw) , (11)

whereG 4(g¢;) is the advanced propagator:

1
GA(Qi) = 3

12
@ —mi—i0qy’ (12)

and

Galaw) = [ Gala) - (13)

1€ay,

The proof of Eq.[(Il1) can be found in Ref. [15]. Note that indiial terms inG (a4, ) depend on the dual
vectorn, but the sum over all terms contributing@®, («y,) is independent of it. Another crucial relation
for the following is given by a formula that allows to expreéke dual function of a set of momenta in
terms of chosen subsets. Considering the followinggset a; U ... U ay, Wheregy is the unification
of various subsets;, we can obtain the relation:

GD(CHUCVQU...UCVN) == Z H GD(ail) H GF(CVZ'Q). (14)

BVUBY =gy i1cpY inep

The sum runs over all partitions gfy into exactly two bIocksBJ(\}) and ﬂﬁ) with elementsa;,

i € {1,.., N}, where, contrary to the usual definition, we include the ca&¢/ = By, A7 = 0
For the case oN = 2, e.g., wheres, = oy U as, we have:

GD(a1 U Ckz) = GD(al) GD(CYQ) + GD(al) GF(CYQ) + Gp(al) GD(CYQ) . (15)
Naturally it holds that:

GF(OQUOQU...UOQV):HGF(OQ) . (16)

Since in general relatiof (IL4) holds for any set of basic elesuw; which are sets of internal momenta,
one can look at these expressions in different ways, depgrudt the given sets and subsets considered.
If we define, for example, the basic subsefdo be given by single momentg, and since in that case
Gp(q) = 0 (¢;), Eqg. (14) then denotes a sum over all possible differing pietauts for the momenta in
the setsy, while the uncut propagators are Feynman propagators.eTdgs start from single cuts up
to the maximal number of cuts given by the term where all tlopagators of the considered set are cut.
Using this notation, the Duality Theorem at one—loop can ktem in the compact form:

L(l)(p17p27 e 7PN) = —/ GD(CH) ) (17)
[

whereq; as in Eq.[(B) labelall internal momentg;. In this way, we directly obtain the duality relation
between one—loop integrals and single—cut phase—spaxgatd and hence Ed. (17) can also be inter-
preted as the application of the Duality Theorem to the gaetrof momenta;. It obviously agrees, at
one loop, with Eq.L(6).

We now turn to the general two—loop master diagram, as predgen Fig.[2. Again, all external
momentg; are taken as outgoing, and we haye = p; +p;.1 +. . . +p;, with momentum conservation
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Figure 2:Momentum configuration of the two—lodp-point scalar integral.

p1,v = 0. The label of the external momenta is defined moddigi.e.,px; = p;. In the two—loop case,
unlike at the one—loop order, the number of external mommaght differ from the number of internal
momenta. The loop momenta akeand/,, which flow anti—clockwise and clockwise respectively. The
momenta of the internal lines are denotedybgind are explicitly given by

b1+ pry 1€ ay
g =19 lo+pig-1 1€ Qs (18)
b+l +pig—1 i€ as,

whereay, with £ = 1,2, 3, are defined as the set of lines, propagators respectietdyed to the mo-
mentag;, for the following ranges of:

a; ={0,1,...,r}, ay={r+1,r+2,..,10}, as={l+1,l+2,..,N}. (29)

In the following, we will useq; for denoting a set of indices or the set of the corresponditgrmal
momenta synonymously. Furthermore, we will refer to thesesloften simply as the “loop lines”.

We shall now extend the duality theorem to the two—loop cagepplying Eq.[(1]7) iteratively. We
consider first, in the most general form, a set of several lows o; to a depending on the same
integration momenturt;, and find

/ Gp(alLJazU...UaN):—/ GD(OQUOQU...UCYN), (20)
Z,‘ ei

which states the application of the duality theorem, Eq),(1& the set of loop lines belonging to the
same loop. Eq[(20) is the generalization of the Duality Taeofound at one—loop to a single loop
of a multi—-loop diagram. Each subsequent application ofCibality Theorem to another loop of the
same diagram will introduce an extra single cut, and by apglthe Duality Theorem as many times as
the number of loops, a given multi-loop diagram will be opgkteea tree—level diagram. The Duality
Theorem, EqL(20), however, applies only to Feynman prdpagieand a subset of the loop lines whose
propagators are transformed into dual propagators by thkcapion of the Duality Theorem to the first
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loop might also be part of the next loop (cf., e.g., the “maldine belonging tax; in Fig.[2). The dual
function of the unification of several subsets can be expressterms of dual and Feynman functions
of the individual subsets by using E@. [14) (or Eq.l(15)) thlmuand we will use these expressions to
transform part of the dual propagators into Feynman prapagyan order to apply the Duality Theorem
to the second loop. Therefore, applying Eq.](20) to the lo@p i@op momentunt,, reexpressing the
result via Eq.[(Ib) in terms of dual and Feynman propagatutsapplying Eq.[(20) to the second loop
with momentuny,, we obtain the duality relation at two loops in the form:

L(2)(P1,p2, ., PN)
= /Z \ {—GD(al) GF(CYQ) GD(ag) + GD(al) GD(CYQ U Ckg) + GD(ag) GD(—a1 U az)} .
(21)

This is the dual representation of the two—loop scalar natleags a function of double—cut integrals only,
since all the terms of the integrand in Eg.](21) contain dyadato dual functions as defined in Eql (9).
The integrand in Eql(21) can then be reinterpreted as theosentree—level diagrams integrated over a
two—body phase—space.

The integrand in EqL(21), however, contains several duatfans of two different loop lines, and
hence dual propagators whose difaprescription might still depend on the integration momeiitais
is the case for dual propagatats,(g;; g;) where each of the momenig and g; belong to different
loop lines. If both momenta belong to the same loop line th@eddence on the integration momenta
in n(g; — ¢;) obviously cancels, and the complex dual prescription isrte@ined by external momenta
only. The dual prescription(g; —¢;) can thus, in some cases, change sign within the integratiome,
therefore moving up or down the position of the poles in theglex plane. To avoid this, we should
reexpress the dual representation of the two—loop scakgral in Eq.[(211) in terms of dual functions of
single loop lines. This transformation was unnecessarynetioop because at the lowest order all the
internal momenta depend on the same integration loop m@nentther words, there is only a single
loop line.

Inserting Eq.[(15) in EqL(21) and reordering some terms, mreeaat the following representation of
the two—loop scalar integral

LP p1 P2, -+ DN)
/Z' / {GD a1 GD(CYQ)GF(CY;?,) +GD( al) GF(CYQ) GD(Ckg)—f—G (ozl) GD(CYQ) GD(ag)} 5
1 (22)

where
G*(Oél) = GF(Oq) + GD(OQ) + GD(—OQ) . (23)

In Eq. (22), thei0 prescription of all the dual propagators depends on extemnanenta only. Through
Eq. (23), however, Eq(22) contains also triple cuts, givgthe contributions with thre€p(ay,). The
triple cuts are such that they split the two—loop diagrara tato disconnected tree—level diagrams. By
definition, however, the triple cuts are such that there isnooe than one cut per loop ling,. Since
there is only one loop line at one—loop, it is also clear whydicenot generate disconnected graphs at
this loop order. For a higher number of loops, we expect todinéast the same number of cuts as the
number of loops, and topology-dependent disconnectedltaggams built by cutting up to all the loop
linesay. These results can be generalized at three—loops and beythadit any additional effort. The
reader is refered to [15] for further details.



Figure 3:The two—loopV—point scalar integral with a double pole

3 Duality Relation for multiple poles

In the previous section we applied the Residue Theorem te and two—loop graphs that contain only
single poles, i.e. no identical propagators. At one—loap ithalways the case for a convenient choice
of gaugel[12]. However, at higher loops there exists theipih$g of identical propagators, i.e. higher
order poles. Obviously, we need to generalize the DualitgoFfém to accomodate for such graphs.
The first occurence of higher order poles is at the two—lowpl]ewith the sole double pole generic
graph shown in Fid.]3. The Duality Theorem can be deriveddchgyraphs as well, using the Residue
Theorem for multiple poles

ReS{Z:ZO}f(Z) - (k _1 1)| (C;ik_l (Z o Zo)kf(z)> (24)

z2=2zq
The derivation follows similar steps as with the single podse and is independent of any particular
coordinate system. We will derive an expression both iresgath and light—cone coordinates, to demon-
strate this independence. We start with the cartesianray$tée write the Feynman propagator in a form

that makes the poles explicit, i.e,

Gr ((Jz) = (25)

1

(gi0 — a9 )i + )

Whereqi(g’) = /q? + m? — 10 is the position of the pole. Then, applying the Residue Téx@oby
selecting poles with negative imaginary part, we have

2 1
R€Simgin<0y G2 (gi) = ————— = — / dgo————05 (> — m?). (26)
e (2457)? 2(¢)?

The imaginary component of the new denominell;ti?r(qgoﬂ)2 is irrelevant, because it is always a positive
guantity. We refer the reader to [12] where the calculatmmtlie case of simple poles is explained in



more detail. Then, we assume the following Lorentz-invar@escription of the residue

2
n
ReS{Iin0<0}G%(qi) = —/dQOW5+(QE - mf) ) (27)

wheren® = (ny, 0) is a future-like vectorp, > 0, in cartesian coordinates. Contrary to the one loop
case, where numerators depending on the loop momentum aoatify the duality prescription, in the
two loop and higher orders cases the derivative in the residiculation introduced by the higher order
poles act on every single term in the numerator and also orethaining propagators. Léf(«;) be a
function of a set of momentg, with [ € a;. Then the residue of a double pole is given by

0
R€Sim ;0 Gr( Gr(
e <0}{ (;1;[ o ) )} da (qzo + a5 (,1;[ . ) )
1 1 0
(H GD uny ) (2 (+))2 [_ ) Z(2qj0>GD(qi;Qj> + 8—(]0

j#i Qo Qo i

gio=a\5

N(ak) )

which can be written as

Res{lmq10<0}{ (H Gr( q] > )} /d(IO5+ - m (H Gpl( qqu >

J7#i YE)
_ Z"%GD @)+ 2| N(w).  (29)
2(77(1@) ng; "0 2ng; Ong;

In light—cone coordinates we choose our coordinates swathrttthe plus component complex plane
the poles with negative imaginary part are located at:

(+)_qi2j_—|—m?—i0

Qi = 20 , with ¢_ >0. (30)
In these light cone coordinates the Feynman propagatosread
1
Grla) = : (31)
205 (giy — a1
and thus
ReSimg;0<030(2i-)GH(ai) = 0, (32)

which, at first sight, seems to contradict equation Eg. (ZF)s contradiction can be resolved by taking
into account the fact that in light cone coordinates, thd saetorn is lightlike and therefore)? = 0.
Hence equation Eq._(27) remains valid. Now, we are ready Itulzde the residue of a double pole in
light cone coordinates:

Res{lmqio<0}{ )G (a) (H Gr(g;) N(ak)} = (9(% ))2 g+ (H Gr(g; > N(ag)

J# J#

giy=q\!’

/dq+5+ —m? (HGD % qj ) anJGD (gi;q 7>+L. 9 ] N(ag) , (33)

2
i | M 1n4¢; Ong;



where nowp* = (ny,n- = 0,0,). Eq. (33) has the same functional form as in [Eg] (29), althouigh
a different dual vecton. Thus we can generalize Ef. {29) and [Eq] (33) to an arbit@oydinate system
and combining simple and double poles in a single formula @tergcartesian coordinates:

fo (o)

J#i
- . L _ n’ 77‘1] 1 0
+Zg(qy') (955 @) (H G (g ) } (). (34)
j#i h7id

Equation [(34), is the main result of this section. It extetius Duality Theorem to integrals with
identical propagators or, to put it differently, with doalpoles in the complex plane. For the case of
the generic two—loop graph in Figl 3, this result can be sseanaextension of Eql_(15). If we have
two groups of momentay;, as, one of which contains the double propagator,ig= {g, = {1 + {5}
anday = {2 =lo, g3 =l +p1, ..., qn—1 = b2+ p1,n-1,¢2 = {2}, and we denote by, a group that
contains all the momenta af leading to single poles, namely

oy ={qa = la,q3 = la +p1,...,qn1 = L2 + p1 n_1}, then we can write:
2 n

; | " |

Gplax Uaz) = 6(g2) H Gp(e2; 95) —7772 - Z DGD((D;%')
[ 2(ng2)* A~ Mae J
JjEah,ay, JEay,ay
+ ) 6(a)Gh(ai5 ) (H Gp(g; g ) : (35)
icay,ay JFi

This result states that for the case of a double pole, onewslithe usual procedure of cutting every
propagator line once, including the double propagator,teantsforming the rest of the propagators to
dual propagators. A similar formula can be derived for theecaf multiple (triple and higher) poles.
The calculation of the residue of a multiple pole introdydesvever, contributions with powers of dual
propagators. In absence of a general transformation farraoélogous to Eql_(1L4), it is not possible
to rewrite Eq.[(34) in terms of dual propagators whose duidl prescription depends on the external
momenta only. For that reason, we will present in the nexiaea different strategy for dealing with
higher order poles based on the reduction of the integrabusitegration By Parts.

4 Reducing to single poles with IBPs

In this section, we discuss a different approach to the géimation of the Duality Theorem to higher
order poles. We will use Integration By Parts (IBP)/[20, 2ijeduce the integrals with multiple poles to
ones with simple poles. We emphasize the facttbalo not need to reduce the integrals to a particular
integral basis We just need to reduce them "enough”, so that the higher ales disappear.

To give a short introduction to the method and establish otation, let us consider a general-
loop scalar integral id dimensions, witlm denominatord,, ..., D, raised to exponents, ..., a, and
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external momentay, ..., py:

1
SN N — (36)
/Z‘]_ \/Zle ...Dgn
0 t*
= 37
/@1 /gmasqul"'Dg" 07 ( )

wherest = ¢4, ¢y, ... (¢ the integrand being a total derivative with respect to teplmomenta, we
can find relations between scalar integrals with differeqomentsa;. This will allow us to express
integrals with exponents larger than one, in terms of simphes. In effect, we will be able to write

integrals with multiple poles in terms of sums of integraighvsimple poles. In the numerator of the

If we notice that

integrand of Eq.L(37) we can use= ¢},..., ¢~ pf, ..., pk, to obtain a system of equations that relate
the various integrals. For simplicity, when refering to 8®Iwe will use the shorthand notation:

0

— .t 38

9 (38)

to denote Eq.L(37). The differentiation will raise or leaveexponent unchanged, while, contractions
with the loop and external momenta in the numerator of thegir@ind, can be expressed in terms of
the propagators to lower an exponent. Often times thoughjgmot possible, leaving scalar products
of momenta, which cannot be expressed in terms of denomgaidese are called Irreducible Scalar
Products (ISP). We will consider ISPs as additional denators,D;; = /; - p; , with a negative index

Q;. We use the notation:
F * 39
(a1a2 /(1 / .Dal.Da2 . Da” ( )

to denote a generic two—loop integral withpropagators raised to an arbitrary integer power, with
D; = G3'(q:) = ¢ — m? +i0 andg; denotes any combination of external and loop momenta. In the
following the prescriptiont:0 for the propagators is understood. We will use the synabolo denote

the raising of the index; by one i.e. 1t F(ay,a9,---a,) = F(a; + 1,as,...,a,) and the symbol

a; to denote the lowering of the index by one i.e.2” F(ay, as,- - -a,) = F(aj,a2 — 1, .. .,an). A
combination of the two means that the operators apply ataheegime i.e.172" F(ay, as, - -a,) =
F(a; +1,a2 — 1,...,a,). In the following we will use two automated codes, for theustibn, Fl RE

[19], aI\/ATHEI\/ATI CApackage for the reduction of integrals eREDUZE 2 [22]| a package written
in C++, usingG NaC|[23].

4.1 The case for two—loop diagrams

The only generic two—loop scalar graph withitlegs and a double propagator is shown in Eig. 3. The
simplest case is the two—point function with masslessmidmes. The denominators are:

D1:£% ) Dzzg ) D32(52+P)2 ) D4:(£1+£2)2 , Ds =1ty -p,

*Since the most obvious first approach seems to be to try teegpine integrals with multiple poles in terms of the same
integrals with only single poles, c.f. Eq.(41), we used, dlision to the “usual” version oREDUZE 2, in some cases a
special patch foREDUZE 2 which provides a modification of its integral ordering in fiveal result. This modified version
of REDUZE 2 delivered the results for the integrals in this desired fetated in the subsequent sections, while we used the
normal version of the integral ordering for the remainingeaNote that we also calculated explicitely the relataiytained
from the modified version, in the easiest cases of the massles- and three—loop integrals which can be built by ingerti
of the the massless one—loop two—point function, and fogmeleanent.
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where we have introduced an ISP as an additional denom{haterour notation, the integral we want
to reduce igF'(12110) and to this end we use the six total derivatives

0 0

Applying these IBPs oiF'(a;a2a3a4a5) We get a system of recursive equations. Using specific values
for the exponents; we can solve this system and obtdi12110). For this particular case, we solve
the system explicitely and the reader is referred to theragig\ for details. Finally we arrive at:

—1+ 3¢
(1+¢)s

F(12110) = F(11110), (41)

wheres = p? + 0, a result which contains only single poles and can be treasanh the Duality
Theorem|[[15]. For the rest of the cases below and in the tlhvep-€ase in the next section, we have
usedFl RE and REDUZE 2 to perform the reductions and check our results. For thréeres legs
p? =p2 =0,p2 = (p1 + p2)? and massless internal lines, we have the denominators:

D=0, Dy=105, Dy=(lo+p1)*, Dy=(lo+p1+p2)? , Ds=(br+10)

Ds=1t-p1 , Dr=1t-ps,

where, the last two are the ISPs that appear in this case.ntégral we want to reduce /5(1211100).

We use eight IBPs:
0 0

— . — . p.
at; 7 o P
A similar analysis to the one above, gives:

1,7 =1,2. (42)

3(1 — 3¢)(2 — 3¢)
€(1+¢)s?

F(1211100) = F(1111100) = — F(1001100) (43)

(1+¢€)s
wheres = (p; + p2)? + 40, which, again contains only single poles and can be treaittdtiae Duality
Theorem.

The inclusion of masses does not affect the general pictutieeoreduction. It solely introduces
numerators in some integrals after the reduction is dong.a&we have stressed already, the application
of the Duality Theorem is not affected by numerators sin@anly operates on denominators [15]. As
an illustrative example, let us consider the two—loop grafih two external legs and one massive loop
(see Fig[B). For the case of the left loop being massivetéelo(,), with massn, the denominators
involved are

Dy=10 , Dy=0—-m?, Dy=(l+p)*—m’ , Dy=(l+06)—m?,
with the addition of the irreducible scalar product

Ds=16-p, (44)

tFor REDUZE 2 the corresponding propagator is added and used as inpe&éhst
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needed to perform the reduction. Using the same IBPs of ), itde result of the reduction, wifl RE
is:

F(12110) = (e—1)[-es’ + 2m22(é)2€ __216)2 _43)(Z +24T4§2_3 + 2€)(—1 + 2¢)] F(00110)
A (e—1)

2¢(2e — 1)ms (4m? — s)2F(10110) ~ 2(2¢ — D)mis

o (e=12(2m? —5) _ (e—=1) (4em® +2m® — 5)

(e = Dymis (@ — 5y O010) = s i (2 — )

2(e — 1) (m? — s8) (10em? — es — 3m?)

€(2¢ — )mis (4m? — 5)?

F(1— 1110)

F(01110)

F(1011 — 1), (45)

with s = p? +i0 and
A= (1—c¢)[es+2(3 —8e)m?] s* +2(1 — 2¢)m* [2(3 — 4e)m® — (6 — Be)s] . (46)

The reduction generates two integrals with a numeratorgham

F(1-1110) = /
o Je D1D3D4

4 - _tip
F(1011 —-1) = /
( ) ¢, Jo, D1D3Dy”’

but the double poles have now disappeared. The resultREIJZE 2 reads:

(e — 1) (4dem? + 2m? — s)
~2(2e — 1)mA (4m? — 5)
3(e — 1) (8em* — 12em?s + es? — 4m* + 4m?s)

2¢(2e — 1)mis (4m? — 5)°
A
2¢(2e — 1)mts (4m? — s)°
(e — 1) (8e®>m?s — 2€°s® — 16em™ + 6em?s + es® + 12m* — 6m?s)
2¢(2e — 1)mts (4m? — 5)°

F(12110) F(01110)

F(1 - 1110)

F(10110)

F(01010)
(47)

whereA is given by Eq.[(46). Despite the appearence of differeeigrals the two results are of course
equivalent. This is because, the integr&($0110) and £'(01010), in the result obtained witRl RE, are
identical (as can be seen by shifting the loop momenta), sauim of their coefficients gives exactly
the coefficient of the result obtained wiREDUZE 2. The same argument applies for the integrals
F(1011 — 1) andF(1 — 1110). The appearence of the numerators does not affect the appliof the
Duality Theorem for integrals with single poles as was detkin [15]. For the case of the right loop in
Fig.[3 being massive (related £g), we have the denominators:

Di=0—-m*, Do=0;, Dy=(lr+p)*, Da=(l1+6)>—m> , Ds=1{,-p.

12



Using the IBPs from Eq[(40), we get wiki RE:

(32e2m* + 8e2m?s + €%s% — 32em* — 11em?s — es® + 6m* + 3m?s)

P110) - F(10110
( ) 6m*s? ( )
) (€ — 1) (16€3m? + 4€3s — 20e>m? — 8em? — Tes + 3m? + 38)}7’(10010)
6(2¢ — 1)(2¢ + 1)m?s?
(e—1)e (e—1)(2e —1)
_ F(1011 - 1) — F(01110
mis ( ) 2m?2s ( )
(e — 1) (12em? + es — 3m?)
F(1—-1110
6m?s2 ( )
— 1) (6em? — 3m?
_ (e=1)(6em® + es —3m )F(11100) , (48)
6mds
and withREDUZE 2:
(€ = 1) (8em? + es — 2m?)
F(1211 = — F(1-111
( 0) 4mis? ( L
64€2m4 + 16€2m25 + 6282 — 64€m4 — 22€m28 — 682 + 12m4 + 6m25F(10110)
12m?s2
— 1) (12em? + es — 6m?
_ (e=1)(12em 4+ €s — bm )F(11100)
6m*s
(e —1)(2¢ — 3) (16€*m? + 2€¢®s + dem? + 3es — 2m? — 28)1:(10010) : (49)

12(2e — 1)(2e + 1)m*s?

For the case of the double pole, two—loop graph, with threéereal legs and one massive loop, we have
the denominators:

Dy =10 , Dy=0-—m", Ds=(lo4p)’—m® , Dy= (lLa4pi+p2)’—m’ |, Ds = (l1+L2)*—m?
D¢=1y-p1 , Dr=1L1-ps.
Using the IBPs from Eq[(42) we get wifdl RE:

— 1) {(1 + 4€)s® — dem?s(11 — 2¢) — 8m*(4e? — 8¢ — 1
F(1211100) = (DA Fde)s” — dems( ) sm (4 = 8¢ = U} 1 oo01100)
8¢(2e — 1)mbs (4m? — s)

A
- ! 5 F(1001100)
2¢(2¢ — 1)mbs (4m? — s)

(8e® — 12¢* +4e — 1) (e — 1)

F(0010100
* 8¢(2¢ — 1)2mbs ( )
(e—1) 2(e — 1)
- ——— |F(0111100) — F'(1011100 F(0101100
2(2e — 1)m4 F( ) ( 1+ m?2s (4m? — s) ( )
(€ — 1) (2em? — es — m?)
F(1—-101100
- 2¢(2¢ — 1)mbs? ( )
— 1) (8em? — 2es — 6m?>
L (e V" (Bem” —2es = 6m” +5) b 09190)

2(2e — 1)mbs (4m? — s)

_ A1) (m? =) et mPs(6e — ) £ 8m'@e =D} pyoy 100 (50
€(2e — 1)mSs? (4m? — 3)2 |
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wheres = (p; + p2)? + 10, and:
Ay =€e(1 —€)s® +m2(—=14€)(—1 4 9€)s* + m*(1 — €)(5 + 6€)s + 2m°(1 + 2¢)(—3 + 4¢) , (51)

while, with REDUZE 2, we get:

1
F(1211100) = —WF(OHHOO)
e—1
T P(1011100
+ 2(2¢ — 1)m* ( )
2e — 1
+ (=Y poi01100)

m?2s (dm? — s)
_ 3(e—1) (4em* — 8em’s + es” + 27;14 + m2s)F(1 _ 101100)
2¢(2¢ — 1)mbs (4m?2 — s)

A
- 2 5 F(1001100)
2¢(2¢ — 1)mSs (4m? — s)
A
+ : S F(0100100) , (52)
4e(2¢ — 1)2mbs (4m? — s)
where
Ay = 162m® — 6e2mis + 9e2m?s? — 253
— 4em® + em*s — 10em®s® + es® — 6m® + 5m*s + m?s? | (53)
and

A; = (e—1)(128¢*m* — 64€*m®s + 8¢*s” — 256€°m* + 112e>m®s — 12€°s” + 1926°m*
926’m?s + 8e’s> — 40em* + 26em’s — es> — 12m* + 4m’s — 5°) . (54)

The cases with additional external legs can be treated migsimanner. It can always be reduced to
sums of integrals with single propagators at the expenaetafducing numerators. Although no formal
proof exists, in all cases studied so far it has been possilskluce to integrals where only single poles
appear. The generality of this result seems plausible [14].

Our strategy is now clear. For a two—loop calculation, firetreduce all double pole graphs using
IBPs or any other method. The remaining integrals all corg@igle poles and can be treated using the
Duality Theorem at two—loops. The appearence of vectorrmaeintegrals does not spoil this strategy
since the Duality Theorem for single poles, affects onlydaeominators of the integrands.

4.2 The case for three—loop diagrams

For three—loop graphs there exists one topology with agtppbpagator and a number of topologies with
a double propagator. All topologies are shown in Elg. 4. Tigeiaents for the two—loop case are valid
here as well. We first reduce the multiple pole integrandsdrygulBPs until we have integrals with only
single poles (possibly with numerators) and then we can #pgly single-pole Duality Theorem as it

14
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(a) () (c)
— — —
— — —
(d) (e) (£

(9)

Figure 4:Master topologies of three—loop scalar integrals with nplét powers of internal propagators.
Each internal line already dressed with some external legloadressed with additional external lines.

was described for the three—loop case in Refl [15]. In tHevWohg, we show explicitly the reduction of
the two-point function for the different topologies and foassless internal lines. We use the notation:

F : 55
(o2 /el /42/ D“1D“2- - Don (55)

to denote a generic three—loop integral withpropagators raised to an arbitrary integer power, with
D; = G7'(q;) = ¢ — m? +i0 or D; equal to any ISP ang; any combination of external and loop
momenta. For the rest of this section the prescriptiaf for the propagators is understood. We also
haves = p% + i0. The IBPs to be used for the reduction are:

9, 0
7 TA

In the following, we present first the result obtained WREEDUZE 2 and then withH-I RE. For the single
triple pole graph (a) in FigL{4), we have the following exgsi®ns:

P, 55=123 (56)

(a) The denominators used are:

DIZE%a D2:£§) D3:€§7 D4:(£2_p>2) D5:(€1_€2)27 D6:(£3_£2)27
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D7:€1-p, D8:€3'p, D9:€1'€3,
with the result:

2e(—1 + 4e) 2(—1+ 2¢)(—1 + 4e)

F(131111 = F(111111000) = F(101111000) .
(IBL1000) = 4 A 2eys2 T )= “ar o290 L )
(57)
For the graphs with doubles poles, (b)-(g), Fid. (4), we find:
(b) The denominators are:
D=0 ,Dy=10;, Dy=13, Dy=(lr—p)*, Ds = ({1 — ), Dg = ({3 — b+ p)*,
Dy =14,-p, Dg=1{1-l3, Dy =13"p,
with the result:
3(—1+4€)(1+ 3¢)
F(121211 = F (111111000
( OOO) (1 —|—6)282 ( )
_ 6(—2 4+ 3€)(—1+ 3¢)(1 + 3€)(—3 + 4e)(—1 + 4e) F(101011000) .
e2(1+ €)?(—1 + 2¢)s*
(58)

(c) The denominators are:
D1 :Efv D2:€§7 D3:€§7 D4:(€3+p)27 D5:(€3_€2)27 D6:(€1_€2)27
Dy =14,-p, Dg=1{y-p, Dy=1{; 13,
with the result:
2¢(—1 4 4€)(—1 + 3¢)
(14 2¢)(1 + ¢€)2s?
2(—2+ 3€)(—1+ 3¢)(—3 + 4e)(—1 + 4e)
€(1+€)2(1 + 2¢)s*

F(122111000)

F(111111000)

F(100111000) .  (59)

(d) The denominators are:
Dlzgfa D2:£§’ D3:€§, D4:(£3_p>2’ D5:(€2+£3_£1)2,
Dg=10-p, Dy=14Uy-p, Dg =11 -4y, Dy =1, -3,
with the result;

-1+ 2¢)

—34+4
F(112110000) = ( (Z3+49)

(
F(111110000) =
€S ( ) €s?

F(110110000) . (60)

(e) The denominators are:
Di=0},Dy=10;, Dy=103, Dy=(ls—p)*, D5 = ({1 +6)*, Dg = (b + {5)*,
Dy =4ty-p, Dg="{y-43, Dyg=1{y-p,
with the result:

(—1 + 4e)
(14 2¢)s

(=2 + 3¢)(—3 + 4€)(—1 + 4e)

F(112111000) = 20012050

F(111111000) =

F(100111000) .
(61)
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() The denominators are:
Dy =/(}, Dy=13, Ds=1{;, Dy=(ly+p)*, Ds= ({1 +€5)*, D= ({1 +{35)*,
D7:(£3—£2>2, Dsg=14,-p, Dy=13-p,
with the result:
2

F(121111100) = s F(111111100)
(1+e€)s
2(—2+ 3€)(—1 4+ 3€)(—3 + 4e)(—1 + 4e)

= F(001111000) + F(100101100
S+ )(1+20)58 L )+ )

2(—1+ 2€)%(—1 + 4¢)

e P T F(101110100) . (62)

(9) The denominators are:
DIZK%a D2:£§7 D3:£§7 D4:(£3_p)27
Ds = (4 — £3)?, De = (ls — £3)* , Dy = ({3 — £, — p)?
Ds = (t; — l3)* , Dy = ({1 — p)® (63)
with the result:

(—1 + 3€)%(1 + 5e)
(14 €)(1+ 2¢)%s?
€(9¢? — 11e — 4)
(14 €)(1 + 2¢)%s?

F(121111100)

F(1111111 — 10)

F(111111100) . (64)

The difference between the two results is due to the facttligasecond is expressed in terms of basis
integrals while the first is expressed in terms of integraih wingle poles of the same type as the
multiple pole integral (in effect the first result can be hat reduced to the second). Since we do not
seek a particular basis for our reduction, as was stresskergloth results are equally useful as far as
application of the Duality Theorem is concerned.

5 Conclusions

We have extended the Duality Theorem to two— and three—iaegials with multiple poles. A Lorentz
invariant expression for the residues of double poles has derived, which can be extended straightfor-
wardly to triple and, in general, multiple poles. In the alxseof a systematic procedure to express the
dual +:0 prescription in terms of external momenta exclusively,rethe case of single poles, we have
explored an alternative approach. We use IBP identitieedace the integrals with identical propaga-
tors to ones with only single poles. Therefore, the esdditidures of the loop-tree duality now remain
intact. We reiterate that our goal is not to reduce evergthinsome set of master integrals. Rather, we
reduce the integrals until there are no multiple poles [Eften, we can use the Duality Theorem in its
original form for single pole propagators, to rewrite thesnrategrals of a tree—level object over a modi-
fied phase-space. The appearence of additional tensoratgedue to the reduction, does not affect our
procedure, since applying the Duality Theorem in its sifgée version, only cuts propagators, leaving
the numerators of the integrals unaffected.
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A Proof of the reduction of Eq. (41)

Here we solve the system of equations, explicitely, to arat/Eq. [(41l). We note that we are not aiming
for a full reduction to a set of master integrals but ratheretduce the multiple poles to single poles.
Therefore, any integral which has single propagators i®todnsidered known.

Using the IBPs, EqL(40), on the generic intedgrak; asasaqas), we get the system of equations:

d—2a; —ag —as — a4l 404472 =0, (65)

1 1
a; — a4 + 58a55+ + a44+(1_ - 2_) + a11+(2_ - 4_) + §a55+(2_ - 3_) =0 5 (66)
a4 (s +27—3"—257) —sasht — 24,1757 =0, (67)
as —ag+a2t (17 —47) +a33t(17 +27 -4~ — 257 ) +a47(27-17) =0, (68)
d—2ay—a3—as+az3 (s—2)+ad™ (1 —27)=0, (69)

as — a3+ 8(as2" —a383" +a4T) +a4T(27 -3 — 25 ) +a33'2 —ay2™3 =0, (70)

wheres = p? +i0. The appearence of the operaforsignals that we have the I9P- p in the numerator
of an integral. As long as these integrals possess singpagetors, we will not reduce them further but
consider them known. We also note that a lot of the integresdappear after setting particular values
to the parameters; in this system, are zero in dimensional regularizationt{gnrmassless case). Let us
start by settingi, = 2,a; = a3 = a4 = 1,a5 = —1in (&8). We get:

F(2111—-1) - F(1112-1) — %SF(12110) — %F(llllO) =0. (71)
Taking the sum of (89) and (¥0) and setting= 1, a> = a3 = a4 = 1, a5 = 0 we get:
(d — 4)F(11110) + sF(12110) 4+ sF(11120) — 2F(1112 - 1) = 0. (72)
Taking the difference betweepn (69) andl(70) and setting 2,a; = a3 = a4 = 1, a5 = 0 we get:

— 2F(2111 — 1) — sF(12110) + sF(11210) — F(10210) =0 . (73)
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Finally, settinga; = 2,a, = a3 = a4 = 1, a5 = —1in (€5), we get:
(d—4)F(2111 — 1) — F(1112 — 1) + F(2012 - 1) =0 . (74)

The integralsF’(10120) and F(11210) and (2012 — 1), in this system of equations, can be computed
simply by taking further, appropriate combinations of E@®S)-(70). Settingy; = ay = a3 = a4 =
1,a5 = 0in (68) we getF'(10120) = (3 — d)F(11110). It also holds that'(10120) = F(10210),

as can be seen by making the shifts in the loop moméntas —¢; — ¢, — p. From Eq. [(€9), by
settinga; = a; = a3 = a4 = 1,a5 = 0 and using the value of'(10120), we get: sF'(11210) =
(10—3d)F(11110). Finally, adding Eqs[(65) and (66) and setting= a; = 1,a3 = 2,a4 = 1,a5 = —1

we get: F(2012 — 1) = (d — 3)(d — 4)F(11110). The rest of the system of equations|(71)}(74) can now
be solved sequencially, arriving at:

(3d — 10)

F(12110) = @)

F(11110), (75)

a result which, after puttind = 4 — 2¢, agrees with EqL(41).
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