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Preface

The Linear Collider Forum is an initiative born within the Helmholtz-Alliance ”Physics at the Terascale”, a network of
German Universities and Research Centers working in high-energy particle physics. Yearly dedicated meetings focus
on the physics case and the technologies at a future linear collider, covering both the ILC and CLIC concepts.
In February 2012 an extended meeting with significant international participation was dedicated to the discussion of
physics scenarios to strengthen and update the case for a linear e+e- collider in light of new developments and the
latest LHC results.
Contributions to LC Forum sessions were collected on the DESY LC-note server with a dedicated mark ‘LC-REP-
year-number’.
These Proceedings comprise all contributions that have been submitted with the dedicated mark in 2012 and 2013.
Therefore also contributions are included that actually have not been presented on a LC Forum meeting but are strongly
related to the subject. G. Moortgat-Pick2

2indebted to all authors and participants for their lovely contributions and with special thanks to the great organization team of the LC Forum.
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Chapter 1

Setting the Scene

The following three articles comprise the framework of the physics potential of the Linear Collider.

The first article was also a contribution to the European Strategy 2012 and was written by the
Linear Collider Report Committee, attached is also their charge. This article summarizes the
physics landscape in 2012 and gives predictions for the expected physics outcome of ILC and
CLIC from

√
s = 250 GeV up to 3 TeV.

The second contribution was presented at the Linear Collider Forum in February 2012 and sum-
marizes the Higgs physics potential of the ILC on basis of the physics landscape at that time, i.e.
the Higgs discovery at the LHC was not yet confirmed but was already at the horizon.

More details to the studies, updates as well as further new studies of LC physics are presented in
the Chapters 2–7.

Currently the topic of a ‘staged approach’ for the Linear Collider is under discussion and the third
article in this chapter gives an overview about technical issues with such a staged approach, in
particular addressing questions on the corresponding drive beam energies of the positron source
and the estimated amount of integrated luminosity in terms of physics performance.

Further technical detector and machine related aspects and new simulations are presented in Chap-
ter 8.
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ILC ESD-2012/4, CLIC-Note-949 (July 30, 2012)

The Physics Case for an e+e− Linear Collider

James E. Braua, Rohini M. Godboleb, Francois R. Le Diberderc, M.A. Thomsond,
Harry Weertse, Georg Weiglein f , James D. Wellsg, Hitoshi Yamamotoh

A Report Commissioned by the Linear Collider Community†

(a)Center for High Energy Physics, University of Oregon, USA; (b)Centre for High Energy Physics, Indian
Institute of Science, Bangalore, India; (c)Laboratoire de l’Accélérateur Linéaire, IN2P3/CNRS et
Université Paris-Sud, France; (d)Cavendish Laboratory, University of Cambridge, UK; (e)Argonne National
Laboratory, Argonne, USA; ( f )DESY, Hamburg, Germany; (g)CERN, Geneva, Switzerland; (h)Tohoku
University, Japan

1 Introduction

The physics motivation for an e+e− linear collider (LC) has been studied in detail for more than 20 years [1]-
[10]. These studies have provided a compelling case for a LC as the next collider at the energy frontier. The
unique strengths of a LC stem from the clean experimental environment arising from e+e− collisions. In
particular, the centre-of-mass energy and initial-state polarisations [11] are precisely known and can be
adjusted, and backgrounds are many orders of magnitude lower than the QCD backgrounds that challenge
hadron collider environments. The low backgrounds permit trigger-free readout, and the measurements and
searches for new phenomena are unbiased and comprehensive. Full event reconstruction is possible. These
favourable experimental conditions will enable the LC to measure the properties of physics at the TeV scale
with unprecedented precision and complementarity to the LHC.

Thanks to the extraordinary achievements of the LHC machine and of the ATLAS and CMS experiments,
our field witnessed a deep revolution in the middle of 2012: the discovery of a new boson. The observation
at the LHC of this new particle compatible with a light Higgs boson strengthens the physics case for a LC
even more.

The main goals of the LC physics programme are:

• precise measurements of the properties of the Higgs sector;

• precise measurements of the interactions of top quarks, gauge bosons, and new particles;

• searches for physics beyond the Standard Model (SM), where, in particular, the discovery reach of the
LC can significantly exceed that of the LHC for the pair-production of colour-neutral states; and

• sensitivity to new physics through tree-level or quantum effects in high-precision observables.

The complementarity of the LC and LHC has been established over many years by a dedicated worldwide
collaborative effort [9]. It has been shown in many contexts that for new particles found at the LHC, the LC
will be essential in determining the properties of these new particles and unraveling the underlying structure
of the new physics.

The development of the SM was a triumph for modern science. The experimental confirmation of the
SU(3)C × SU(2)L × U(1)Y gauge structure of the SM and the precise measurement of its parameters were
achieved through a combination of analyses of data from e+e− and hadron colliders and from deep-inelastic
lepton-nucleon scattering. These precision measurements are compatible with the minimal Brout-Englert-
Higgs mechanism of Electroweak Symmetry Breaking (EWSB), through which the masses of all the known

†See Addendum for this committee’s origin and charge. The committee also wishes to express thanks to the many reviewers of
earlier drafts of this report whose input has been very helpful.
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fundamental particles are generated. Within the SM the measurements of electroweak precision observables
show a pronounced preference for a light Higgs boson, below about 150 GeV.

The observation of a new particle compatible with a Higgs boson of mass ∼ 125 GeV is a major break-
through in particle physics. It represents one of the most significant discoveries of modern science. Given
the far-reaching consequences for our understanding of the fundamental structure of matter and the basic
laws of nature, it is of the highest priority to probe the properties of this particle with a comprehensive set
of high-precision measurements to address such questions as:

• What are the couplings of this particle to other known elementary particles? Is its coupling to each
particle proportional to that particle’s mass, as required in the SM by the Higgs mechanism?

• What are the mass, width, spin and CP properties of this particle?

• What is the value of the particle’s self-coupling? Is this consistent with the expectation from the
symmetry-breaking potential?

• Is this particle a single, fundamental scalar as in the SM, or is it part of a larger structure? Is it part of
a model with additional scalar doublets? Or, could it be a composite state, bound by new interactions?

• Does this particle couple to new particles with no other couplings to the SM? Is the particle mixed
with new scalars of exotic origin, for example, the radion of extra-dimensional models?

The LC provides a unique opportunity to study Higgs properties with sufficient precision to answer these
fundamental questions. The large numbers of Higgs bosons that would be produced at a LC, between 105

and 106 depending on centre-of-mass energy and integrated luminosity, and the clean final states mean
that a LC can be considered as a Higgs factory where the properties of the Higgs boson can be studied in
great detail. In particular, a LC provides the possibility of model-independent measurements of the Higgs
couplings to the gauge bosons and fermions at the few percent level.

Whilst the discovery of a signal compatible with a Higgs boson at the LHC represents a breakthrough in
particle physics, it should be kept in mind that the minimal EWSB theory of the SM without other dynamical
mechanisms has theoretical shortcomings, and a richer and more complex structure is generally favoured.
Most of the ideas for physics beyond the SM (BSM) are driven by the need to achieve a deeper understanding
of the EWSB mechanism. Furthermore, the presence of non-baryonic dark matter in the cosmos is an
experimentally established fact that implies BSM physics. To date, no clear sign of BSM physics has
emerged from LHC data. For new states that are colour-neutral, a LC provides excellent sensitivity for
direct discovery via pair production. This complements the search reach of the LHC, where the highest
sensitivity is achieved for BSM coloured states. Should the two machines be operating concurrently, the LC
results could even provide feed-back to the LHC experiments and vice versa.

The flexibility of the LC will give rise to a rich physics programme which could consist of i) a low-
energy phase with

√
s in the range of 250− 500 GeV, enabling the study of ZH, tt, HHZ and ttH thresholds,

and ii) a high-energy phase with
√

s > 500 GeV allowing a high statistics study of the Higgs boson through
the WW fusion process and allowing access to rarer Higgs production processes such as e+e− → HHνeνe.
The choice of the centre-of-mass energy range for the higher energy operation would be determined by the
BSM physics scale, where the flexibility in energy of a LC would allow the threshold behaviour for any new
physics process to be mapped out in detail. While this document focuses on the minimal LC programme,
there are a number of optional phases of LC operation, like GigaZ, which is a high-luminosity Z-factory,
and ee, eγ and γγ configurations.

Two options for a future e+e− LC have been developed, with different main linac acceleration schemes.
The International Linear Collider (ILC) uses superconducting RF, whereas the Compact Linear Collider
(CLIC) uses a separate drive beam to provide the accelerating power. The ILC technology is mature and
provides an option for a Higgs and top factory to be constructed on a relatively short timescale. The CLIC
technology provides the potential to reach higher centre-of-mass energies, but it requires further develop-
ment. In recent years there has been extensive collaboration between ILC and CLIC physicists with the
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goal of realising a LC as the next major new facility. Furthermore, the ILC and CLIC are being organised
under the same formal worldwide body, the Linear Collider Board (LCB), reporting directly to ICFA. The
strong accelerator development programme is complemented by an active theory and experimental commu-
nity working on the physics and detectors for a future LC. These studies have resulted in detailed designs
for the detectors at a LC, and, based on detailed simulation studies, have provided a clear demonstration that
the LC physics goals can be achieved.

A comprehensive review of LC physics has been given in the Physics volume of the ILC RDR report [3],
with extensions to higher energies in the CLIC CDR [4]. More recently, many important measurements at
the ILC and CLIC have been simulated with fully realised model detectors [4–7]. Finally, new reports on
LC physics have attempted to bring the discussion of the LC capabilities [4, 7] up to date in relation to
recent results from the LHC. The main results from these physics studies are summarised below within the
context of the results that have been obtained at the LHC up to now and with a view also to the possible
progress from the running of the LHC during the next years. Unless otherwise stated, the discussion refers
generically to a Linear Collider (LC) rather than to the specific realisations ILC or CLIC.

2 Higgs Physics and Electroweak Symmetry Breaking

In the SM, the Higgs boson plays a special role. The Higgs mechanism is responsible for electroweak
symmetry breaking and accounts for the generation of the masses of all the other elementary particles. In
order to distinguish a SM Higgs from possible alternative scenarios, it is necessary to measure precisely its
couplings to the gauge bosons, to the fermions, and to itself. Furthermore, the spin and the CP-properties of
the new state need to be determined, and it must be clarified whether there is more than one physical Higgs
boson. At the LHC ratios of the Higgs couplings to different particles can be measured for a subset of the
possible decays. Earlier LHC studies [12] suggest that even with 3000 fb−1 of data the precision achievable
on these ratios remains somewhat limited, ΓW/ΓZ ∼ 10%, ΓW/Γb ∼ 25% and ΓW/Γτ ∼ 30%. It should be
anticipated that with real data in hand LHC experiments likely will perform better than initially projected.
At a LC, the precisions achievable are of the order of a few percent, and a wider range of decay channels
can be studied.

A LC is the only place where model-independent measurements of the Higgs boson couplings can be
made, including to invisible final states. A number of these measurements are unique to a LC, and the
precision achievable for extracting parameters significantly surpasses that anticipated at the LHC. The LC
measurements would establish whether the Higgs boson has the properties predicted by the SM, or is part of
an extended Higgs sector such as in SUSY models, or whether it has a completely different physical origin
which would be the case for a composite Higgs.

2.1 Higgs Production at a Linear Collider

At a LC, the main Higgs production channels are through the Higgs-strahlung and vector boson fusion
processes (see Figure 1). At relatively low centre-of-mass energies the Higgs-strahlung process, e+e− →
ZH, dominates, with a peak cross section at approximately 30 GeV above the ZH production threshold. At
higher centre-of-mass energies, the WW fusion process e+e− → Hνeνe becomes increasingly important.
For a Higgs boson mass of ∼ 125 GeV the fusion process dominates above

√
s ∼ 500 GeV. The WW fusion

cross section increases with
√

s, allowing large samples of Higgs bosons to be studied at a TeV-scale LC.
The ZZ fusion process e+e− → He+e− has a cross section that is approximately an order of magnitude
smaller than the WW fusion process. Table 1 compares the expected number of ZH and Hνeνe events at
the main centre-of-mass energies considered in the ILC and CLIC studies. Even at the lowest LC energies
considered, large samples of Higgs bosons can be accumulated. In addition to the main Higgs production
processes, rarer processes such as e+e− → ttH, e+e− → ZHH and e+e− → HHνeνe provide access to the top
quark Yukawa coupling and the Higgs trilinear self-coupling.
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Figure 1: The two main Higgs production processes at a LC.

250 GeV 350 GeV 500 GeV 1 TeV 1.5 TeV 3 TeV
σ(e+e− → ZH) 240 fb 129 fb 57 fb 13 fb 6 fb 1 fb
σ(e+e− → Hνeνe) 8 fb 30 fb 75 fb 210 fb 309 fb 484 fb
Int. L 250 fb−1 350 fb−1 500 fb−1 1000 fb−1 1500 fb−1 2000 fb−1

# ZH events 60,000 45,500 28,500 13,000 7,500 2,000
# Hνeνe events 2,000 10,500 37,500 210,000 460,000 970,000

Table 1: The leading-order Higgs unpolarised cross sections for the Higgs-strahlung and WW-fusion pro-
cesses at various centre-of-mass energies for mH = 125 GeV. Also listed is the expected number of events
accounting for the anticipated luminosities obtainable within 5 years of initial operation at each energy.

2.2 Higgs Coupling Measurements at
√

s < 500 GeV

The Higgs-strahlung process provides the opportunity to study the couplings of the Higgs boson in a model-
independent manner. This is unique to a LC. The clean experimental environment, and the relatively low SM
cross sections for background processes, allow e+e− → ZH events to be selected based on the identification
of two opposite charged leptons with invariant mass consistent with mZ. The remainder of the event, i.e. the
Higgs decay, is not considered in the event selection. For example, Figure 2 shows the simulated invariant
mass distribution of the system recoiling against identified Z → µ+µ− decays at a LC for

√
s = 250 GeV.

A clear peak at the generated Higgs mass of mH = 120 GeV is observed. Because only the properties of
the di-lepton system are used in the selection, this method provides an absolute measurement of the Higgs-
strahlung cross section, regardless of the Higgs boson decay modes; it would be equally valid if the Higgs
boson decayed to invisible final states. Hence a model-independent measurement of the coupling gHZZ can
be made. With a dedicated analysis using also the hadronic decays of the Z the sensitivity to invisible
decay modes can be improved very significantly as compared to the fully model-independent analysis. The
LC provides in fact a unique sensitivity to invisible decay modes of the Higgs boson, extending down to a
branching ratio into invisible states as low as 1%. The precisions achievable on the Higgs-strahlung cross
section and the coupling gHZZ are shown in Table 2 for mH = 120 GeV.

The recoil mass study provides an absolute measurement of the total ZH production cross section and
therefore the total number of Higgs bosons produced would be known with a statistical precision of 3 −
4 %. The systematic uncertainties from the knowledge of the integrated luminosity and event selection are
expected to be significantly smaller. Subsequently, by identifying the individual final states for different
Higgs and Z decay modes, absolute measurements of the Higgs boson branching fractions can be made.
High flavour-tagging efficiencies are achievable and the H → bb and H → cc decays can be separated.
Neglecting the Higgs decays into light quarks, one can also infer the branching ratio of H → gg. Table 3
summarises the branching fraction precisions achievable at a LC operating at either 250 GeV or 350 GeV
where model-independent measurements of the Higgs boson couplings to the b-quark, c-quark, τ-lepton,
W-boson and Z-boson can be made to better than 5 %.

Preliminary results of ongoing studies confirm that a precision of ∆gttH/gttH ∼ 10% can be achieved,
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Figure 2: The recoil mass distribution for e+e− → ZH → µ+µ−H events with mH = 120 GeV in the ILD
detector concept at the ILC [6]. The numbers of events correspond to 250 fb−1 at

√
s = 250 GeV, and the

error bars show the expected statistical uncertainties on the individual points.

√
s 250 GeV 350 GeV

Int. L 250 fb−1 350 fb−1

∆(σ)/σ 3 % 4 %
∆(gHZZ)/gHZZ 1.5 % 2 %

Table 2: Precision measurements of the Higgs coupling to the Z at
√

s = 250 GeVand
√

s = 350 GeV based
on full simulation studies with mH = 120 GeV. Results from [6] and follow-up studies.

even near threshold at 500 GeV with 1 ab−1, thanks to the factor of two enhancement of the QCD-induced
bound-state effect. The measurement, which is made difficult by a very large tt̄ background, relies on the
foreseen performances of the LC detectors. Furthermore, ∆gHγγ/gHγγ can be measured at ∼ 5% precision
at a 500 GeV LC with 500 fb−1 of integrated luminosity.

2.3 Higgs Coupling Measurements at
√

s ≥ 500 GeV

The large samples of events from both WW and ZZ fusion processes would lead to a measurement of the
relative couplings of the Higgs boson to the W and Z at the 1 % level. This would provide a strong test of
the SM prediction gHWW/gHZZ = cos2 θW .

The ability for clean flavour tagging combined with the large samples of WW fusion events allows the
production rate of e+e− → Hνeνe → bbνeνe to be determined with a precision of better than 1 %. Further-
more, the couplings to the fermions can be measured more precisely at high energies, even when accounting
for the uncertainties on the production process. For example, Table 3 shows the precision on the branching
ratio obtained from full simulation studies as presented in [4]. The uncertainties of the Higgs couplings
can be obtained by combining the high-energy results with those from the Higgs-strahlung process. The
high statistics Higgs samples would allow for very precise measurements of relative branching ratios. For
example, a LC operating at 3 TeV would give a statistical precision of 1.5 % on gHcc/gHbb.

2.4 Higgs Self-Coupling

In the SM, the Higgs boson originates from a doublet of complex scalar fields described by the potential

V(φ) = µ2φ†φ + λ(φ†φ)2 .
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250/350 GeV 500 GeV† 3 TeV 250/350 GeV 500 GeV† 3 TeV
σ × Br(H→ bb) 1.0/1.0 % 0.6 % 0.2 % gHbb 1.6/1.4 % ? 2 %
σ × Br(H→ cc) 7/6 % 4 % 3 % gHcc 4/3 % 2 % 2 %
σ × Br(H→ ττ) 6∗/6 % 5 % ? gHττ 3∗/3 % 2.5 % ?
σ × Br(H→WW) 8/6 % 3 % ? gHWW 4/3 % 1.4 % < 2 %
σ × Br(H→ µµ) −/− ? 15 % gHµµ −/− − 7.5 %
σ × Br(H→ gg) 9/7 % 5 % ? gHWW

gHZZ
?/? ? < 1 %∗

gHtt −/− 15 % ?

Table 3: The precision on the Higgs branching ratios and couplings obtainable from studies of the Higgs-
strahlung process at a LC operating at either

√
s = 250 GeV,

√
s = 350 GeV and

√
s = 500 GeV. The

dagger on the 500 GeV columns indicates that the quoted numbers are based on projections to be updated
in [7]. The uncertainties on the couplings include the uncertainties on gHZZ obtained from the absolute
measurement of the ZH cross section. Also shown are the precisions achievable from the WW fusion
process at a LC operating at 3 TeV. The numbers marked with asterisk are estimates, all other numbers come
from full simulation studies with mH = 120 GeV. The question marks indicate that the results of ongoing
studies are not yet available. In all cases the luminosities assumed are those given in Table 1.

After spontaneous symmetry breaking, this form of the potential gives rise to a triple Higgs coupling of
strength proportional to λv, where v is the vacuum expectation value of the Higgs potential. The mea-
surement of the strength of the Higgs trilinear self-coupling therefore provides direct access to the quartic
potential coupling λ assumed in the Higgs mechanism. This measurement is therefore crucial for experi-
mentally establishing the Higgs mechanism. For a low-mass Higgs boson, the measurement of the Higgs
boson self-coupling at the LHC will be extremely challenging even with 3000 fb−1 of data. At a LC, the
Higgs self-coupling can be measured through the e+e− → ZHH and e+e− → HHνeνe processes [8]. The
precision achievable is currently being studied for the e+e− → ZHH process at

√
s = 500 GeV and for

the e+e− → HHνeνe process at
√

s > 1 TeV. Given the complexity of the final state and the smallness of
the cross sections, these studies are being performed with a full simulation of the LC detector concepts.
The preliminary results indicate that a precision of about 20 % on λ could be achieved, with the greatest
sensitivity coming from e+e− → HHνeνe.

2.5 Total Higgs Width

For Higgs boson masses below 125 GeV, the total Higgs decay width in the SM (ΓH) is less than 5 MeV and
cannot be measured directly. Nevertheless, at a LC it can be determined from the relationship between the
total and partial decay widths, for example

ΓH = Γ(H→WW∗)/Br(H→WW∗) .

Here Γ(H → WW∗) can be determined from the measurement of the HWW coupling obtained from the
fusion process e+e− → Hνeνe. When combined with the direct measurement of Br(H→WW∗), this allows
the Higgs width to be inferred. A precision on the total decay width of the Higgs boson of about 5% at√

s = 500 GeV can be reached. This improves to better than 4 % at 1 TeV.

2.6 Impact of the Precision Measurements of the Higgs Couplings

Whilst the precise measurements at a LC of the Higgs couplings to gauge bosons, fermions and to itself are of
interest in their own right, they will be crucial for testing the fundamental prediction of the Higgs mechanism
that the Higgs coupling to different particles is proportional to masses, as summarised in Figure 3.

The precise measurements at a LC will provide a powerful probe of the structure of the Higgs sector. The
SM with a single Higgs doublet is only one of many possibilities. The model-independent measurements at
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Figure 3: An illustration of the typical precisions to which the relation between the Higgs couplings to the
masses of the particles can be tested at a linear collider, assuming operation at one energy point below and
one above

√
s = 500 GeV with the integrated luminosities of Table 1. The ultimate sensitivity will depend

on the precise integrated luminosity recorded and the centre-of-mass energies at which the LC is operated.
The two plots show the absolute and relative precision that can be reached. The values shown assume SM
couplings.

a LC will be crucial to distinguish between the different possible manifestations of the underlying physics. It
is a general property of many extended Higgs theories that the lightest Higgs scalar can have nearly identical
properties to the SM Higgs boson. In this so-called decoupling limit, additional states of the Higgs sector
are heavy and may be difficult to detect both at the LHC and LC. Thus, precision measurements are crucial
in order to distinguish the simple Higgs sector of the SM from a more complicated scalar sector. Deviations
from the SM can arise from an extended structure of the Higgs sector, for instance if there is more than
one Higgs doublet. Another source of possible deviations from the SM Higgs properties are loop effects
from BSM particles. The potential for deciphering the physics of EWSB is directly related to the sensitivity
for verifying deviations from the SM. For example, in Figure 4 (left) the typical deviations from the SM
predictions for a Two-Higgs-Doublet model are compared to the precision on the couplings achievable at a
LC. In this example, the high-precision measurements at the LC would clearly indicate the non-SM nature
of the EWSB sector.

Furthermore, small deviations from SM-like behaviour can arise as a consequence of fundamentally dif-
ferent physics of EWSB. For example, if an additional fundamental scalar such as the radion mixes slightly
with the Higgs boson, the subtle shifts compared to the SM Higgs boson in the branching ratios and overall
decay width may only be discernible through the high-precision and model-independent measurements of
couplings available at a LC.

2.7 Higgs Boson Mass, Spin and CP Properties

A LC is the ideal place to measure the properties of the Higgs boson. For example, the mass of the Higgs
boson can be determined at a LC with a precision of better than 50 MeV, either from the recoil mass distri-
bution at

√
s = 250 GeV or from the direct reconstruction of its decay products. This would improve on the

precise measurement obtained from the γγ decay mode at the LHC.
The spin of the Higgs boson can be obtained through the Higgs-strahlung process from the threshold

dependence of the cross section as well as angular distributions of the Z and its decay products. For example,
a threshold scan with an integrated luminosity of just 20 fb−1 at each point is sufficient to establish the spin
of the Higgs boson. Although the determination of the Higgs boson spin will be achieved early at the LHC,
a LC provides a unique window into the possibility of detecting CP violation in the Higgs and top sector.
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Figure 4: Left: Typical deviations of the Higgs couplings to different particles from the SM predictions in a
Two-Higgs-Doublet model. The LC precisions for the various couplings are the same as in Figure 3. Right:
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√
s = 350 GeV with 500 fb−1, using

the measurement of the cross section together with an ‘optimally chosen’ CP-odd observable.

Furthermore, the energy dependence of the Higgs-strahlung cross section in the SM contains a factor β,
whereas for a CP-odd Higgs boson with JPC = 0+−, the corresponding factor would be β3. Again the
threshold behaviour of the cross section can differentiate between the two spin-0 cases.

Angular correlations in e+e− → HZ → 4f as well as H → τ+τ− decays are also sensitive to the CP
nature of the Higgs state. Since a priori the observed Higgs state can be an admixture of CP even and CP
odd states, the determination of the CP properties is experimentally more challenging than the measurement
of the spin of the Higgs boson. For a Higgs boson, H, the most general model independent expression for
the HVV vertex can be written as

gHVV = −gMV
[
αgµν + β

(
p · q gµν/M2

V − pνqµ
)

+ i γ/M2
Vεµνρσpρqσ

]
,

where V represents either a W or Z boson and p, q are the four momenta of the two vector bosons. For a SM
Higgs α = 1 and β = γ = 0. In contrast, for a pure CP odd Higgs boson, α = β = 0, and γ is expected to be
small. A LC provides a unique laboratory to determine α, β and γ and probe the complete tensor structure
of the HVV coupling and the CP properties of the Higgs boson. For example, it has been shown that angular
observables can be used to measure the mixing between a CP-even and a CP-odd Higgs state to an accuracy
of 3 − 4% [8]; see Figure 4 (right). The measurements of the CP properties of the Higgs based on the HVV
coupling, both at the LHC and a LC, project out the CP-even component of the Higgs and therefore require
very large luminosities. A LC is unique in that the measurement of the threshold behaviour of the process
e+e− → ttH, which depends on the Hff coupling, provides an unambiguous determination of the CP of the
Higgs boson and provides the potential for a precision measurement of CP-mixing, even when it is small.

3 Top and the Gauge Sector

In addition to the precision studies in the Higgs sector, a further important part of the programme is estab-
lishing the detailed profile of the top quark and studying the gauge sector with high precision, to probe the
dynamics of EWSB and BSM physics.
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3.1 Top Physics

The top quark plays a very special role in the SM. Being the heaviest of the fundamental fermions it is
the most strongly coupled to the EWSB sector and hence intimately related to the dynamics behind the
symmetry breaking mechanism. Its large mass affects the prediction for many SM parameters, including
the Higgs mass and the W and Z couplings, through radiative corrections. High-precision measurements
of the properties and interactions of the top quark can have sensitivity to physics at mass scales much
above the EWSB scale. These studies are therefore a very important laboratory for explorations of SM
and BSM physics. A LC will have broad capabilities to establish the top-quark profile in a precise and
model-independent way.

Top Quark Observables
The top mass measurement at the Tevatron has reached an accuracy of about 1 GeV. While the statistics

at the LHC will be huge, because of (theoretical) systematic effects, it appears nevertheless questionable
whether a further significant improvement of this measurement can be reached. In particular, an important
systematic uncertainty is associated with the problem of how to relate the mass parameter that is actually
measured at the Tevatron and the LHC to a parameter that is well-defined so that it can be used as an input
for theoretical predictions in the SM (or its extensions), such as the MS mass. The relation between those
parameters is affected by non-perturbative contributions, which can be the limiting factor in further improv-
ing the accuracy of the top-quark mass from measurements at hadron colliders. At the LC the measurement
of the top-quark mass from the tt threshold will be unique since it will enable a high-precision measure-
ment of a “threshold mass”, for which the relation to a well-defined top-quark mass is precisely known and
theoretically well under control.

The statistical precision from a threshold scan (see left panel of Figure 6 for an example) at the LC
with approximately 30 fb−1 will be about 20 MeV for the top-quark mass and 30 MeV for the top width.
Including the systematic uncertainty from relating the “threshold mass” to the suitable mass parameter of
the SM yields an overall precision on mt of better than 100 MeV, which corresponds to an order of magnitude
improvement compared to the measurement at hadron colliders.

Top-antitop asymmetries
Besides the measurements of the top-quark mass and width, the top physics programme at the LC of-

fers a variety of further observables that have a high sensitivity to potential effects of new physics. Some
interesting examples are the forward-backward asymmetry in top-antitop production, AFB , the beam polar-
isation asymmetry ALR and the polarisation of the top. The first of these, AFB, has received a lot of attention
lately. Both CDF and D0 experiments have reported a possible deviation of this asymmetry from the SM
prediction in pp collisions whereas the measurements of a related asymmetry for the pp initial state at the
LHC currently show no significant deviation from the SM prediction. Due to the clean LC environment, one
expects a significant improvement with respect to Tevatron and LHC measurements. Accuracies of about
5% can be achieved, which can probe, for example, Kaluza-Klein excitations of the gluons up to 10-20 TeV.

Couplings to Gauge Bosons
Precise and model-independent measurements at the LC of the top couplings to weak gauge bosons will

be sensitive to BSM sources [3]. The production of tt pairs in e+e− collisions and the subsequent decay of
the top provide a sensitive probe of the ttγ and ttZ vertices. Since the top quark decays before it hadronises,
not just the cross-sections and angular distribution of the produced top, but also various angular distributions
of the decay products of the top, which retain the memory of its polarisation, can be used effectively towards
this end.

A study of e+e− → tt → `± + jets can lead to sensitivity below the percent level for BSM correction
terms to ttZ and ttγ vertices at

√
s = 500 GeV and ∼ 100 fb−1 [8]. Use of polarised beams and polarisation

asymmetries can improve matters by providing observables that can disentangle different couplings and also
increase the accuracy at a given luminosity.

Measurement of the tt production below threshold, assuming that the top width is measured to the
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above-mentioned accuracy, will allow a measurement of gtbW at the few percent level. With such precision,
a variety of new physics models such as Little Higgs Model or models of top flavour [3] can be probed,
for example, with simultaneous measurements of the ttZ axial coupling and left-handed tbW vertex. Use
of beam polarisation can even allow probing anomalous effects in the ttg system, particularly by testing
symmetries with construction of observables that have specific CP,T transformation properties and are, e.g.,
T–odd, CP–even or T–odd and CP–odd. It should be noted that the LHC can give an indication of an
anomalous ttg coupling through a study of top-quark polarisation in top-pair production, but only the LC
can probe the structure in an unambiguous way. Thus the LC can map out the t couplings to all the gauge
bosons in a precise manner to probe new physics.

3.2 WW, ZZ Scattering and the Dynamics of Strong Electroweak Symmetry Breaking

Despite the likely perturbative nature of EWSB indicated by the value of the Higgs mass, from both indirect
electroweak precision constraints and direct observation at the LHC, one point is worth remembering. Even
with a light Higgs, there exist formulations of EWSB, such as composite Higgs models, where the light
Higgs boson is part of a larger spectrum of strongly interacting particles, and discernible effects of the strong
dynamics are possible, affecting gauge boson couplings with each other. A study of WW/ZZ scattering and
WW final state processes can reveal these effects.

The close connection between the WWγ and WWZ vertices and restoration of unitarity at high energies
in W pair production in e+e− collision means that this process is highly sensitive to the triple-gauge-boson
vertices and to heavy resonances with mass far exceeding the LC energy. Further, the same connection
underlines the importance of this measurement to look for footprints of any new physics. The most general
WWV interactions consistent with Lorentz symmetry involve twelve (six each for the γ and the Z) indepen-
dent couplings, out of which only four have nonzero values in the SM. Terms involving different couplings
are characterised by different tensor structures and different momentum dependencies. Specific models of
the strong dynamics have specific predictions for some of the anomalous couplings.

These different kinds of couplings can be disentangled from each other using production angle distribu-
tions and decay product angular distributions, the latter being decided by the polarisation of the produced
W. High beam polarisations (both e− and e+) can be used effectively to probe these. An analysis using a
fast simulation performed at the two energies

√
s = 500 GeV and 800 GeV [3, 9] shows that deviations of

all these couplings from their SM values can be measured to better than one per mil level with luminosities
up to 1 ab−1. In many cases the measurements are up to an order of magnitude better than the capabilities
of a 14 TeV LHC that have been projected [3, 9].

A chiral Lagrangian for EWSB has numerous operators that govern the interactions of the vector boson
degrees of freedom. For example in the Minimal Strong Coupling Theory a small correction term, absent in
the SM, yields a measurable contribution to the anomalous magnetic moment of the W boson. While it is
marginally measurable at the LHC, it is readily observable at a 500 GeV LC [10].

The above is an example of deviations in the triple-gauge-boson vertices due to strong dynamics in the
EWSB sector. There are also deviations in quartic boson interactions, which directly affect pure gauge boson
scattering through local contact interactions, such as WW → WW. The processes e+e− → νeνeW+W− →
νeνe j j j j and e+e− → νeνeZZ→ νeνe j j j j have been studied for LC at

√
s = 1 TeV with 1 ab−1 of integrated

luminosity [6], with a view to study these anomalous quartic vertices. The LC sensitivity is comparable
to the values predicted in models of strong dynamics in the EW sector, where the non-SM operators are
constrained to be consistent with the EW precision tests. These measurements require study of angular
correlations among the decay products of the W/Z and further needs separation of the W and Z final states
decaying to quarks. This indeed has been a benchmark requirement, which has driven the need for excellent
jet-energy resolution, which in turn has driven the design of LC detector concepts and has been shown to be
achievable.

As mentioned above, one could have strong dynamics at the origin of EWSB, even for a light Higgs
boson, and it could be a composite particle remnant. In the case of these composite Higgs models, the
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Lagrangian of the Higgs boson interactions with the vector bosons receives correction terms proportional
to v2/Λ2

comp, where Λcomp is the compositeness scale. Precision measurements of production cross-sections
VV → VV , VV → HH, and e+e− → HZ provide sensitivity to the composite scale. The results show that
14 TeV LHC with 100 fb−1 of integrated luminosity should have sensitivity of Λcomp up to 7 TeV, 500 GeV
LC with 1 ab−1 up to 45 TeV, and 3 TeV LC with 1 ab−1 up to 60 TeV [4].

4 New Physics

The physics programme of the LC for exploring Terascale physics consists of three broad categories, all
of which will be crucial for revealing the possible structure of new physics and for discriminating between
different possible manifestations of physics beyond the SM:

• Refining LHC discoveries: Phenomena of new physics discovered at the LHC will be probed at the
LC in a clean experimental environment and with high precision. This is expected to be decisive for
revealing the physics mechanisms behind the observed phenomena.

• New direct discoveries: The LC will have a potential for direct discoveries that is complementary
to the LHC. In particular, the searches for colour-neutral states of new physics, including the full
structure of the Higgs sector, will have a discovery potential that far surpasses that of the LHC.

• Discoveries through precision: Measurements of observables involving known particles at the LC
with the highest possible precision will have a high sensitivity to resolving the fingerprints of new
physics, which in many scenarios only manifest themselves in tiny deviations from the SM prediction.
Examples for the achievable precisions can be found on page 230 of [4] and Table 5.2 of [3].

In the following subsections we give examples of new physics where one or more of the above categories
of the LC physics programme is on display, some examples of the last having been presented in the earlier
discussions of the precision studies in the Higgs, top and the gauge sector.

4.1 New Electroweak Matter States

In the BSM context, there are many electroweak states that are well known to be difficult to find directly at
the LHC. The event rates at the LHC are small in comparison to strongly interacting particle creation that
makes for a challenging background environment.

Of the many ideas that one can use to demonstrate how well new electroweak matter states can be found
at a LC, perhaps the most well known is supersymmetry. Supersymmetry provides a good study ground
not only because it is a highly motivated scenario for physics beyond the SM, but also because it provides
a rather complete and calculable framework beyond the SM with multiple new scalars and fermions of
different gauge charges.

The LHC has very good prospects for discovering pair-produced coloured particles up to masses of
2–3 TeV. On the other hand, non-coloured particles, charginos, neutralinos and sleptons are not copiously
produced by the LHC. Although these electroweak particles may be found in cascade decays of strongly
interacting squarks and gluinos, their prospects for discovery rely on the details of the model. Their acces-
sibility through the decay chains is unlikely to be complete. On the other hand, an e+e− collider running at
sufficiently high centre-of-mass energy potentially can produce each of these states directly with manage-
able backgrounds leading to discovery. The discovery reach for these particles produced in pairs at the LC
is usually close to

√
s/2, and in some cases even higher if mA , mB in e+e− → AB searches.

The precision studies that are possible at a LC can test many of the properties of the discovered particles,
such as per mil precise values of their masses and their couplings to SM particles, and assignment of spins.
This can be accomplished through several means, including collecting high integrated luminosity at high
energies and also through threshold scans, which are particular good at measuring the spin due to the shape
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Figure 5: Left: Cross section at threshold for the production of the superpartners of the right-handed muons
at the LC, e+e− → µ̃Rµ̃R, from which the spin of the produced particles can be determined and their mass
can be precisely measured (limited by statistics; the plot shows a ‘difficult’ scenario with backgrounds
from other light SUSY particles). Right: Determination of the chargino mixing angles cos 2φL,R from LC
measurements with polarised beams and at different centre-of-mass energies.

of the cross-section versus near-threshold energy. The precise measurement of the couplings then enables
tests and resolutions of the underlying structure. Detailed measurements of this kind will be crucial for dis-
criminating different sources of new physics. For example, the predictions for the spins, quantum numbers,
couplings and certain mass relations are characteristic features of supersymmetry that need to be experi-
mentally tested. Furthermore, the precision measurements of the electroweak superpartner masses at the
LC, combined with the measurements of the masses of the strongly interacting superpartner masses at the
LHC, enable us to test many ideas of the underlying organisational principle for supersymmetry breaking.
Through renormalisation group scaling of well-measured parameters one gets access to the high-scale (e.g.,
scale of Grand Unification ∼ 1016 GeV) structure of the theory, enabling a test of properties like coupling
and mass unification.

4.2 Dark Matter

It is well established now that the Universe must contain a sizable fraction of cold dark matter. An ideal
candidate for this dark matter is a chargeless massive state χ that interacts with approximately weak gauge
force strength (weakly interacting massive particle, “WIMP”).

There are several model-dependent prospects for finding dark matter at the LHC and LC. These include
cascade decays of parent particles that terminate in a stable dark matter particle candidate that carries off

missing energy. These missing energy signature rates depend crucially on many different parameters of the
overarching theory and generally have little to do with the couplings directly relevant to the dark matter
particle itself.

On the other hand, a more direct and less model-dependent search for dark matter focusses on the
(effective) ffχχ interaction. If the annihilation cross-section is in accordance with the observed relic density,
there are good prospects for the production of dark matter directly at colliders through ff → χχγ, where
the initial-state radiated photon (or gluon) is needed to tag the event. The sensitivity of this process at
the LHC is limited because of significant backgrounds. While at the LHC and in direct detection searches
the WIMP interaction with quarks is probed, the LC provides complementary information on the WIMP
interaction with electrons. Within the clean LC environment, making use of polarised beams, the WIMP
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run) analyses. The black line is a 5σ discovery projection for the LHC at 14 TeV with 300 fb−1 [12] (limits
are roughly 150 GeV uniformly higher with 3000 fb−1), and the red line is a projection for 3 TeV e+e− with
3 ab−1 of integrated luminosity [4].

mass, the strength and the chiral structure of the e+e−χχ interaction, as well as the dominant partial wave of
the production process can be determined.

LC measurements can also provide a comprehensive set of high-precision experimental information on
the properties of the dark matter particle and the other states affecting annihilation and co-annihilation of
the dark matter particle. This can then be used to predict the dark matter relic density in our Universe. The
comparison of the prediction based on the measurements of new physics states at the LHC and the LC with
the precise measurement of the relic density from cosmological data would constitute an excellent test of
the dark matter hypothesis.

4.3 Additional Higgs Bosons

After the confirmation of the existence of a state compatible with the SM Higgs boson, there is still the
prospect of additional Higgs bosons in the spectrum. These additional Higgs bosons include extra singlet
Higgs bosons that mix with the SM-type Higgs boson. Or, there may be an extra SU(2)L doublet that fills
out the full Higgs sector of the theory.

Again, supersymmetry provides a calculable framework through which to analyze the discovery prospects
of an extra Higgs boson. Over a large part of the parameter space the Higgs sector consists of one light state
(mh <∼ 135 GeV) whose couplings are very similar to the SM Higgs boson, and four extra states (A0, H0 and
H±) of nearly equal mass. Figure 6 shows the direct discovery reach of the heavy Higgs bosons at the LHC
and a 3 TeV LC as a function of mA. The result is impressive, with a search capacity for the heavy Higgs
near

√
s/2 for the LC. If the dark matter particle has less than half the mass of a Higgs boson, invisible

Higgs decays could be another good way to identify it. This possibility can be studied in detail at the LC for
all Higgs bosons within its kinematic reach.

An extended Higgs sector could also contain a light Higgs, possibly in addition to a SM-like Higgs at
about 125 GeV, with a mass below the LEP limit of about 114 GeV and with suppressed couplings to gauge
bosons. While at the LHC the search for such a light Higgs state will be very challenging in the standard
search channels, at the LC there will be a high sensitivity for probing scenarios of this kind.
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4.4 New Gauge Boson Interactions

The quintessential example of a new gauge boson is a Z′ boson. The mass reach for direct discovery at
the LHC of an “ordinary” Z′ boson, whose couplings to the SM fermions are O(1), is generally about
5 TeV. However, it is well documented that through non-resonance observables an e+e− collider with energy
above a few hundred GeV has an even higher reach for detecting BSM signals. This is accomplished by
studying precisely the observables of the e+e− → ff processes. Small deviations in σff

tot, Af
FB and Af

LR can
be found for Z′ masses well above the centre-of-mass energy of the machine. For example, at a 500 GeV
LC with 1 ab−1 of integrated luminosity, a BSM signal is detectable in the left-right model (i.e., theory with
SU(2)R ×U(1)B−L → U(1)Y) if the corresponding Z′ has a mass below 9 TeV, which is more than one order
of magnitude beyond the centre-of-mass energy of the collider. This search reach increases to about 16 TeV
at a 1 TeV LC (see sec. 5.2.1 of [8]) and to well beyond 30 TeV for a 3 TeV LC (see sec. 1.5 of [4]).

4.5 Model-Independent Searches

Some of the discussion above has revolved around specific model scenarios. However, it must be emphasised
that the LC is an excellent machine to do model-independent analyses in the context of the uniquely clean
e+e− collision environment. Searches can be made to test whether the event rates in different channels are
anomalous, and thus indicate the presence of new physics. A minimum number of theoretical assumptions
are necessary to determine the spin, mass and couplings of new particles, which can then be used in a second
step to obtain theoretical interpretations in different models. Thus, instead of referring to a particular class
of models, like the discussion above of Z′ effects suppressed by MZ′ , one can also interpret the LC results in
terms of general effective operators, such as non-renormalizable contact operators suppressed by a scale Λ.
These more general interpretations of the LC sensitivities may not always be stated explicitly since many
studies have been carried out within a well-defined BSM model, but it is an advantageous feature of the LC
that such model-independent interpretations are possible.

With the so-called GigaZ option of the LC, i.e. a run at the Z peak with polarised e− and e+ beams col-
lecting about 109 events, the LC can provide high-precision measurements that have a very high sensitivity
to effects of new physics, which are probed in a model-independent way. In particular, the GigaZ run would
reduce the present experimental uncertainties on the effective weak mixing angle, sin2 θeff

W , by more than an
order of magnitude, and resolve or confirm the significant (3σ) disagreement between the two most precise
determinations of sin2 θeff

W from Ab
FB at LEP and ALR at SLC. As an example, the precision achievable for

sin2 θeff
W at GigaZ has the potential to reveal the impact of new physics even in a scenario where no states of

physics beyond the SM would be observed at the LHC and the first phase of a LC.

Executive Summary

The observation at the LHC of a SM-like Higgs particle provides the first direct test of the minimal SM
EWSB scenario of a single scalar doublet Higgs field producing the vacuum expectation value. This dis-
covery makes the physics case for a LC extraordinarily strong. The LC provides the capability to study the
details of this new form of matter, establishing agreement with the SM predictions to new levels of sensi-
tivity, or revealing a break from the patterns expected in the SM. The precision of the LC opens sensitivity
to new physics well beyond the LC’s direct reach, enabling detection before discovery, such as past indirect
evidence for the Higgs boson, the top quark, the charm quark, and the weak gauge bosons.

The most powerful and unique property of the LC is its flexibility. It can be tuned to well-defined
initial states, including polarisation, allowing numerous model-independent measurements, from the Higgs
threshold to multi-TeV operation, as well as the possibility of unprecedented precision at the Z-pole (GigaZ).
Furthermore, the relative simplicity of the production processes and final-state configurations makes com-
plete and extremely accurate reconstruction and measurement possible. The envisioned physics programme
includes precision measurements of many Higgs decay widths, some of which are uniquely accessible at the
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LC (cc, gg, the invisible mode and the full width), decisive tests of the CP properties of the Higgs candidate,
and determinations of the top-Higgs and trilinear Higgs self couplings, also uniquely accessible at the LC.
Using a LC, the complete SM, including Higgs, top quark and VV interactions, can be studied, both at tree
level and through quantum corrections. The LC reaches well into new physics territory. Well-motivated
BSM physics ideas such as dark matter, supersymmetry, composite Higgs bosons, contact interactions, and
extra space dimensions could be discovered and explored. The physics reach of the LC is essentially limited
by statistics, not systematics. Its discovery reach exceeds that of the LHC at any integrated luminosity in
many cases, and discoveries of new particles or interactions at either machine can be subjected to further
precision analysis at the LC to reveal deeper structures of nature.
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Addendum: Charge for the Linear Collider Report Committee

During the international Linear Collider Workshop in Granada October 2011 it was proposed and agreed
to charge a small expert group with drafting a common Linear Collider Physics report to be submitted as
input to the European Strategy process. The initiative was presented in Granada by the GDE European
Regional Director (Brian Foster), the CERN Linear Collider Studies Leader (Steinar Stapnes) and the Chair
of the ECFA Study for the Linear Collider (Juan Fuster), and was a result of discussions and consensus in
several ILC and CLIC steering committee meetings earlier in 2011. These three subsequently suggested a
composition of the expert committee based on input from the community, and proposed the mandate of the
committee. The draft report has been through internal reviews, and has been made openly available to the
full international LC community for further comments and suggestions before submission by end of July
2012.

Mandate of the committee:
The committee is requested to review the physics case for a linear electron-positron collider in the

centre-of-mass energy range from around 250 GeV − 3 TeV in the light of LHC results up to mid-2012 and
building on previous studies. The committee should consider the case for a linear collider in terms of the
physics reach beyond that of the LHC under the assumptions in the current CERN planning; a) 300 fb−1 and
b) 3000 fb−1.

It should assume linear collider performance based on the details contained in current documents from
ILC and CLIC but without a detailed comparison of the relative performance of the machines. The aim is
to make the strongest possible case for a generic linear collider for submission to the European Strategy
process.

The committee is requested to submit its draft report to the GDE European Regional Director, the CERN
Linear Collider Studies Leader and the Chair of the ECFA Study for the Linear Collider by June 18th 2012.
The final version of the report should be delivered by end of July 2012.

1617



Physics at the ILC
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This year (2012) would be recorded as a memorial one in high-energy physics, as some decisive results
on the long-awaited Higgs boson are to be obtained at the LHC. The LHC results have strong impacts
on the possible physics scenario at the International Linear Collider (ILC). In this talk possible physics
studies at the ILC are presented with a focus on the Higgs factory in the case where a light Higgs-like
particle be found at the LHC.

1 Introduction

To explore the energy frontier in particle physics, it is desired to have a hadron collider, which has an
enormous discovery potential for heavy particles, and a lepton collider, which is very good at precise mea-
surements of new particles and phenomena, at the same time. Since the Large Hadron Collider (LHC)
started its physics run in March 2009, the LHC has been very successfully operated, delivering an integrated
luminosity of about 5 fb−1 to each experiment by the end of 2011. On the other hand, we have had no
electron-positron collider since the end of the LEP operation in 2000. The LEP collider, with the maximum
center of mass energy of 209 GeV, is assumed to be the last circular e+e− collider because of the beam energy
loss due to synchrotron radiation.The concept of of a linear electron-positron collider was first proposed to
overcome this limit well before 1980 [1]. Extensive R&D studies for the linear collider started in 1980’s
in Asia, Europe, and North America, and each region proposed a project: GLC [2] from Asia, TESLA [3]
from Europe, and NLC [4] from North America, respectively. However, any project could not be funded.
Probably the linear collider is financially too large as a regional project.

In 2003 a worldwide consensus was made that the next energy frontier machine after the LHC should
be an electron-positron linear collider with an initial center-of-mass energy reach of 500 GeV, upgradable to
1 TeV. In 2004 the International Technology Review Panel recommended that the superconducting radio-
frequency technology should form the design of the linear collider. This is the International Linear Collider
(ILC). The layout of the ILC given in the Reference Design Report (RDR) [5] is shown in Fig. 1.

In this document the physics strategy at the ILC is discussed, taking account of the current status of
new particle searches at the LHC.

Figure 1: The layout of the ILC taken from the RDR [5] .
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2 Hints for the light Higgs boson ?

The Standard Model (SM) of particles physics has been so far extremely successful, without any significant
deviation between theoretical expectations and experimental measurements. The model consists of three
sectors: the gauge boson sector, the fermion sector, and the Higgs sector. While the former two sectors were
experimentally tested with good precision at lepton and hadron colliders in the past, the last sector is, at
least experimentally, totally-unknown. The Higgs field plays a key role in the SM, and assumed to be the
origin of the electroweak symmetry breaking and to produce the masses of all elementary particles. Until the
LHC era, the Higgs boson still escapes detection in spite of all the efforts devoted at the LEP and Tevatron
experiments. However, the precise electroweak measurements at LEP, SLC, and Tevatron can constrain the
SM Higgs boson mass to be less than 161 GeV [6] (one-sided 95 % confidence level upper limit). The direct
Higgs search at LEP set an lower limit of the SM Higgs mass to be 114 GeV [7], while Tevatron excluded a
mass range from 156 GeV to 177 GeV [8]. The situation without the LHC results is summarized in Fig. 2 .
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Figure 2: The ∆χ2 curve derived from high-Q2 precision electroweak measurements, performed at LEP,
SLC, and Tevatron as a function of the SM Higgs boson mass. The mass regions excluded by LEP and
Tevatron are alson shown.

The physics run of the LHC started in March 2010. In 2011, the LHC very successfully delivered an
integrated luminosity of about 5 fb−1 at a center-of-mass energy of 7 TeV to each of the general purpose
proton-proton collision experiments, ATLAS and CMS. The LHC is a very powerful machine for discovery of
new heavy particles. Although any evidence for the Higgs boson has not been obtained yet, the LHC already
set a very stringent limit on the SM Higgs boson mass [9, 10]. The heavy SM Higgs boson (mH >∼ 160 GeV),
which is inconsistent with the electroweak measurements, is excluded in the mass region up to ∼ 600 GeV.
If a heavier Higs-like particle is found, it should not be the ”SM” Higgs boson. On the other hand, the light
SM Higgs boson (mH <∼ 160 GeV), if it exists, should be in the mass region 115.5 < MH < 127 GeV. In
addition, interestingly, bumps are observed at MH ∼ 125 GeV by each of the ATLAS and CMS experiments
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as shown in Figs 3 and 4 (the peak positions are slightly different). Because of low statistics of the 2011 data,
any decisive conclusion cannot be obtained for the Higgs ”discovery” yet. In 2012, the LHC is supposed to
deliver an integrated luminosity of about 15 fb−1 at a center-of-mass energy of 8 TeV to each experiment.
Using the 2012 data, the ATLAS and CMS experiments are expected to discover a light Higgs-like particle,
or exclude the existence of the SM Higgs boson. In either case, the result will be memorized a great discovery
in particle physics, and must have a great impact on the physics scenario at the ILC.
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No indication for other new particles, predicted by ”Beyond the Standard Model” physics such as su-
persymmetry (SUSY) and extra-dimensions, has been found at the LHC yet. The light Higgs boson with
its mass mH ∼ 125 GeV can be still consistent with the SUSY expectation. We still have a good chance to
discover new particles beyond the Standard Model at the LHC, at higher center-of-mass energies and with
more luminosity. Discovery of such new particles would have another great impact on the physics scenario
at the ILC.

3 Physics at the ILC

Hereafter in this document it is assumed that a light Higgs boson (or a light Higgs-like particle) will be
discovered at the LHC in near future, probably by the end of year 2012. In this case, regardless whether
other new particles will be found or not, the ILC should be planned naturally as the Higgs factory, first of
all. The reason why the Higgs factory is necessary is clear: The Higgs boson belongs to a completely new
category of particles that we have never encountered. We don’t know any other spin-0 elementary particle.
The properties of the Higgs boson, to be discovered at the LHC, are experimentally unknown, and should
be thoroughly investigated at the ILC, where we can observe interactions of elementary particles, with well-
known initial states and relatively simple final states in a clean experimental environment. Polarization of
electrons as well as positrons at the ILC can be used as a powerful tool.

At the ILC with an initial center-of-mass energy reach of about 500 GeV (the first phase), we will have
three important energy steps:
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1. We start the physics run at the ILC at a center-of-mass energy of about 250 GeV (∼ mH + 120 GeV),
where the production cross section of the Higgsstrahlung process (e+e− → HZ) is at maximum
(Fig. 5a). At this energy we can measure the following properties very precisely:

• Measurement of the mass and production cross section: The measurement can be performed
independent from the Higgs branching ratios, by reconstructing the recoil mass of the Z → `+`−

decay (` = e, µ). The total production cross section, including the invisible decay modes of the
Higgs boson, can be measured.

• The spin of the Higgs-like particle can be unambiguously determined by the cross section scan
around the production threshold and the measurement of the production angle distribution. The
CP characteristic of the particle can also be determined.

• The branching ratios of the SM Higgs boson are shown in Fig. 5b as a function of its mass. The
light Higgs boson with its mass 110 < mH < 150 GeV is an ideal physics target at the ILC, as
most of the decay branching ratios can be measured very precisely. Figure 6 shows the expected
precision of the measurements as a function of mH [11] , where a center-of-mass energy of 250
GeV, an integrated luminosity of 250 fb−1, and a beam polarization of 80% for electrons and
30% for positrons are assumed, respectively. If the light Higgs indeed exists, we will have many
decay channels to be measured with good precision. The accuracy is typically a few percent. The
measurement of the Higgs boson properties is limited at the LHC: only a few decay modes can be
measured with much more degraded accuracy, typically 30% or worse. In order to tell the physics
behind the Higgs-like particle, we definitely need the accuracy to be achieved at the ILC.
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Figure 5: (a) The production cross section of the Standard Model Higgs boson as a function of the center-of-
mass energy and (b) the Higgs branching ratios predicted by the Standard Model as a function of the Higgs
boson mass.

2. The next center-of-mass energy for the ILC operation will be around 350 GeV, where the top-quark pair-
production becomes for the first time possible at an e+e− collider. We can precisely measure a variety of
top-quark properties such as the top mass, the production cross section, and the momentum distribution
at the threshold center-of-mass energy. At this energy the vector-boson fusion process (e+e− → νν̄H)
becomes more important for the Higgs production. The di-boson productions (e+e− → WW, ZZ)
may also be interesting processes to be studies at the energy region.

3. At the center-of-mass energy of 500 GeV (or higher) two more essential measurements of the Higgs
boson can be performed at the ILC:
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• Measurement of the Higgs self-coupling constant λhhh using the processes e+e− → ZHH and
e+e− → νν̄H: This measurement will determine the Higgs potential which causes the electroweak
symmetry breaking.

• Measurement of the top quark Yukawa coupling by measuring the tt̄H cross section: This mea-
surement is important as the top-quark is the heaviest fermion and the Yukawa interaction be-
tween the top-quark and the Higgs boson is assumed to generate the mass term which breaks the
electroweak gauge symmetry in the SM.

The two measurements are extremely difficult at the LHC. Previous fast-simulation studies showed
that the measurements are possible at the ILC with the center-of-mass energy of 500 GeV, however,
recent full-simulation studies have not reproduced the fast-simulation results yet. We have to develop
more advanced simulation studies to convince the feasibility of the measurements at the ILC.
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Figure 6: Measurement accuracies of the Higgs branching ratios extrapolated from the result at mH =
120 GeV.

As for the Higgs sector, the ILC can determine the coupling constants of the Higgs boson to the fermions,
gauge bosons, and the Higgs boson itself, with much better precision than at the LHC. With the precisions we
can test if the coupling is proportional to the mass of the particles. Any deviation from the SM expectations
directly leads to new physics beyond the Standard Model, e.g., Supersymmetry, extra-Dimensions, and Little
Higgs models. The model parameters of the new physics may also be determined. The Higgs boson is a
powerful tool to explore new physics at Terascale.

The strategy of the ILC up to about 500 GeV is summarized in Fig. 7, where the center-of-mass energy
and the integrated luminosity required to complete various physics studies is shown. We will start the ILC
with center-of-mass energy at 250 GeV to study the Higgs boson properties in detail. At 350 GeV, we can
study the top-pair production in detail. At center of mass energy of 500 GeV or higher, we can measure the
Higgs self-coupling and top-quark Yukawa-coupling. Rich physics programme are guaranteed at the ILC,
once a light Higgs-like particle is discovered at the LHC.

Although the LHC has so far shown no indication of other new particles, it is still possible that heavy
colored particles will be discovered with higher energies and more integrated luminosities at the LHC. Once
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Figure 7: The center-of-mass energy and the integrated luminosity required for various studies at the ILC.

heavy particles are discovered, the masses of lighter new particles may be estimated through their decay
chains. The LHC is very powerful to produce colored particles, but not for colorless particles. Therefore
light colorless particles may easily escape detection at the LHC. It is thus possible that light new colorless
particles will be discovered at the ILC, even if the LHC fails to discover no new particles. If a new particle is
discovered at the LHC or at the ILC, it may not be alone. A series of new particles must exist, and we will
enter an era of“New Particle Discoveries”. This can be originated from supersymmetry, extra-dimensions,
or whatever else. In any model, the lightest new particle, which is stable due to some conservation law, may
be the dark matter candidate.

In the case of supersymmetry, the masses and couplings of superpartners can be precisely measured, if
they are within the reach of the ILC. Then we can test directly the SUSY relations and GUT relations. It
is possible to get some information of the neutrino seesaw mechanism. Measurements of SUSY particles at
the LHC and the ILC would enable us to precisely calculate the dark matte density in the universe, which
will be compared with the future precise measurement by the Planck satellite.

Even if no new particles were found at the ILC, precise measurements at the ILC can explore physics at
much higher energies. A god example is the Z ′ boson. For example, from precise measurements of fermion
pair production at the ILC, the model of the new gauge boson may be determined.

Precise measurements of the new particles will determine the next energy required for the collider beyond
the first phase of the ILC. If it is less than 1 TeV, the ILC should be subsequently upgraded to its second
phase, up to ∼ 1 TeV. Otherwise we will have to consider to build the CLIC or Muon Collider more seriously.

4 Summary and outlook

By the end of this year it is very likely that a light Higgs-like particle will be discovered at the LHC.
The discovery will be the start of a new revolution in particle physics, as the Higgs boson is a completely
newcomer in particle physics. As the next step we need the linear collider for precise measurements of the
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new particles. The ILC will reveal the principle of new physics with much better sensitivity. First of all, the
properties of the new particle must be thoroughly measured and investigated at the ILC. In this case the
physics scenario at the ILC (the first phase) will have the following three steps: (1) study of Higgs properties
at

√
s ∼ 250 GeV where ZH production cross section is at maximum, (2) studies of the Higgs boson, the

top-quark, and di-boson production at
√

s ∼ 350 GeV (the tt̄ threshold), and (3) studies ZHH and tt̄H
productions at

√
s ∼ 500 GeV to measure the Higgs self-coupling and the top-quark Yukawa-coupling. These

are guaranteed physics targets at the first phase of the ILC. In addition, the ILC has many possibilities to
explore the physics beyond the Standard Model. The new physics can be supersymmetry, extra-dimensions,
or anything else. Any surprise may happen at the high-energy frontier.

The LHC results will determine the direction of ILC. We have to be ready for construction of the ILC
as soon as possible, so that we can respond any possible result at the LHC.

References
[1] M. Tigner, Nuovo Cimento 37, 1228 (1965), U. Amaldi, Phys. Lett. 61B, 313 (1976).

[2] GLC Project: Linear Collider for TeV Physics, KEK-REPORT-2003-7.

[3] TESTR TDR: http://lcdev.kek.jp/TESLA-TDR/

[4] NLC: Zeroth-Order-Design Report, http://www-project.slac.stanford.edu/lc/ZDR/Zeroth.html

[5] RDR: http://www.linearcollider.org/about/Publications/Reference-Design-Report

[6] The LEP Electroweak Working Group: http://lepewwg.web.cern.ch/LEPEWWG/

[7] The ALEPH, DELPHI, L3 ans OPAL Collaborations, Phys. Lett. B565 61-75 (2003).

[8] The CDF and D0 Collaborations, “Combined CDF and D0 Upper Limits on Standard Model Higgs Boson Production
with up to 8.6 fb−1 of Data”, arXiv:1107.5518 [hep-ex].

[9] The ATLAS Collaboration, Phys. Rev. Lett. 108, 111803 (2012).

[10] The CMS Collaboration, Phys. Lett. B710 26-48 (2012).

[11] H. Ono and A. Miyamoto, “Higgs Branching Fraction Study in ILC”, arXiv:1202.4955 [hep-ex].

7

24



Possible Staging Scenarios for the ILC

Benno List1

1DESY, 22603 Hamburg, Germany

The ILC baseline design describes an accelerator with 500 GeV centre-of-mass energy. In view of the
recent discovery of a Higgs particle, possible scenarios for a staging of the centre-of-mass energy and
luminosity are presented, including the possibility to run the electron and positron beams at different
energies in order avoid the need of a dedicated electron pulse for positron production at centre-of-mass
energies below 250 GeV. Dedicated studies to determine the most efficient beam energies for the ILC
physics program will help to optimize the machine layout, and are thus needed now, before a decision
on the energy reach and possible intermediate stages will be met. A figure of merit is proposed that
quantifies the value of an amount of integrated luminosity in terms of physics performance.

1 Introduction

The recent discovery [1, 2] and first characterization [3, 4] of “a” Higgs boson with a mass of 126GeV at
LHC has worldwide renewed the interest to build the ILC [5]. Measurements of the Higgs properties, such as
couplings, width, and quantum numbers, can be performed under the ILC’s clean experimental conditions
with very good accuracy [6]; some crucial measurements, such as the absolute coupling to the Z0 that sets
the scale for all partial decay widths, are only possible at the ILC.

Precision measurements of the Higgs and top quark properties provide a rich physics program for the
ILC [7], spanning the energies between 230-270 and 500-600 GeV. Recently, discussions have started about
a scenario in which the ILC would be built in two or more stages, with rising beam energies, in the hope to
reduce the initial investment, and possibly the construction time.

The ILC baseline design is a blueprint for an accelerator with a 500 GeV centre-of-mass energy, which
could easily be adapted to yield a machine with 550 or 600 GeV CME. The baseline design foresees a possible
later extension to 1TeV centre-of-mass energy, and the central part, in particular the beam delivery system
(BDS) is designed to accommodate the increased beam energy. However, no detailed design for this extension
is yet available, and it is assumed that an energy upgrade would be designed at a time when further progress
in superconducting cavity technology will make it possible to produce and operate cavities at larger gradients
than currently possible. The TeV upgrade of the ILC is beyond the scope of this report; more information
can be found in the Technical Design Report (TDR) [8].

In the following, some issues from the accelerator point of view will be presented first that may shed some
light on the possible advantages and disadvantages of the scenarios under discussion. Then the problems
of running at low energies (at 230-270 GeV, slightly above the threshold for Z0h production) are discussed,
with asymmetric running as a possible solution. Section 3 presents prospects to increase the luminosity,
then some staging scenarios that have been investigated in somewhat more detail are presented. Section 5
is concerned with the need to define a figure of merit that would allow a more quantitative comparison of
different running options, and thus help to optimize the machine design.

2 Accelerator Issues

2.1 Positron Source

The production of positrons in sufficient quantities is a key issue for the ILC operation. The baseline solu-
tion is a source where gamma ray photons are produced off the main electron beam in a superconducting
helical undulator section. These photons impinge on a rotating target, where positrons are produced and
subsequently collected by a flux concentrator. Photon production by a helical rather than a more common
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planar undulator offers two advantages: the photon intensity is twice as large, and the photons are longi-
tudinally polarized, which results in a longitudinal polarization of the positrons of up to 60 %. All three
parts, the undulator, target, and flux concentrator, pose significant engineering challenges. Therefore the
baseline design includes a 50% overproduction margin, i.e. if everything works according to plan, 50% more
positrons can be delivered to the damping rings than needed.

The energy spectrum and overall intensity of the photons produced in the helical undulator, and thus
the resulting positron yield at the target, depends strongly on the beam energy. The baseline design foresees
42 undulators of 3.5 m length, for a total active length of 147 m. However, 24 additional undulators could be
installed, bringing the total length to 231 m. In the baseline configuration the photon intensity is sufficient
for the nominal yield1 of 1.5 for electron beam energies above 150 GeV. Below that energy, the positron
yield drops rapidly, such that at 125 GeV, the positron intensity is half that at 150 GeV. Part of that loss
could be compensated, if necessary, by the installation of more undulator modules, but the fact remains that
below 125 GeV electron beam energy positron production with the helical undulator source becomes rapidly
unpractical.

The solution to this problem is the so-called “10 Hz” scheme (see Tab. 1), in which alternating electron
pulses of 150 GeV for positron production and at lower energies for collisions are produced. This scheme
essentially allows to provide electron beams for physics down to energies as low as 45 GeV needed for Z0

running2, albeit at the price of producing (and thereafter wasting) an additional 150 GeV beam. More
implications of the 10 Hz scheme are discussed below.

2.2 Damping Rings

One main challenge for the damping rings is to reduce the vertical emittance of the beams, in particular the
positron beam, in a very short time: the initial emittance of the positrons is approximately ǫy ≈ 0.8 µm,
while the final vertical emittance is 10 pm rad, almost six orders of magnitude smaller. This reduction has
to be achieved within t = 200 or even 100 ms, which means that the vertical damping time τy has to of the
order of τy ≤ 2t/ ln(ǫy,ini/ǫy,final) = 15.5 ms for 10 Hz operation [11]. The large energy loss per turn that is
necessary for the required synchrotron radiation damping is achieved by the insertion of 54 wigglers in each
ring, which lead to an energy loss of up to 7.7 MV per turn and a vertical damping time of τy = 13ms. This
results in up to 3.3 MW RF power necessary to store the a positron beam at the design current of 390 mA,
which can be compared to the average beam power of the accelerated positron beam, which is 2.6 MW for
a 250 GeV positron beam.

When the number of bunches per pulse was halved in the SB2009 process in order to save costs, the
circumference of the damping rings was also halved, so that the bunch spacing and average current did not
change. Doubling the number of bunches again would increase the current in each damping ring to 780 mA,
which is feasible for the electron ring, but difficult for the positron rings, which would suffer from electron
cloud formation and resulting beam instabilities. Therefore, the damping ring tunnel design leaves space for
the installation of a second positron damping ring above the electron ring (the first positron damping ring
lies below the electron ring), so that each ring would carry the same number of bunches as in the baseline
configuration.

2.3 Main Linac

The performance of the Main Linac is limited in several places, some of which we will discuss in the following.
The most notorious performance limit is the accelerating gradient g, which determines how much energy

per unit length can be transferred to the beam3. The ILC baseline assumes a gradient, averaged over all
cavities, of g = 31.5 MV/m, with a spread of the gradients of individual cavities within ±20 %. The gradient
of a cavity is measured during fabrication in a vertical test stand. There, the cavities have to achieve a
gradient of 35MV/m on average; the 10 % reduction accounts for the expected performance loss between
the performance in the vertical test stand and within a cryomodule that houses eight or nine cavities.

1The positron yield is defined as the ratio of positron bunch intensity at the damping ring entrance divided by the electron
bunch intensity at the undulator.

2Note that 45GeV running for physics production is not included in the official baseline design.
3The maximal electric field in the cavities is larger by a factor π/2.
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Increasing the accelerating gradient has been the goal—and the result—of more than twenty years of
successful R&D [13]. Increasing the gradient means that the same beam energy can be achieved with fewer
cavities, fewer cryomodules, and a shorter tunnel, in short, at reduced cost.

However, not everything gets cheaper with higher gradient; two quantities scale quadratically with gra-
dient, and thus rise linearly with gradient for a linac with a given total beam energy: the stored energy in
the cavity, and its dynamic heat load.

It is well known that the energy density of any electric field, and thus the energy stored within a resonating
cavity, grows quadratically with the field strength. Because the ILC operates in a pulsed mode, at each pulse
this energy has to be transferred into the cavity, and after the pulse it has to be dumped to a load4 at room
temperature.

At the ILC in the baseline configuration, a full RF pulse lasts 1.65 ms, of which 0.93 ms (56 %) are spent to
fill the cavities, and only 0.73 ms (44%) to accelerate the beam. The corresponding numbers for a luminosity
upgrade with twice the number of bunches is 0.61 ms (39 %) for filling and 0.96 ms (61 %) for acceleration.

Thus, from an efficiency point of view it is desirable to accelerate more bunches per pulse, in order to
make optimal use of the stored energy in the cavity, which is lost at the end of each pulse. The limits to
that are posed by the maximum pulse length of the klystrons of about 1.6 ms, and the number of bunches
that can be stored in the damping rings. In addition, the total electrical energy that is needed for one beam
pulse has to be stored in the modulators, so a larger pulse energy means more modulators.

The second quantity that grows quadratically with gradient is the dynamical heat load. Although su-
perconducting materials transport DC current losslessly, alternating fields penetrate the superconducting
material within a finite skin depth, and there they accelerate the unpaired electrons which generate resis-
tance and thus heat. The power P dissipated within one cavity of length Lcav (Lcav = 1.038 m for the ILC)
is given by [14]

P =
g2Lcav

(r/Q)Q0
,

where r/Q = 1036Ω is the shunt impedance per unit length, which depends only on the shape of the cavity,
and Q0 is the cavity’s quality, which depends on the surface resistance of the cavity material. Therefore,
the dynamic heat load from cavity heating (which accounts for 76 % of the cryomodule heat load at 2 K and
45 % of the overall heat load [15]) grows linearly with the cavity gradient, if the overall beam energy (and
hence the product of the number of cavities times the gradient) is kept constant.

In summary, higher gradients reduce costs for tunnels, cavity material, cavities, couplers, and cryomod-
ules, but increase costs for RF and cryogenic equipment and power consumption. Hence, there must exist a
gradient that optimizes the overall cost, which has been estimated for the ILC to be beyond 60MV/m [16]

2.4 Beam Delivery System

The main tasks of the beam delivery system are the measurement of beam properties, the collimation of
the beams, and the final focussing. Measurement of the beam properties include energy, polarization and
emittance; these measurements are used to tune the machine and correct effects such as coupling of vertical
and horizon betatron oscillations, but also to dump beams to protect the detector, e.g. after a klystron trip.
The collimation section removes halo particles with large amplitudes of the transverse (betatron) oscillations
or large deviations from the nominal energy. The energy collimation section consists of two consecutive
bends with zero net angle (a so-called dogleg) that displace the beam laterally. In the middle of the dogleg,
off-momentum particles are displaced laterally from the main beam (this energy-dependent displacement is
called the dispersion) and can be collimated. However, strong bending fields in regions of large dispersions
cause emittance growth and thus have to be avoided; this effect grows fast with energy. Thus the allowed
emittance increase limits the bending angles of the magnets employed in the dogleg and determine its length.
The ILC design foresees a 1100 m long dogleg that is long enough to accommodate a 500 GeV beam (for
1 TeV centre-of-mass energy) with acceptable emittance growth. In the baseline configuration with 250 GeV
beams, only every fifth magnet will be installed, which is sufficient at this energy.

4When the klystron is switched off, and there is no beam in the cavity, the RF field leaves the cavity via the waveguide
system and is absorbed in a special, water-cooled load.
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A basic property of longitudinal acceleration of beams is that it leaves the normalized emittance γǫ
constant5, where γ is the Lorentz boost of the accelerated particle, so that the emittance ǫ decreases with
energy E as 1/γ, or 1/E. Consequently, for a given value β∗ at the interaction point, the RMS beam size
σ =

√
β∗ǫ also decreases, and the luminosity, which is proportional to 1/(σxσy), rises proportional to E.

However, β∗ is not only limited by the achievable strength of the final focus quadrupoles, which makes
focussing harder at large beam energies, but also by the beam size within these quadrupoles, which has to fit
into the magnet’s aperture. This beam size limits the vertical beam size at lower energies, which means that
the luminosity drops somewhat faster the with E if the beam energy is reduced, as can be seen in Tab. 1.

3 Running at Low Energies

3.1 The 10 Hz Scheme

As discussed above, the 10 Hz scheme is based on decoupling the two functions of the electron beam, namely
to collide with the positrons for physics measurements, and to produce photons for the positron source.
Originally this scheme was proposed for a machine capable of running at 250 GeV beam energy or more, to
allow such a machine to operate below 125 GeV beam energy. Under that circumstances, the Main Linac
would run at approximately half its nominal gradient, and therefore need about half of the maximum power
for RF production, and even less for cryogenic cooling: the cryogenic power needed for the Main Linac is
dominated by dynamic losses, i.e. by the heat deposited in the superconducting cavities by the accelerating
fields, an those grow quadratically with the gradient. Therefore, an electron Main Linac capable of delivering
electron pulses of 250GeV at a repetition rate of 5 Hz is able to deliver alternating pulses of 150 GeV and
≤ 125 GeV at 5 + 5Hz without the same cryogenic cooling power and the same overall electrical power
consumption. However, although no additional investments (such as larger cryo plants or larger transformer
stations) in the Main Linac are needed to enable the operation under the 10 Hz scheme, the total efficiency
(electrical energy, or dollars, per unit of integrated luminosity) is significantly reduced by the necessity to
accelerate a second high energy electron beam solely for positron production. In the case of Z0 running, the
electron beam energy used for positron production would be a factor 1.6 larger than the total beam energy
used for collisions.

For a staged machine, the situation becomes more complex, and even less attractive: While a symmetric
machine (where electrons and positron beams have the same energies) operating at 250 GeV centre-of-mass
energy needs a 125 GeV electron beam, efficient positron production requires a machine capable of delivering
a 150 GeV electron beam. Even worse, now the electron linac has to run at full gradient for the positron
production beam and the “physics” beam, so that it requires almost twice the electrical power and cryogenic
cooling capacity to allow running with the 10 Hz scheme, compared to nominal 5 Hz operation. While this
may make running with alternating beams for the purpose of calibration runs at the Z0 possible, it appears
highly undesirable for real physics operation.

For the damping rings, the 10Hz operation also poses significant challenges, because the lingering time
of the beams in the damping rings is halved from 200ms to 100 ms. Therefore, the already challenging task
to reduce the positron vertical emittance by more than five orders of magnitude within 200 ms now becomes
twice as hard. To achieve this goal, the vertical damping time has to be reduced from 24 ms to 13ms,
which is achieved by adding more wigglers (for more synchrotron radiation damping) and more RF power to
replenish the synchrotron radiation loss. It should be noted that this means that the damping rings in the
new configuration are capable of delivering fully damped beams at twice the rate that is needed for nominal
physics operation, which opens up the possibility to increase the luminosity of the machine by an increased
repetition rate.

In summary, any staging scenario should avoid physics data taking for any extended time in the 10 Hz
scheme at full gradient, because the cost to luminosity ratio becomes unfavorable. Running at sufficiently
large electron beam energies (above 125 GeV) and possibly an extended helical undulator will help to avoid
10 Hz running. However, running at higher pulse rates to increase overall luminosity may be possible.

5A slight rise of γǫ along the main linac is caused by imperfections and the need to follow the earth’s curvature.
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3.2 Asymmetric Running

An alternative way to run at lower centre-of-mass energies is the operation with beams of different energies.
For instance, a centre-of-mass energy ECM = 235GeV could be achieved by colliding 150 GeV electrons with
92 GeV positrons, with a moderate boost of β = 0.25.

Detailed studies about the ramifications of such a scheme are still outstanding. Obvious questions to
be answered from the detector and analysis point of view are how the resulting boost would affect the
acceptance and resolution of tracks and jets. Since the Higgs strahlung process e+e− → Z0h that provides
the motivation to run at energies around 230−270 GeV is asymmetric in itself, a moderate longitudinal boost
should not be too problematic, in contrast to measurements at the Z0 pole that involve forward-backward
asymmetries. On the accelerator physics side, studies would be needed to figure out which luminosity would
be the achievable in such a scenario, and what the resulting beam disruption parameters and backgrounds
(e.g. from pair production) would be.

4 Increasing the Luminosity

An important change in the baseline parameters that occurred between the ILC Reference Design Report
(RDR) of 2007 and the Technical Design Report (TDR) of 2013 was the reduction of the number of bunches
per pulse from Nbunch = 2625 to 1312 in oder to reduce the necessary RF power and thus save costs.
During the beam pulse, the total RF power that has to be provided by the klystrons is simply given by
P = Ebeam/eIbeam, where Ebeam is the total beam energy, Ipulse = Qb/∆tb the beam current during the
pulse (with the bunch charge Qb = enb and time between bunches ∆tb), and e is the elementary charge (see
Tab.1 for the actual values).

Naively one would expect that halving the number of bunches but keeping the total pulse length tpulse =
nb∆tb constant, which halves also the bunch current, would allow a reduction of the number of klystrons by
a factor of two as well. However, this neglects the fact the fill time tfill, which is the time needed to ramp up
the cavity gradient from zero to the nominal 31.5 MV/m, also increases, so that the maximum pulse time of
1.6 ms that can be provided by the klystrons is exceeded. Thus, while the number of bunches was halved,
the current was reduced only by 36 % from 9 to 5.8 mA, and the number of the klystrons was reduced by
one third.

Turning that calculation around shows that to double the luminosity by a doubling of the number of
bunches per pulse requires only 50 % more klystrons, and improves the luminosity-to-power ratio signif-
icantly6. The damping rings are designed to accommodate this increased number of bunches. For the
electron damping ring, it is expected that it can store the full number of bunches. In the case of the positron
damping ring, a doubling of the number of bunches in the ring will necessitate to build a second positron
damping ring, which is foreseen in the tunnel design.

A further increase of the number of bunches per pulse is limited by capacity of the damping rings due
to the onset of instabilities, and by the maximal pulse length that the klystrons can provide. However, the
damping rings are designed to achieve the necessary damping within 100ms, which would allow a doubling
of the luminosity by doubling the pulse rate to 10Hz, provided that the cryogenic plants are upgraded to
provide more cooling capacity. Whether the positron source, in particular the target, is capable to run
at 10 Hz needs, however, to be checked. What makes a doubling of the pulse frequency attractive is the
fact that no additional klystrons and modulators are needed; the modulators (which accumulate the energy
needed to provide the high power pulses for the klystrons) would simply charge at twice the rate. Such a
luminosity upgrade could be realized relatively fast, provided that the cryogenic plants are can designed for
easy upgradeability. The downside of this upgrade path is that the luminosity-to-cost ratio hardly improves.

Another advantage of a luminosity increase through an increased repetition rate is that it can be con-
tinuously adjusted: any repetition rate up to the maximal rate of 10 Hz is feasible, whereas the number of
klystrons can only be increased in fixed steps. In a staged scenario it is conceivable that one would install
the full cryogenic capacity early on, and run the accelerator at each energy at the maximum repetition rate
allowed by the available cooling capacity.

6Even more so as many other contributors to the power consumption are independent of the beam current.
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baseline upg.
Centre-of-mass energy ECM GeV 200 250 350 500 500

Luminosity pulse repetition rate Hz 5 5 5 5 5
Positron production mode 10 Hz 10Hz nom. nom. nom.
Site AC power consumption PAC MW 114 122 121 163 206
Average beam power Pave MW 4.2 5.3 7.4 10.5 21.0
Bunch population N ×1010 2 2 2 2 2
Number of bunches nb 1312 1312 1312 1312 2625
Linac bunch interval ∆tb ns 554 554 554 554 366
Beam current in pulse Ipulse mA 5.8 5.8 5.8 5.8 8.8
Beam pulse duration tpulse µs 727 727 727 727 961
Average gradient g MV/m 12.6 15.8 22.1 31.5 31.5
RF pulse length tRF ms 1.10 1.19 1.37 1.65 1.57
RMS bunch length σz µm 300 300 300 300 300
Normalized horizontal emittance at IP γǫx µm 10 10 10 10 10
Normalized vertical emittance at IP γǫy nm 35 35 35 35 35
Horizontal beta function at IP β∗

x mm 16 13 16 11 11
Vertical beta function at IP β∗

y mm 0.34 0.41 0.34 0.48 0.48
RMS horizontal beam size at IP σ∗

x nm 904 729 684 474 474
RMS vertical beam size at IP σ∗

y nm 7.8 7.7 5.9 5.9 5.9
Vertical disruption parameter Dy 24.3 24.5 24.3 24.6 24.6
Fract. RMS energy loss to beamstrahlung δBS % 0.65 0.97 1.9 4.5 4.5
Luminosity L 1034 cm−2 s−1 0.56 0.75 1.0 1.8 3.6
Fraction of L in top 1% ECM L0.01 % 91 87 77 58 58
Electron polarisation P− % 80 80 80 80 80
Positron polarisation P+ % 30 30 30 30 30
Electron relative energy spread at IP ∆p/p % 0.20 0.19 0.16 0.13 0.13
Positron relative energy spread at IP ∆p/p % 0.19 0.15 0.10 0.07 0.07
Beamstrahlung parameter (av.) Υave 0.013 0.020 0.030 0.062 0.062
Beamstrahlung parameter (max.) Υmax 0.031 0.048 0.072 0.146 0.146
Energy loss from BS δEBS % 0.65 0.97 1.9 4.5 4.5
e+e− pairs per bunch crossing npairs 103 45 62 94 139 139
Pair energy per B.C. Epairs TeV 25 47 115 344 344

Table 1: Summary table of the 200–500 GeV baseline parameters for the ILC [8, 9, 10], including parameters
for a possible luminosity upgrade. The numbers for energies between 200 and 350GeV correspond to a
situation where the full 500 GeV accelerator is being operated at a reduced energy.

Minimal Scenario 1 Scenario 2 Baseline

Centre-of-mass energy ECM GeV 250 250 250 500
... extensible in tunnel to ECM GeV 250 500 500 500a

Site AC power consumption PAC MW 120b 120b 125b 163
Relative cost (estimated) % 67b 73b 75b 100

Table 2: Overview over possible staging scenarios [17].
a The baseline design includes an option to extend the energy to 1TeV, but not within the initial tunnel.
b If the 10Hz scheme is avoided, an estimated 25 MW of AC power and 3 % of costs can be saved.
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5 Staging Scenarios being Discussed

Fig. 1 illustrates several possible scenarios for an ILC with an (initial) energy of 250 GeV, in comparison
with the nominal 500 GeV baseline design [17].

A minimal Higgs factory, limited to about 250 GeV centre-of-mass energy, is one possible option. In
such a scenario, the central region could be reduced, because the BDS would not have to accommodate
a high-energy beam, which would save some cost. Altogether, such a machine is estimated [17] to cost
approximately 67% of the machine in the full TDR baseline design configuration.

A truly staged machine, with a central region that makes future upgrades possible, could come in two
forms:

In scenario 1, the initial stage would include a main tunnel long enough to accommodate the full accel-
erator, but have the bunch compressor immediately adjacent to the shortened main linac, so that an energy
upgrade necessitates a relocation of the RTML turn-around and bunch compressor, which corresponds to
about 2200 m of beamline on either side. This scenario is estimated to cost about 73 % of the full machine.
The moderate price difference compared to the minimal Higgs factory illustrates that the tunnel itself is not
the biggest cost driver at the ILC. A possible advantage of this scenario might be that not the full tunnel has
to be ready from the beginning on; however, in the Japanese site, the tunnel sections would be excavated by
several teams working in parallel, so that a shorter tunnel would not be finished much faster than the full
tunnel.

In scenario 2, the turn-around and the bunch compressor are built at their final positions from the
beginning on, and the space reserved for the installation of further cryomodules is bridged by a transfer
line in the first stage. This option is estimated to cost about 75% of the full machine. This scenario would
make upgrading much faster and cheaper (no relocation of the turnaround, no re-commissioning of the bunch
compressor), and conceivably allow to upgrade the energy with an intermediate step around the top threshold
at 350 GeV. If such a scenario is envisioned, the cryomodule production schedule could be stretched, which
may actually save costs because less infrastructure for cavity and coupler production, cryomodule assembly,
and testing would be needed.

6 Optimizing the Energy: An Experimental Figure of Merit

Defining the (initial) energy reach of the ILC will depend heavily on factors outside the control of the physics
community, such as constraints from accelerator physics, constraints from the chosen site, available funding,
and politics. One constraints from accelerator physics comes from the fact that the round trip that a positron
takes from (roughly) the middle of the Damping Ring injection line to the IP must be an integer multiple
of the DR circumference of 3.2 km, which results in a quantization of the (positron) beam energy in steps
of roughly 34 GeV, assuming that the available tunnel space will be fully equipped with cryomodules. The
site may have an influence because some places may be more or less suitable for access shafts. Financial
considerations always play a role, obviously, because a larger linac costs more, but also because initial
investments can be partially traded against running costs: a longer machine costs more initially, but may
deliver more events per unit running cost.

However, the physics and detector community can certainly make an important input to these con-
siderations, if a quantitative figure of merit can be given that indicates how much luminosity at a given
centre-of-mass energy (and other conditions, such as beamstrahlung or disruption parameter) is needed to
obtain a certain physical result.

For example: Consider the measurement of the Higgs production cross section with the recoil mass
technique in e+e− → Z0h → µ+µ−X, where the Higgs mass peak is reconstructed from the µ+µ− recoil mass
spectrum. We can expect the relative statistical uncertainty δσ/σ of the cross section σ to be given by δσ/σ =
q/

√
σL, where L is the integrated luminosity, and q is a quality factor that depends on the performance

of the detector and analysis code, but also on the centre-of-mass energy and the beam parameters, in this
particular case on the beam energy spread (or, equivalently, the disruption parameter).

Thus, the integrated luminosity L that is needed to achieve a certain statistical precision δσ is given by
L = q2/σ/(δσ/σ)2, so that q2/σ serves as a figure of merit for different beam energies and running conditions.
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Figure 1: Staging scenarios [17].
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Figure 2: Higgs boson production cross section [19].

For the recoil mass measurement, the mass resolution is best around 20GeV above the threshold for Z0h
production [18], i.e. around 235 GeV (see Fig. 2). However, below 250 GeV or so, the helical undulatory
becomes so inefficient that it may be necessary to resort to the 10 Hz running scheme, where between two
beam pulses with colliding e+e− beams (that occur at 5 Hz) an intermediate e− beam pulse is accelerated
to 150GeV just for positron production. Thus, one 150GeV beam alternates with two beams of 235GeV
total beam energy, therefore only 235/(150 + 235) = 61 % of the beam energy are used for physics, with
a corresponding (though not necessarily proportional) increase in costs per inverse femtobarn of produced
integrated luminosity. In addition, the instantaneous luminosity (at constant beam disruption) of a linear
collider rises at least linearly with the beam energy, because the beams get smaller at larger energies. In
essence, the operation cost per inverse femtobarn falls with energy. Therefore, from an accelerator physics
point of view the conditions to produce luminosity become more favorable as the centre-of-mass energy is
increased to, say, 260 or 270GeV. This effect is further enhanced by the fact that the Z0h cross section has
its maximum around 260 GeV.

Experimentally, on the other hand, conditions become less favorable with increasing energy because the
boost of the Z0 in the laboratory frame rises, which leads to a deterioration of the recoil mass resolution, and
thus to more background under the broadening peak and a reduced quality factor q. However, existing studies
indicate [18] that the measurement of the Z0h coupling, which is probably the more relevant measurement
to be performed with the recoil mass method, works well at 250 GeV and is much less affected by an increase
of the centre-of-mass energy than the mass measurement.

A quantitative investigation of the pros and cons of running at higher or lower centre-of-mass energies is
of interest now, before the layout of the detectors and the accelerator has been finalized, because it may have
an impact on this design: If it turned out that indeed energies significantly below 250 GeV are necessary to
achieve the physics goals, then an optimization of the helical undulatory positron source should be considered,
for instance with a longer undulatory or an undulatory with different parameters. If, on the other hand,
running at higher energies such as 250 or 270 GeV turned out to be viable, then further parameter changes
might result: The reduced resolution in the recoil mass spectrum would result in a smaller impact of the
beam energy spread, allowing running at larger disruption parameters, which increases the luminosity. Since
the recoil mass resolution is the driving force for the tracking resolution of the detectors, even that might
be influenced.

Similar considerations should be applied in the determination of the maximum beam energy of the
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Figure 3: Higgs boson production cross section at larger energies [19].

accelerator (not of the possible TeV upgrade, but of the half-TeV-ish machine): From the point of view of
Higgs physics, two measurements stick out that require energies around or above half a TeV: The top-Higgs-
coupling, and the Higgs self coupling. The top-Higgs-coupling is based on the process e+e− → tt̄h with a
threshold of 475GeV, with a cross section that rises rapidly between threshold and 600GeV, as shown in
Fig. 3. For this process, more energy is clearly better, so the trade-off is clearly between initial costs and
operating costs. But again, to quantify the cost advantage that a rise of the centre-of-mass energy from 500
to, say, 550 or 600 GeV would have, experimental studies of the corresponding quality factor q (or q2σ) are
needed. In fact it may turn out that a measurement of the tt̄h coupling is unviable (meaning that it produces
no noticeable improvement over the expected LHC performance) at 500GeV, but viable at a slightly larger
energy. For instance, the tt̄h cross section rises by a factor of 3.7 between 500 and 550 GeV [20]. From the
machine point side, a quantitative evaluation of the relative size of running costs and investment costs might
be interesting. One can guess that one year of machine operation costs would be comparable to the cost
increase needed to raise the machine’s energy by anywhere between 25 and 100 GeV.

Another process that profits a lot from increased centre-of-mass energy is the measurement of the Higgs
self coupling. This measurement is based on the detection of double Higgs production events from a h → hh
branching. As in single Higgs production, the intermediate Higgs can be produced by Higgs-strahlung off a
Z0, or by the fusion process W+W− → h. However, other diagrams that do not involve a tri-Higgs coupling
can also produce Higgs pairs, in particular repeated Higgs-strahlung off a Z0 or a t-channel W . As Fig. 3
shows, the relevant cross sections are quite small, but in particular the hhνν̄ cross section rises significantly
with the centre-of-mass energy. Studies performed for the TDR [21] assume an integrated luminosity of the
order of 2 ab−1 at 550GeV, corresponding to many years of running, and predict just a 5σ effect for that
amount of data. If one estimates that one year of ILC operation might cost about as much as 50 GeV worth
of Main Linac, it is well possible that at 600GeV the prospects for this extremely important measurement
might be better.

7 Conclusions

With the discovery of a Higgs boson at LHC, an exiting physics program for the ILC lies ahead of us.
This program needs the ILC’s capabilities at comparatively low energies around 230-270 GeV as well as at
high energies around 500–600 GeV. Physics studies and deliberations among the physics communities which
amounts of data at which energies and in which sequence would produce the most interesting and relevant
physics results are needed now, in order to define the optimal final and intermediate configuration of the
ILC. In several places one may trade initial investments for running costs to achieve an optimal physics
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performance at a given budget, within a reasonable time.
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The top-quark is a fundamental element of the physics program at the Large Hadron
Collider (LHC). We review the current status of the top-quark measurements performed
by ATLAS and CMS experiments in pp collisions at

√
s=7 TeV by presenting the recent

results of the top-quark production rates, top mass measurements and additional top
quark properties.
We will also describe the recent searches for physics beyond the Standard Model in the
top-quark sector.

1 Introduction

The top-quark is the heaviest known elementary particle, with a mass measured by TeVatron
experiments to be about 173 GeV [1]. Due to its high mass, the top-quark is believed to play
a special role in the electro-weak symmetry breaking mechanism and possibly in models of
new physics beyond the Standard Model (SM).

The Large Hadron Collider (LHC) [2] operated in 2010 and 2011 with an energy in the
centre of mass (

√
s) of 7 TeV. The delivered integrated luminosity (

∫
Ldt) to ATLAS [3] and

CMS [4] experiments was of about 5 fb−1 per experiment in 2011 and the peak luminosity
was of 3.7 · 1033 cm−2s−1. Measurements presented in this proceeding are based on the
statistics collected up to summer 2011 and use at most 2.1 fb−1 . The tt̄ production rate at
LHC

√
s = 7 TeV is a factor of 20 larger than at the TeVatron, allowing the production of

top-quarks with unprecedented abundance.

2 Top-quark production measurements

2.1 tt̄ production measurements

Figure 1 shows the leading order diagrams of the tt̄ production process. The tt̄ production
is dominated by the gluon-fusion process at LHC energies. The tt̄ production cross-section,
σtt̄ , is predicted to be at the approximate next to next to leading order σtt̄

approx NNLO =
165+11

−16 pb [5]. The top-quark decays to a W and a b-quark almost 100% of the times. The
W decays hadronically in about 68% of the times. The tt̄ final states are categorised by
the number of leptons from the W decays in the final state: di-lepton, single lepton and full
hadronic channels. Both ATLAS and CMS measured σtt̄ in several final states: di-lepton
(ℓ = e, µ, τ), single-lepton and full hadronic. The results are shown in Figures 3 and 4.

• The tt̄ cross-section has been measured by ATLAS [6, 7] and CMS [8] in the single-
lepton channel with either an electron or a muon in the final state. The events are
required to have a high-pT lepton and at least three jets. The σtt̄ has been measured
with and without the requirement of a b-tagged jet. Results are obtained for

∫
Ldt =
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35 pb−1 and 0.7 fb−1 for ATLAS and (0.8-1.1) fb−1 for CMS. Figure 3 show the AT-
LAS single-lepton results obtained with

∫
Ldt = 35 pb−1 , while result for 0.7 fb−1 is

σtt̄ = 179 ± 9.8 (stat.) ± 9.7 (syst.) ± 6.6 (lumi.) pb. Figure 4 shows the CMS results
with 2011 data. Uncertainties with 2011 data are at the level of 9% for ATLAS and
CMS which is comparable to the NNLO theoretical uncertainty.

• The event selection for di-lepton final states require the presence of 2 high-pT leptons
of opposite charge, two central jets (from b-quarks) and large Emiss

T or large transverse
activity (HT ). The Emiss

T is the missing energy in the transverse plane, calculated tak-
ing into account the transverse momentum of the muons and transverse energy of the
electrons and jets in the events. HT is the scalar sum of the transverse momentum of
the muons, transverse energy of the electrons, Emiss

T and transverse energy of the jets in
the event. In the case that the leptons in the final state are e or µ, ATLAS results are
obtained with and without the requirement of a b-tagged jet [11, 12]; CMS results are
obtained with b-tagging requirement [13]. ATLAS produced results with 0.7 fb−1 of
data, while CMS used 1.1 fb−1 of data for the result with b-tagging requirement. Their
uncertainties are about 11% dominated by systematics. The σtt̄ has been measured
also in the τµ final state by ATLAS [14] and CMS [15], where a calorimeter-seeded τ
is reconstructed in the event together with a high-pT muon. The resulting σtt̄ mea-
surements are obtained for

∫
Ldt=1.1 fb−1 and have similar uncertainties: 24% CMS

and 21% ATLASa.

• The σtt̄ has been measured by ATLAS [16] and CMS [17] also in the full hadronic
final state. Events are required to have at least six high-pT jets of which at least two
b-tagged jets. The results are obtained for

∫
Ldt = 1.1 (1.0) fb−1 for CMS (ATLAS)b.

CMS combined the cross-section measurements obtaining σtt̄ = 166 ± 2 (stat.) ±
11 (syst.) ± 8 (lumi.) pb. The measurements of the tt̄ cross-section at LHC are in agree-
ment with the theoretical predictions. Their accuracy is similar to the uncertainty of the
NNLO prediction and the most sensitive results in the single-lepton channel are limited by
systematic uncertainties.

2.2 Single-top production measurements

Figure 2 shows the leading order diagrams of the electro-weak single-top-quark production,
that is characterised by the W -mediated t-channel (σapprox NNLO

t =64 ± 3 pb) [18], s-

channel (σapprox NNLO
s =4.6±0.3 pb) [19] and the associated Wt production (σapprox NNLO

Wt

=15.7+1.3
−1.4 pb) [20]. Compared to TeVatron experiments, the single-top production in t-

channel and Wt mode is much larger than the s-channel.
The single-top-quark production in the t-channel has been measured by ATLAS [21]

with 0.7 fb−1 of data and by CMS [22] with 36 pb−1 of data. ATLAS measurement is
σt = 90 ±9 (stat.) +31

−20 (syst.) pb and CMS measurement is σt = 84 ±30 (stat.+syst.)
±3 (lumi.) pb. Searches of the Wt channel have been performed by CMS [23] and AT-
LAS [24] with 2.1 fb−1 and 0.7 fb−1 of data respectively. This mode has escaped so far
direct observation. ATLAS rejects the background-only hypothesis at the 1.2 σ level and

aATLAS: σtt̄ = 142 ± 21 (stat.) +20
−16 (syst.) ± 5 (lumi.) pb ; CMS results are in Figure 4.

bCMS results are in Figure 4 and ATLAS obtains σtt̄ = 167 ± 18 (stat.) ± 78 (syst.) ± 6 (lumi.) pb.
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Figure 1: Lowest level diagrams of the
tt̄ production. Gluon scattering processes, a)
and b), are the dominant processes at LHC
energies, while quark scattering, process c),
is the dominant one at TeVatron energies.

Figure 2: Diagrams of single-top production
at the lowest level: a) t-channel, b) Wt as-
sociated production, c) s-channel.

CMS obtains a signal significance of 2.7 σ. Searches of single-top-quark production in the
s-channel have been performed by ATLAS with

∫
Ldt = 0.7 fb−1 [25]. An upper limit at

95% C.L. on the production cross section of σs < 26.5 pb has been obtained.

3 Top-quark properties

3.1 Top-quark mass

Among the various top-quark properties, ATLAS and CMS measured the top-quark mass
(mt ) in several final states.
In the SM the mass of the top-quark is a free parameter that, together with the W mass,
can constrain the mass value of an eventual Higgs boson [26]. Figure 5 summarises the
measurement of mt by ATLAS experiment [27]. A measurement in the single-lepton final
state has been obtained with 0.7 fb−1 of data with an uncertainty that is at the level of 1.6%:
mt = 175.9 ± 0.9 (stat.) ± 2.7 (syst.) GeV. CMS measured mt with

∫
Ldt = 36 pb−1 in the

single-lepton [28] and di-lepton [29] final states, obtaining mt = 173.1 ± 2.1 (stat.) +2.8
−2.1 (syst.) GeV

(single-lepton) and mt = 175.5 ± 4.6 (stat.) ± 4.6 (syst.) GeV (di-lepton). Both experiments
have also measured the top-quark pole mass, mpole, from the σtt̄ measurement [30], [31].
This is a complementary measurement of a different observable with respect to the mea-
surement of the top-quark invariant mass from the top-quark decay products. Results are
shown in Figure 6.

3.2 Top-anti-top quark mass difference

The SM assumes that top and anti-top-quarks have the same mass. An eventual CPT
violation can manifest itself as a mass difference between the top and anti-top-quark. CMS
measured the mass difference in the µ+jets final state [32]: ∆mt = -1.2 ± 1.2 (stat.) ±
0.5 (syst.) GeV. These measurements are threfore consistent with the SM.

3.3 Top-quark charge asymmetry

Recently TeVatron experiments reported forward-backward asymmetry in tt̄ events that
is larger then theoretical predictions by about 3σ [33, 34]. At the Next-to-Leading-Order
(NLO), a small difference of about 1% in the top and anti-top rapidity distribution is ex-
pected at LHC [35]. Results are obtained for CMS [36] and ATLAS [37] in the single-lepton
final state for

∫
Ldt = 1.1 (0.7) fb−1 for CMS (ATLAS) experiment. CMS measured the
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Figure 3: Summary of the tt̄ cross-
section measurements from ATLAS Collab-
oration [9].
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Figure 4: Summary of the tt̄ cross-section
measurements from CMS Collaboration [10].

asymmetry from the top-anti-top pseudo-rapidity distribution, while ATLAS measured it
from the rapidity distribution. The asymmetry measured is AC = -1.6 ± 3.0 +1.0

−1.9% (CMS)
for a theoretical prediction of 1.3% and AC = -2.4 ± 1.6 ± 2.3 % (ATLAS) for a theoretical
prediction of 0.6%.

3.4 Other top-quark properties

ATLAS measured the W helicity in tt̄ single-lepton and di-lepton decays [38]. No significant
deviations from NNLO QCD predictions were observed. A combination of the measurements
in the single-lepton and di-lepton channels with the right-handed helicity fraction set to zero
leads to: F0 = 0.75 ± 0.08 (stat.+ syst.) and FL = 0.25 ± 0.08 (stat.+ syst.)c. ATLAS
also measured the top-quark charge [39] and the tt̄ spin correlation in di-lepton decays [40].

4 New physics searches in the top-quark sector

Several New Physics (NP) scenarios can produce deviations from the SM in tt̄ and single-
top-quark production. Examples of NP in the top sector are: Flavour Changing Neutral
Current (FCNC) decays of the top-quark to a quark with same charge and different flavour:
t → (Z, γ, g) q; heavy neutral particles decaying to tt̄ , like heavy vector-bosons or Kaluza-
Klein resonances: (Z ′, gKK) → tt̄ ; heavy top-like partners decaying to a top-quark and a

cThe W bosons are produced as real particles in top decays and their polarisation can be longitudinal, left-
handed or right-handed. The fractions of events with a particular polarisation, F0, FL and FR, respectively,
are referred to as helicity fractions
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Figure 5: Summary of the top-quark
mass measurements from ATLAS Collabora-
tion [27].
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Figure 6: Summary of the top-quark pole
mass measurements from CMS, ATLAS and
D0 Collaborations [31].

stable or unstable neutral particles: T → t (A0, Z).

4.1 FCNC

Searches of FCNC were performed by CMS with 35 pb−1 and by ATLAS with 0.7 fb−1 and
35 pb−1 of data. CMS searched for same-sign tt pairs [41], that can be induced by t-channel
exchange of a massive neutral vector boson (Z ′). CMS placed a 95% confidence level limit
on the four-fermions contact interaction term for a Z ′ mass of 2 TeV: CRR

Λ < 2.7 TeV−2d. AT-
LAS placed 95% confidence level limits on BR(t → qZ) < 1.1% [42] and σqg→t× BR(t → Wb)
< 17.3 pb [43].

4.2 Heavy reasonances

Searches for heavy neutral particles decaying to tt̄ have been performed by ATLAS in
the single-lepton final state with 0.2 fb−1 of data [44] and in the di-lepton final state with
1.0 fb−1 of data [45]. 95% confidence level limits on gKK mass have been placed at 0.65 TeV
and 0.84 TeV respectively. CMS searched for heavy neutral particles decaying to tt̄ in the
µ+jets and full hadronic final state with 1.1 fb−1 and 0.9 fb−1 of data respectively [46, 47].
1 pb limits on the cross-section were put with 95% confidence level for mZ′ < 1.3 TeV in
the µ+jets channel and for mZ′ < 1.1 TeV in the full hadronic channel.

d CRR
Λ

< defines the coupling strength of the four-fermions contact interaction as a function of the NP
energy scale (Λ).
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4.3 Top partners

Searches for top-like partners decaying as T → t Z were performed by CMS in the final
state with 3 leptons [48] with 1.1 fb−1 of data. A 95% confidence level limit on the T mass
has been set: mT > 475 GeV, as shown in Figure 7. ATLAS searched for top-like partners
decaying as T → t A0 in tt̄+large Emiss

T events in the single lepton channel with 1.0
fb−1 of data [49]. A limit at 95% confidence level for a production rate of 1.1 pb was set for
(mT , mA0) = (420 GeV, 10 GeV) as shown in Figure 8.

5 Conclusions

The top-quark physics program at LHC is extremely vast and complete.
The σtt̄ has been measured in almost all the final states predicted by SM with an accuracy,
limited by systematics, that is similar to the NNLO theoretical predictions, entering in a
phase of precise measurements just one year after the first top-quark observations at the
LHC. The single-top-quark production mechanism has been clearly established by LHC
experiments in the t-channel, while it needs more data to be observed in Wt channel and
s-channel.
A large number of the top-quark properties has been measured by the ATLAS and CMS
experiments. The top mass, top-anti-top mass difference, W helicity, tt̄ charge asymmetry,
top charge and tt̄ spin correlation have been successfully measured.
The unprecedented energy in the centre of mass of the LHC and its rapidly increasing
luminosity is delivering new stringent limits in the search for new physics related to the
top-quark sector. These searches will benefit from higher collected statistics.
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The production of W +W −bb̄ from e+e− collisions at energies close to the tt̄ threshold is dominated by
the resonant process with a nearly on-shell tt̄ intermediate state. The Wb pairs in the final state can
also be reached through the decay of off-shell tops or through background processes containing no or
only single top quarks. This non-resonant production starts to contribute at NLO to the W +W −bb̄ total
cross section in the non-relativistic power-counting v ∼ αs ∼ √

αEW . The NLO non-resonant corrections
presented in this talk represent the non-trivial NLO electroweak corrections to the e+e− → W +W −bb̄
cross section in the top anti-top resonance region. In contrast to the QCD corrections which have been
calculated (almost) up to NNNLO, the parametrically larger NLO electroweak contributions have not
been completely known so far, but are mandatory for the required accuracy at a future linear collider.
We consider the total cross section of the e+e− → W +W −bb̄ process and additionally implement cuts
on the invariant masses of the W +b and W −b̄ pairs.

1 Introduction

The top-quark mass is currently known from direct production at the Fermilab Tevatron (and soon at the
Large Hadron Collider) with a precision & 1 GeV. From a threshold scan of the e+e− → tt̄ cross section
at the planned International Linear Collider (ILC), however, an order of magnitude improvement in the
precision can be achieved experimentally [2]. Aside from determining a fundamental parameter of the
Standard Model, accurate top-mass measurements constrain the quantum fluctuations from non-standard
interactions in electroweak precision measurements. Other characteristics of the top quark such as its
width and Yukawa coupling provide information about its coupling to other particles and the mechanism
of electroweak symmetry breaking. For these reasons top-quark pair production near threshold in e+e−

annihilation has been thoroughly investigated following the non-relativistic QCD (NRQCD) approach, which
treats the leading colour-Coulomb force exactly to all orders in perturbation theory. In this framework, where
the strong coupling αs is of the same order as v, the small relative velocity of the top and anti-top, most
QCD corrections to the total cross section have been calculated up to NNNLO (see the summary [3]), and
next-to-next-to-leading logarithms of v have been partially summed [4].

Here we focus on the subleading electroweak corrections, which have received much less attention. The
top quark is unstable with a significant width Γt of about 1.5 GeV due to the electroweak interaction. The
width is essential in threshold production, since it prevents the top and anti-top from forming a bound state
and causes a broad resonance structure in the energy dependence of the cross section on top of the increase
due to the opening-up of the two-particle phase space. Once the top width is included, due to top decay,
the physical final state is W+W−bb̄ – at least if we neglect the decay of top into strange and down quarks,
as justified by Vtb ≈ 1, and consider W bosons as stable. The W+W−bb̄ final state can also be produced
non-resonantly, i.e. through processes which do not involve a nearly on-shell tt̄ pair. The latter effects are

∗Speaker.
†This contribution to the 1st Linear Collider Forum Meeting 2010 is also part of the ICHEP2010 proceedings [1].
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not included in the standard non-relativistic treatment. Adopting a counting scheme where αEW ∼ α2
s, we

find that the leading non-resonant and off-shell effects are NLO for the total cross section, since there is
an additional power of αEW but no phase-space suppression, hence the relative correction is αEW/v ∼ αs.
Purely resonant electroweak effects, on the other hand, yield NNLO corrections [5].

In this talk we present the calculation of the non-resonant NLO electroweak contributions to the e+e− →
W+W−bb̄ process in the tt̄ resonance region, for the total cross section as well as including invariant-mass
cuts on the Wb pairs. The calculation is performed with unstable-particle effective field theory [6], which
provides the framework for consistently including resonant and non-resonant effects while maintaining an
expansion in the small parameters of the problem.

2 Unstable-particle effective theory for pair production near
threshold

The cross section for the e+e− → W+W−bb̄ process is obtained from the W+bW−b̄ cuts of the e+e−

forward-scattering amplitude. In the energy region
√

s ≈ 2mt the amplitude is dominated by the production
of resonant top quarks with small virtuality. This allows us to integrate out hard modes (∼ mt) and represent
the forward-scattering amplitude as the sum of two terms [6],

iA =
∑

k,l

C(k)
p C(l)

p

∫
d4x 〈e−e+|T[iO(k)†

p (0) iO(l)
p (x)]|e−e+〉 +

∑

k

C
(k)
4e 〈e−e+|iO(k)

4e (0)|e−e+〉 . (1)

The matrix elements in (1) are evaluated in the “low-energy” effective theory, which includes elements
of soft-collinear and non-relativistic effective theory. The first term on the right-hand side of (1) describes

the production of a resonant tt̄ pair in terms of production (decay) operators O(l)
p (x) (O(k)†

p (x)) with short-

distance coefficients C
(k,l)
p . The second term accounts for the remaining non-resonant contributions, which

in the effective theory are described by four-electron production-decay operators O(k)
4e . The calculation

of the short-distance coefficients C
(k)
4e is performed in standard fixed-order perturbation theory in the full

electroweak theory. In particular, the top propagator is the free one not including the top width, which

ensures that the amplitude depends only on the short-distance scales. The leading imaginary parts of C
(k)
4e

arise from the cut two-loop diagrams of order α3
EW shown in Fig. 1. The corresponding contribution to the

cross section is

σnon−res =
1

s

∑

k

Im
[
C

(k)
4e

]
〈e−e+|iO(k)

4e (0)|e−e+〉 . (2)

Technically, this simply amounts to the calculation of the spin-averaged tree-level processes e+e− → tW−b̄
and e+e− → t̄W+b with no width supplied to the intermediate top-quark propagators. Instead, the diver-
gence from the top-quark propagators going on-shell is regularized dimensionally. Details on the computation
and integral representations of the result for (2) can be found in [7].

Through the computation of the four-electron matching coefficients loose cuts (∼ mt) on the bW+ and
b̄W− invariant masses can be incorporated easily, as it has been discussed in the context of W -pair production
near threshold [8]. The result obtained in [7] covers the case of symmetric cuts on the invariant mass of the
bW subsystems (p2

bW ) of the form mt − ∆Mt ≤
√

p2
bW ≤ mt + ∆Mt, for ∆Mt ≫ Γt, up to the total cross

section (∆Mt,max = mt −MW ). An alternative approach has been developed in parallel [9, 10] that includes
the effects of invariant-mass cuts on the Wb pairs entirely through calculations in NRQCD. This works if
the invariant-mass cuts around mt are neither very loose nor very tight, and provided that the non-resonant
background processes are small (which at NLO was checked [10] by computing the full e+e− → W+W−bb̄
cross section at tree-level with MadGraph). Under these assumptions, part of the αs-corrections to the
non-resonant contributions has already been analyzed in [10], which in our approach correspond to NNLO
contributions.
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Figure 1: Two-loop forward-scattering amplitude diagrams with t̄bW+ cuts. tb̄W− cuts and symmetric
diagrams are not shown. The contribution to the W+W−bb̄ cross section from diagrams h1–h10 can be
interpreted as the b̄W− pair originating from a nearly on-shell anti-top decay, while the bW+ pair is produced
non-resonantly, either from a highly virtual top (diagrams h1–h4), or without an intermediate top (h5–h10).

Figure 2: Left: Relative sizes of the QED, σ
(1)
QED, and non-resonant, σ

(1)
non−res, corrections with respect to

the LO cross section, σ
(0)
tt̄ , in percent, for ∆Mt,max (solid) and ∆Mt = 15 GeV (dashed). Right: Total cross

section with LO QCD effects (dashed) and including NLO electroweak corrections (solid) at energies close
to threshold. Input parameters: mt = 172 GeV, Γt = 1.47 GeV and αs(30 GeV) = 0.142.
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3 Results

The left plot in Fig. 2 displays the relative sizes of the NLO electroweak corrections with respect to the
LO result for the e+e− → W+W−bb̄ cross section, which includes the summation of Coulomb corrections.
The QED contribution represents a correction of about 2% above threshold and rises to a maximum of
7% just below the peak, while the non-resonant contributions give a constant negative shift of about 3%
above threshold. Below threshold the relative size of the non-resonant corrections is very large, since the LO
result rapidly vanishes, reaching up to 19%. Hence below threshold they represent the leading electroweak
correction to the total tt̄ cross section. We observe a partial cancellation of the QED and non-resonant
corrections in the peak region and at energies above. A sensitivity to the invariant-mass cut ∆Mt in the
bW+ and b̄W− subsystem enters first at NLO through the non-resonant contributions. Restricting the
available phase-space for the final-state particles by tightening the invariant-mass cuts ∆Mt makes the non-
resonant contributions even more important. This is shown by the dashed lines in Fig. 2, corresponding to
∆Mt = 15 GeV.

Aside from the pure QCD corrections, the NLO prediction for the e+e− → W+W−bb̄ total cross section
is displayed by the solid line in the right plot of Fig. 2. The absolute size of the non-resonant correction is
given by the difference between the dashed line, which only includes the QED NLO correction, and the solid
one. This negative shift amounts to 27–35 fb for

√
s in the interval (338, 350) GeV.
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Abstract

We present a study of the capability of CLIC to measure the top quark mass and the
strong coupling constant in a scan of the top threshold. The analysis is based on full
detector simulations of the CLIC ILD detector concept using Geant4, including re-
alistic beam-induced background contributions from two photon processes. Event
reconstruction is performed using a particle flow algorithm with stringent cuts to
control the influence of background. With these simulations the signal and back-
ground selection efficiencies are determined. Signal event yields as a function of
energy are obtained using these efficiencies together with NNLO top pair cross-
sections corrected for ISR and the CLIC beam energy spectrum. For comparison,
the analysis is also performed with the ILC beam energy spectrum. In addition to
the statistical errors for mt and αs, systematic uncertainties from theory and from the
precision of the strong coupling constants as well as the influence of the precision
of the background description and of the understanding of the luminosity spectrum
have been studied.
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1 Introduction

As the heaviest Standard Model particle, the top quark is of particular interest since it most
strongly couples to the Higgs field and may provide sensitivity to Beyond the Standard Model
physics. Experiments at e+e− colliders offer the possibility for a wide variety of studies involv-
ing top quarks, ranging from the precise measurement of top quark properties to the investiga-
tion of asymmetries providing large sensitivity to various New Physics models. Among those
is the precise determination of the top quark mass, which is possible with two different tech-
niques: through the direct reconstruction of top quarks from their decay products at energies
above the production threshold, and through a scan of the top-pair production threshold. The
latter technique has the advantage of providing the mass measurement in a theoretically well-
defined scheme, while the former measurement can be performed essentially at arbitrary ener-
gies above threshold, however with potentially significant uncertainties due to non-perturbative
contributions when transferring the measured invariant mass to a theoretically meaningful value.
Progress has been made recently in establishing connections between the top mass parameters
used in theory and the experimentally observable invariant mass of the decay products [1, 2], but
theoretical uncertainties remain substantial.

In this note, we investigate the potential for the determination of the top quark mass from a
measurement of the top-pair production cross-section at several energies around the threshold
near 350 GeV at the Compact Linear Collider CLIC, with a total integrated luminosity of up to
100 fb−1. This study complements a previous CLIC study of top mass measurements at 500 GeV
by means of a direct reconstruction of the invariant mass of the decay products. This study has
shown that the invariant mass of the top quark can be determined with a precision of better than
100 MeV with 100 fb−1 in fully hadronic and semi-leptonic decays of the top pairs [3].

2 Experimental Conditions at CLIC at the Top Threshold

CLIC is a collider concept based on normal conducting accelerating cavities and two-beam
acceleration, which is designed to provide up to 3 TeV collision energy. In a staged approach,
a shorter, lower energy version would be operated initially, while construction is under way for
the full energy phase.

In the present note, we study the case of a 500 GeV CLIC machine operated at energies
close to the top pair production threshold by a reduction of the acceleration gradient through
reduced drive-beam currents. At 350 GeV, the rate of γγ→ hadrons events [4] is relatively small,
with only 0.05 events per bunch crossing, down by almost an order of magnitude compared to
500 GeV collisions. The effect from pile-up of this background, in particular after the application
of the particle flow object selection cuts [5, 3], is thus very minor. The impact of backgrounds is
further marginalized by the fact that the measurement at the top threshold is a measurement of
the cross section. It requires the separation of signal and background events, but not the precise
reconstruction of the invariant mass which might be affected by the presence of background.

The detector model used in the present study is a variant of CLIC ILD [6], a detector concept
based on Particle Flow event reconstruction. It consists of a low-mass, high-precision vertex
detector and an inner silicon tracker, surrounded by a large-volume time projection chamber,
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followed by highly granular electromagnetic and hadronic calorimeters contained inside a 4 T
solenoidal magnet with instrumented flux return for muon identification. The detector design
is based on the ILD detector concept for the ILC, adapted to account for the higher energy
(3 TeV) and more severe background conditions at CLIC. This leads to an increased radius of
the innermost layer of the vertex detector, which sits at 31 mm compared to 16 mm in ILD at the
ILC. Here, the case of a 500 GeV CLIC machine operated at 350 GeV is studied. The detector
model is thus one optimized for 500 GeV with slight modifications with respect to the 3 TeV
design. While the large systems of the detector such as the calorimeters and the main tracker are
expected to stay unchanged for different energy stages, the interaction region and the innermost
vertex detector are adapted to the significantly reduced background levels at 500 GeV compared
to 3 TeV. In particular the innermost vertex detector layer for CLIC ILD can move in by 6 mm
to a radius of 25 mm, improving flavor tagging at low momentum. To distinguish the modified
detector design from the 3 TeV design, the detector model is referred to as CLIC ILD CDR500.

3 Simulation Strategy

For the correct description of the cross-section near threshold, the inclusion of high-order QCD
contributions is necessary. Since no appropriate event generator is publicly available at present,
the study follows the strategy of earlier studies performed for the TESLA collider [7] by fac-
torising the simulation study into the determination of event selection efficiency and background
contamination and the calculation of the top-pair production threshold. In this approach, the sig-
nal selection and background rejection is determined using fully simulated top-pair signal events
as well as relevant background channels at a nominal center of mass energy of 352 GeV, slightly
above the production threshold for the selected top mass of 174 GeV. This energy is chosen to be
able to generate the events with PYTHIA, which requires a center-of-mass energy in excess of
twice the generator top mass. Data points along the threshold curve are then generated by taking
the signal cross section determined using NNLO calculations combined with the selection effi-
ciency, adding background events assuming a constant level over the considered energy range of
10 GeV as determined from the full simulations. In the following, more details are given on the
individual steps.

In the present analysis, we assume a threshold scan with 10 data points with an integrated
luminosity of 10 fb−1 each. The measurement points are spaced by 1 GeV, spanning the thresh-
old region. In some of the analyses below, only the first six out of these ten point are used to
illustrate the sensitivity of different regions of the threshold to systematic effects.

3.1 Top Pair Production Cross Section

The top-pair signal cross-section is determined using full NNLO calculations provided by the
code TOPPIK [8, 9]. The top mass input is set to 174 GeV in the 1S mass scheme [8]. The
strong coupling constant αs is taken to be 0.118. Since TOPPIK provides the cross section in
units of R, the ratio of σ(e+e−→ X) to σ(e+e−→ µ+µ−), the appropriate conversion factor of
the energy-dependent cross section e+e−→ µ+µ− is applied in addition.

Since this cross section is calculated for the energy at the e+e− vertex, additional corrections
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for initial state radiation (ISR) and for the beam energy spectrum of the accelerator have to be
applied, as discussed in the following.

3.1.1 Initial State Radiation

ISR reduces the available collision energy E’ due to the radiation of photons off the incoming
electron and positron prior to the collision. This effect in general lowers the signal cross-section,
since events are shifted to lower energies with typically a lower top-pair cross-section. The elec-
tron and positron “structure functions” are taken from the approximate YFS (Yennie-Frautschi-
Suura) solution as given in [10], which provides the normalized probability density for a given
fraction of the lepton momentum x (ranging from 0 to 1) in the final collision.

The folding of the ISR distribution with the theoretically calculated cross section is performed
numerically. For this, a histogram of the structure function with 0.175 MeV wide bins is built,
with the value in each bin taken by evaluating the approximate YFS solution at the bin center.
The highest-energy bin is topped off to ensure correct normalization, accounting for the extreme
increase in the structure function near 1. The folding is performed by evaluating 100 000 ran-
domly generated energy points with the individual beam energies distributed according to this
histogram. The mean value of the cross-section of these 100 000 trials is taken as the ISR-
corrected cross section at a given center-of-mass energy.

3.1.2 Luminosity Spectrum

The centre-of-mass energy distribution also influences the cross section as a function of nominal
collider energy. The luminosity spectrum is roughly characterized by the width of the main peak
and by a longer tail to lower energies from beamstrahlung. To be able to compare the impact of
the different luminosity spectra of CLIC and ILC, spectra from both colliders, operated at 350
GeV, are used to calculate the final signal cross-section.
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Figure 1: Luminosity spectrum for CLIC and ILC at 350 GeV.

Figure 1 shows the high-energy part of the luminosity spectrum of CLIC and ILC operated
at 350 GeV. As for the case of ISR, the folding of the signal cross-section with the luminosity
spectrum is performed numerically using 100 000 beam events at each energy point.
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3.1.3 Combined Cross-Section

The final signal cross-section is obtained by combining the effects of ISR and of the luminosity
spectrum. Here, 100 000 trials per energy point are performed, where the collision energy is
determined from the luminosity spectrum with a subsequent addition of ISR. Based on this
sample of collision energies, the top pair cross section at both CLIC and ILC is determined
using the TOPPIK calculations.
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Figure 2: E’ distribution taking ISR and the luminosity spectrum (CLIC (left) and ILC (right))
into account. The lower row of figures shows a blow-up of the peak region of the
distributions.

Figure 2 shows the distribution of the real collision energy E’ for CLIC and ILC for beam
energy spectrum and ISR separately as well as the resulting combined spectrum. The effect on
the top pair production cross-section is shown in Figure 3. The cross-section with all effects
included is used to determine the signal yield as a function of nominal collision energy in the
subsequent analysis steps.

3.2 Signal Selection Efficiency and Background Contamination

The event selection efficiency and the background contributions, mainly from di- and tri-boson
production, are determined using events generated with PYTHIA at a collision energy of 352 GeV
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Figure 3: Top pair production cross-section from theory calculations, with the luminosity spec-
trum and ISR as well as for all effects combined for both CLIC (left) and ILC (right).

with a top mass of 174 GeV. These events are fully simulated in GEANT4, including the addition
of pile-up from γγ → hadrons background. For signal identification and background rejection
the same technique as for the 500 GeV top mass study [3] is used. The top pair events are identi-
fied in the fully hadronic decay mode tt̄→W+bW−b̄→ qq̄qq̄bb̄ and in the semi-leptonic mode
tt̄→W+bW−b̄→ qq̄`±ν`bb̄, (l = e,µ). The events are clustered into six or four jets depending
on the number of identified isolated leptons. A kinematic fit with constraints on overall energy,
on the difference of the two top masses and on the mass of the intermediate W bosons is used to
form the top candidates. The fit also provides powerful background rejection, since most back-
ground events fail the kinematic fit. Additional background reduction is obtained with a binned
likelihood using flavor tagging, the reconstructed W masses and the differences of the two re-
constructed top masses without kinematic fit, the number of particles in the event, the sphericity
and jet number information to discriminate signal from background.

In addition to these background rejection steps, no further selection based on the reconstructed
top quark mass is performed, since this does not provide a substantial additional benefit, while
it would add potential systematic uncertainties from the additional cut. Figure 4 shows the re-
constructed invariant mass distribution for top quark candidates after all selections for accepted
signal and background events, as well as the signal significance as a function of a possible invari-
ant mass cut assuming a top pair production cross-section of 450 fb−1, which corresponds to the
cross section reached a few GeV above the production threshold. Overall, a signal selection effi-
ciency of 70.2% is achieved, with an efficiency in excess of 90% for the selected fully-hadronic
and semi-leptonic decay modes. For the major background channels, the cross-section is re-
duced by two to three orders of magnitude. Table 1 summarizes the signal and background
cross-sections before and after selection.

Even though the study is performed using the CLIC ILD detector model and CLIC back-
ground conditions, the conclusions drawn about the signal selection efficiency and background
contamination also apply to ILC and the ILD detector. In terms of detector model, the most
relevant difference is the radius of the innermost vertex detector layer, which is larger at CLIC
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Figure 4: Reconstructed top quark mass for accepted events. Signal as well as each of the back-
grounds are shown separately (left). Signal significance as a function of the value of
the minimum invariant mass required for the reconstructed top candidates assuming a
top pair production cross-section of 450 fb−1 (right).

Table 1: Signal and considered physics background processes, with their cross section calculated
for CLIC at 352 GeV before and after event selection. The combined background cross-
section after selection is 78 fb.

type e+e−→ σ at 352 GeV selected σ
Signal (mtop =174 GeV) tt̄ 450 fb 316 fb

Background qq̄ 25.2 pb 28 fb
Background WW 11.5 pb 28 fb
Background ZZ 865 fb 19 fb
Background WWZ 10 fb 3 fb

due to the higher background level of incoherent e+e− pairs. For the identification of tt̄ events,
b-tagging is crucial, but not the separation of charm and bottom. Thus, the differences in per-
formance of the two detector models are expected to be negligible for this analysis. The same
also applies for the background rejection. Thus, the selection efficiencies and background levels
determined for CLIC are also used for a study of a threshold scan at ILC.

3.3 Generation of Data Points

Simulated data points are generated by taking the ISR and beam spectrum corrected top pair
cross-section at the desired energy to calculate the nominal number of events expected. The
simulated number of signal events is determined on a random basis following a gaussian distri-
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bution with the mean set to the nominal number of events and the standard deviation given by
the square root of that number. With the same method, background events are added, using a
constant cross-section of 78 fb as discussed above. It is assumed that the nominal background
contribution is well known both from theory and from measurements below threshold, so the
nominal number of background events is subtracted from the signal, leaving just the statistical
variations on top of the signal data with its own statistical uncertainty.
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Figure 5: Background-subtracted simulated cross-section measurements for 10 fb−1 per data
point, together with the cross-section for the generator mass of 174 GeV as well as
for a shift in mass of ±200 MeV for both CLIC (left) and ILC (right)).

Figure 5 shows the ten simulated data points for CLIC and for ILC with an integrated lumi-
nosity of 10 fb−1 at each point.

4 Results

Two extractions of the top mass are being considered here:

• A one-dimensional template fit performed by comparing the simulated data with theory
curves calculated in 50 MeV steps in top mass assuming αs is known, subsequently la-
belled “1D”

• A two-dimensional template fit in top mass and αs for a simultaneous determination of
the top mass and the strong coupling constant, labelled “2D”

The measured top mass, and αs in the case of the 2D fit, is given by the minimum of a parabolic
fit to the χ2 distribution of the different templates. The statistical uncertainty is taken from the
standard deviation of the measured mass in 5000 trials with different simulated data points.

In the 1D fit, two main sources of systematic uncertainties are considered: A theory un-
certainty taken as an overall normalization uncertainty of the calculated cross section, and an
uncertainty from the knowledge of αs. For the theory uncertainty, two levels are considered:
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A normalization uncertainty of 3%, assumed as a reasonably conservative estimate of current
theory uncertainties [11], and an uncertainty of 1% optimistically assumed to be achievable with
additional theoretical work in time for experiments at linear colliders. To determine the sys-
tematic error due to αs, the current uncertainty of the world average of 0.0007 is assumed. The
interpretation of the data points above threshold is particularly sensitive to the overall theory
normalization uncertainty and to the strong coupling constant. In the 1D fit, uncertainties can
thus be somewhat reduced by just considering the first six data points from 344 GeV to 349 GeV,
without a reduction of the statistical sensitivity to the top mass. Table 2 summarizes the results.

Table 2: Summary of the results for the 1D top mass determination with a threshold scan at
CLIC. For the systematic uncertainty originating from αs, the current error on the world
average of 0.0007 is assumed.

1S top mass 1D fit
measurement stat. error theory syst. (1%/3%) αs syst.
six point scan 21 MeV 15 MeV / 47 MeV 20 MeV
ten point scan 21 MeV 18 MeV / 56 MeV 21 MeV

top mass [GeV]
173.95 174.00 174.05

sα

0.116

0.118

0.120

σ1 

σ2 

[174.00 GeV; 0.1179]
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0.114

0.116

0.118

0.120

0.122

σ1 

σ2 

[174.00 GeV; 0.1179]

full contours:
10 meas. pts.

open contours:
6 meas. pts.

Figure 6: Simultaneous fit of the top mass and the strong coupling constant, showing the corre-
lation of the two variables and the achieved precision (left). Difference in precision of
top mass and αs fit using just the first 6 points in the threshold scan or all 10 points
(right).

Figure 6 shows the resulting precision of the top mass and the strong coupling constants
obtained with the 2D fit, demonstrating the clear correlation of the two variables. Since the
high-energy points in the scan provide the highest sensitivity to αs, a reduced scan with six points
along the strongly rising region of the cross-section leads to significantly increased uncertainties.
In the case of the 2D fit, only the theory uncertainty is considered as a source for systematic
uncertainties in the fit. The results are summarized in Table 3.
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Table 3: Results summary for the 2D simultaneous top mass and αs determination with a thresh-
old scan at CLIC.

1S top mass and αs combined 2D fit
measurement mt stat. error mt th. syst. (1%/3%) αs stat. error αs th. syst. (1%/3%)
six point scan 40 MeV 1 MeV / 3 MeV 0.0013 0.0007 / 0.0020
ten point scan 34 MeV 5 MeV / 8 MeV 0.0009 0.0008 / 0.0022

5 Results for ILC beam conditions

The influence of the beam energy spectrum of the accelerator is studied by repeating the anal-
ysis using the ILC beam energy spectrum, as discussed in Section 3.1.2. The faster rise of the
cross section due to the sharper main luminosity peak is expected to lead to somewhat reduced
statistical uncertainties on the top mass for a given integrated luminosity due to increased differ-
ences between different mass hypotheses in the threshold region. As for the CLIC analysis, an
integrated luminosity of 10 fb−1 per point is assumed. The same one- and two-dimensional fits
of mt and mt and αs combined are also performed for data points generated with the ILC beam
spectrum.

Table 4: Summary of results for the 1D top mass fit and the 2D simultaneous top mass and αs

determination with a threshold at ILC.
ILC 1D 1S top mass fit

measurement mt stat. error mt th. syst. (1%/3%) αs syst.
six point scan 1D fit 18 MeV 15 MeV / 47 MeV 18 MeV
ten point scan 1D fit 18 MeV 13 MeV / 39 MeV 17 MeV

ILC 2D 1S top mass and αs combined fit
measurement mt stat. error mt th. syst. (1%/3%) αs stat. error αs th. syst. (1%/3%)
six point 2D 31 MeV 2 MeV / 1 MeV 0.0011 0.0006 / 0.0018
ten point 2D 27 MeV 5 MeV / 9 MeV 0.0008 0.0007 / 0.0022

Table 4 summarizes the results of both 1D and 2D fits, while Figure 7 shows the results of the
combined extraction of the top mass and the strong coupling constant, illustrating the statistical
uncertainty and the correlation of the two variables. In comparison to the statistical precision
achieved assuming the CLIC beam energy spectrum, in the ILC case a 15% smaller uncertainty
is observed in the 1D top mass fit, and a 20% smaller uncertainty on the top mass and a 10%
smaller uncertainty on αs is obtained in the combined extraction. The CLIC-ILC differences
are negligible compared to the systematic uncertainties originating from theory and from the
precision of the strong coupling constant.
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Figure 7: Simultaneous fit of the top mass and the strong coupling constant for data points simu-
lated with the ILC beam energy spectrum, showing the correlation of the two variables
and the achieved precision.

6 Additional Systematic Studies

In addition to the theory uncertainties and the uncertainty of αs in the case of the 1D fit, addi-
tional potential sources for systematic errors were studied.

A potential dependence of the result on the choice of energy values for the scan in relation to
the top mass was excluded by shifting the measurement points to higher energies by 0.5 GeV
without a change in the determined mass and αs values.

The precise knowledge of the non-top background after event selection is crucial for the mea-
surement of the signal cross section. The effect of an imperfect non-top physics background
description is studied by subtracting 5% and 10% too little or too much background before the
fit. The 5% variation results in a 18 MeV shift in the top mass and 0.0007 in αs, corresponding to
approximately two thirds of the statistical uncertainty on the top mass and close to the statistical
uncertainty on αs. Subtracting only 90% of the background leads to a shift of twice the size for
both values, but also significantly reduces the stability of the template fit. Subtracting 110% of
the background leads to a 30 MeV shift of the top mass and a shift of 0.0014 in αs. This shows
that an understanding of the background contamination at the level of 5% or better is important
to keep systematic effects substantially below the statistical uncertainties.

In addition to these analysis-related uncertainties, also machine-related uncertainties, such
as the knowledge of the center-of-mass energy of the collider and the shape of the luminosity
spectrum are highly relevant for this study. Previous experience at LEP [12] and studies in
the context of the ILC [13] suggests that a precision of 10−4 on the center-of-mass energy is
readily achievable given the high available integrated luminosity at each data point, resulting
in systematics below the statistical errors of the top mass. The knowledge of the luminosity
spectrum is very important for the correct description of the signal cross section, and thus also for
the precision of the template fit. A full study has not yet been performed, but a very preliminary
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first study indicates that already a 20% uncertainty of the RMS width of the main luminosity
peak results in top mass uncertainties of approximately 75 MeV, far in excess of the statistical
uncertainties. Further studies to quantify the effects of realistic uncertainties of the beam energy
spectrum are needed.

7 Conclusions

In this study, we have investigated the achievable precision of the top quark mass measurement
with a threshold scan at CLIC. Compared to the direct measurement of the invariant mass of the
top quark decay products the threshold scan has the advantage that the mass is directly deter-
mined in a theoretically well-defined mass definition. The study uses event selection efficiencies
and background contaminations from fully simulated events including the effects of the CLIC
beam spectrum and γγ → hadrons backgrounds and top pair signal cross-sections from NNLO
calculations corrected for ISR and the luminosity spectrum. With an integrated luminosity of
100 fb−1 divided across ten data points spaced by 1 GeV, a statistical precision of the top quark
mass in the 1S scheme of 33 MeV is obtained in a combined fit together with the strong cou-
pling constant, which is determined with a precision of 0.0009. A one-dimensional fit with
fixed αs yields a precision of 21 MeV. Using the ILC luminosity spectrum results in 15% to
20% smaller uncertainties on the mass and in a 10% smaller uncertainty of the strong coupling
constant. Combined systematic uncertainties from theory and background understanding are ex-
pected to be of similar order as the statistical errors. Together with a previous study of top quark
mass measurements from direct reconstruction of the decay products this study demonstrates
that precision top measurements are possible at CLIC both at and above threshold.
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[6] A. Münnich and A. Sailer. The CLIC ILD CDR Geometry for the CDR Monte Carlo Mass
Production. LCD-Note-2011-002, 2011.

13

62



[7] M. Martinez and R. Miquel. Multiparameter fits to the tt̄ threshold observables at a future
e+e− linear collider. Eur. J. Phys., vol. C27 pp. 49–55, 2003. hep-ph/0207315.

[8] A. H. Hoang and T. Teubner. Top quark pair production close to threshold: Top mass,
width and momentum distribution. Phys. Rev., vol. D60 p. 114027, 1999. CERN-TH-99-
59, DESY-99-047, hep-ph/9904468.

[9] A. H. Hoang and T. Teubner. Top quark pair production at threshold: Complete next-
to-next-to-leading order relativistic corrections. Phys. Rev., vol. D58 p. 114023, 1998.
UCSD-PTH-98-01, DESY-98-008, hep-ph/9801397.

[10] M. Skrzypek and S. Jadach. Exact and approximate solutions for the electron nonsinglet
structure function in QED. Z.Phys., vol. C49 pp. 577–584, 1991.

[11] A. Hoang and M. Stahlhofen. NNLL Top-Antitop Production at Threshold. 2011.
arXiv:1111.4486 [hep-ph].

[12] R. Assmann et al. Calibration of centre-of-mass energies at LEP 2 for a precise measure-
ment of the W boson mass. Eur.Phys.J., vol. C39 pp. 253–292, 2005.

[13] A. Hinze and K. Mönig. Measuring the beam energy with radiative return events. eConf,
vol. C050318 p. 1109, 2005.

14

63



LC-REP-2013-007
IFIC/13-06

A precise determination of top quark
electroweak couplings at the ILC

operating at
√
s = 500GeV

M.S. Amjad1, M. Boronat2, T. Frisson1, I. Garc̀ıa Garc̀ıa2,
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Abstract

Top quark production in the process e+e− → tt at a future linear electron
positron collider with polarised beams is a powerful tool to determine the scale
of new physics. The presented study assumes a centre-of-mass energy of

√
s =

500 GeV and a luminosity of L = 500 fb−1 equality shared between the incoming
beam polarisations of Pe−,+ = ±0.8,∓0.3. Events are selected in which the
top pair decays semi-leptonically. The study comprises the cross sections, the
forward-backward asymmetry and the slope of the helicity angle asymmetry.
The vector, axial vector and tensorial CP conserving couplings are separately
determined for the photon and the Z0 component. The sensitivity to new
physics would be dramatically improved w.r.t. to what expected from LHC for
electroweak couplings.

1 Introduction

The top quark, or t quark, is by far the heaviest elementary particle of the Stan-
dard Model. Its large mass implies that this is the Standard Model particle that is
most strongly coupled to the mechanism of electroweak symmetry breaking. For this

∗Corresponding author: poeschl@lal.in2p3.fr
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and other reasons, the t quark is expected to be a window to any new physics at the
TeV energy scale. New physics will modify the electro-weak ttX vertex described
in the Standard Model by Vector and Axial vector couplings V and A to the vector
bosons X = γ, Z0,

Generally speaking, an e+e− linear collider (LC) can measure t quark electroweak
couplings at the % level. In contrast to the situation at hadron colliders, the leading-
order pair production process e+e− → tt goes directly through the ttZ0 and ttγ
vertices. There is no concurrent QCD production of t quark pairs, which increases
greatly the potential for a clean measurement. In the literature there a various ways
to describe the current at the ttX vertex. The Ref. [1] uses

ΓttXµ (k2, q, q) = ie

{
γµ

(
F̃X

1V (k2) + γ5F̃
X
1A(k2)

)
+

(q − q)µ
2mt

(
F̃X

2V (k2) + γ5F̃
X
2A(k2)

)}
.

(1)
with k2 being the four momentum of the exchanged boson and q and q the four vectors
of the t and t quark. Further γµ with µ = 0, .., 3 are the Dirac matrices describing
vector currents and γ5 = iγ0γ1γ2γ3 is the Dirac matrix allowing to introduce an axial
vector current into the theory

The Gordon composition of the current reads

ΓttXµ (k2, q, q) = −ie
{
γµ
(
FX

1V (k2) + γ5F
X
1A(k2)

)
+
σµν
2mt

(q + q)µ
(
iFX

2V (k2) + γ5F
X
2A(k2)

)}
,

(2)

with σµν = i
2

(γµγν − γνγµ). The couplings or form factors F̃X
i and FX

i appearing in
Eqs. 1 and 2 are related via

F̃X
1V = −

(
FX

1V + FX
2V

)
, F̃X

2V = FX
2V , F̃X

1A = −FX
1A , F̃X

2A = −iFX
2A . (3)

Within the Standard Model the Fi have the following values:

F γ,SM
1V = −2

3
, F γ,SM

1A = 0, FZ,SM
1V = − 1

4swcw

(
1− 8

3
s2
w

)
, FZ,SM

1A =
1

4swcw
, (4)

with sw and cw being the sine and the cosine of the Weinberg angle θW . The coupling
F γ

2V is related via F γ
2V = Qt(g−2)/2 to the anomalous magnetic moment (g−2) with

Qt being the electrical charge of the t quark. The coupling F2A is related to the dipole
moment d = (e/2mt)F2A(0) that violates the combined Charge and Parity symmetry
CP . Note, that all the expressions above are given at Born level. Throughout the
article no attempt will be made to go beyond that level.

Today, the most advanced proposal for a linear collider is the International Linear
Collider, ILC [2,3], which can operate at centre-of-mass energies between about
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0.1 TeV to 1 TeV. The ILC provides an ideal environment to measure these couplings.
The tt pairs would be copiously produced, several 100,000 events at

√
s = 500 GeV

for an integrated luminosity of 500 fb−1. It is possible to almost entirely eliminate the
background from other Standard Model processes. The ILC will allow for polarised
electron and positron beams. With the use of polarised beams, t and t quarks ori-
ented toward different angular regions in the detector are enriched in left-handed or
right-handed t quark helicity [4]. This means that the experiments can independently
access the couplings of left- and right-handed chiral parts of the t quark wavefunction
to the Z0 boson and the photon. In principle, the measurement of the cross section
and forward-backward asymmetry AtFB for two different polarisation settings allows
extracting both, the photon and Z0 couplings of the t quark for each helicity state.
This study introduces the angle of the decay lepton in semi-leptonic decays of the tt
in the rest frame of the t quark. This angle will be called the helicity angle. The
slope of the resulting angular distribution is a measure for the fraction of t quarks in
left-handed helicity state, tL and right-handed helicity state, tR, in a given sample.
There are therefore six independent observables

• The cross section;

• The forward backward asymmetry AtFB;

• The slope of the distribution of the helicity angle;

for two beam polarisations. This allows for a separate extraction of the six CP
conserving form factors defined for the Z0 and the photon: F1V , F1A and F2V .

This article is organised as follows. After this introduction the experimental en-
vironment and the used data samples will be introduced. After that the selection of
semi-leptonic decays of the tt pair will be presented and the selection efficiencies will
be given. The determination of AtFB will be followed by the extraction of the slope of
the distribution of the helicity angle.. This leads finally to the independent extraction
of up to six form factors as explained above. This study goes therefore beyond earlier
studies published in [5,6].

2 Observables and Form Factors

According to [7], the cross section for any process in e+e− collisions in case of
polarised beams can be written as

σP,P ′ =
1

4
[(1− PP ′)(σ−,+ + σ+,−) + (P − P ′)(σ+,− − σ−,+)] (5)
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In this equation the symbols − and + indicate full polarisation of the incoming
beams with electrons and positrons of left-handed, L, or right-handed, R, helicity,
respectively. The configurations σ−,− and σ+,+ have been neglected due to helicity
conservation at the electron vertex in the high energy limit. The degree of polarisation
of the incoming beams is expressed by P , for electrons, and P ′, for positrons.

In case of polarised beams Ref. [8] suggests to express the form factors introduced
in Sec. 1 in terms of the helicity of the incoming electrons,

FLij = −F γ
ij +

(−1
2

+ s2
w

swcw

)( s

s−m2
Z

)
FZ
ij

FRij = −F γ
ij +

( s2
w

swcw

)( s

s−m2
Z

)
FZ
ij , (6)

with i = 1, 2 and j = V,A and mZ being the mass of the Z0 boson. The cross section
for tt quark production for electron beam polarisation I = L,R reads

σI = 2ANcβ
[
(1 + 0.5γ−2)(F I1V )2 + (F I′1A)2 + 3F I1VF I2V

]
, (7)

where A = 4πα2

3s
with the running electromagnetic coupling α and Nc is the number

of quark colours. Furthermore γ and β are the Lorentz factor and the velocity,
respectively. The term F I′1A = βF I1A describes the reduced sensitivity to axial vector
couplings near the tt production threshold. The cross sections at the Born level of
the signal process e+e− → tt and the main Standard Model background processes at
a centre-of-mass energy of 500 GeV are summarised in Table 1.

Channel σunpol. [fb] σ−,+ [fb] σ+,− [fb] ASM
LR %

tt 572 1564 724 36.7
µµ 456 969 854 6.3∑

q=u,d,s,c qq 2208 6032 2793 36.7

bb 372 1212 276 62.9
γZ0 11185 25500 19126 14.2
WW 6603 26000 150 98.8
Z0Z0 422 1106 582 31.0
Z0WW 40 151 8.7 89
Z0Z0Z0 1.1 3.2 1.22 45

Table 1: Unpolarised cross-sections and cross-sections at the Born level for 100% beam
polarisation for signal and background processes. The last column gives the left right
asymmetry as expected from the Standard Model.
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The forward-backward asymmetry AtFB can be expressed as

(AtFB)I =
−3F I′1A(F I1V + F I2V )

2
[
(1 + 0.5γ−2)(F I1V )2 + (F I′1A)2 + 3F I1VF I2V

] , (8)

which in the Standard Model takes the values (AtFB)L = 0.38 and (AtFB)R = 0.47.

The fraction of right-handed tops is given by the following expression:

(FR)I =
(FI1V )2(1 + 0.5γ−2) + (FI′1A)2 + 2FI1V FI

′
1A + 2FI2V (3FI1V + 2FI′1A)− βFI1VRe(FI2A)

2
[
(1 + 0.5γ−2)(FI1V )2 + (FI′1A)2 + 3FI1V FI2V

] . (9)

The values expected in the Standard Model are (FR)L = 0.25 and (FR)R = 0.76.
The Eq. 9 contains a CP violating term proportional to Re(F I2A). This term will
not be determined in ths present study but can also be precisely estimated using
CP violating observables, see later in Tab. 5. This implies that CP conserving form
factors can be fully disentangled without the assumption of CP conservation.

3 Experimental environment and data samples

The International Linear Collider is a proposal for a linear electron-positron ac-
celerator at the TeV scale. For a detailed description of the machine the reader is
referred to [2,3]. For the studies presented in this article it is important to emphasise
that the machine can deliver polarised electron and positron beams. At a centre-of-
mass energy of

√
s = 500 GeV the envisaged degree of polarisation is 80% in case of

electrons and 30% in case of positrons.

The ILD detector is designed as a detector for Particle Flow. This means that
the jet energy measurement is based on the measurement of individual particles [9].
A detailed description of the current model of the ILD detector can be found else-
where [10]. The z-axis of the right handed co-ordinate system is given by the direction
of the incoming electron beam. Polar angles given in this note are defined with re-
spect to this axis. The most important sub-detectors for this study are described in
the following.

• The vertex detector consists of three double layers of silicon extending be-
tween 16 mm and 60 mm in radius and between 62.5 mm and 125 mm in z
direction. It is designed for an impact parameter resolution of σrφ = σrz =

5⊕ 10/(psin
3
2 θ)µm.

• The measurement of charged tracks is supported by an inner Silicon Tracker
(SIT) in the central region and by a set of silicon disks in forward direction, i.e.
towards large absolute values of cosθ.
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• The ILD detector contains a large Time Projection Chamber (TPC) with an
inner sensitive radius of 395 mm and an outer sensitive radius of 1743 mm. The
half length in z is 2250 mm. Recent simulation studies confirm that the mo-
mentum of charged particle tracks can be measured to a precision of δ(1/PT ) ∼
2 × 10−5 GeV−1. Here PT denotes the transverse component of the three mo-
mentum P of the particles.

• The electromagnetic calorimeter is a SiW sampling calorimeter. Its longitudinal
depths of 24 X0 allows for the complete absorption of photons with energies of
up to 50 GeV as relevant for the studies here. The simulated energy resolution
of the electromagnetic calorimeter is ∆E

E
= 15%/

√
E [GeV]

• The hadronic calorimeter surrounds the electromagnetic calorimeter and com-
prises 4.5 interaction length λI .

Two proposals exist for the hadronic calorimeter. A semi-digital variant con-
sisting of steel absorbers and gas RPC chambers with a pixel size of 1×1 cm2 as
active material. The second one features scintillating tiles with size of 3×3 cm2

as active material. The latter option is employed in the present work.

3.1 Event generation and technical remarks

The events are generated with version 1.95 of the WHIZARD event generator [11,12]
in the form of six fermion final states of which tt events form a subsample.

The generated events are then passed to the PYTHIA simulation program to
generate parton shower and subsequent hadronisation. Events are selected for which
the difference between the invariant masses of the three fermion systems forming a
top from WHIZARD and the input t mass to WHIZARD of 174 GeV is smaller than
5Γt. Here Γt is the total decay width of the t quark. By this only about 70% of the
events generated by WHIZARD are recognised as tt events and treated accordingly.
The following analysis is based on the described sub-selection of events.

The study has been carried out on a fully polarised sample. Realistic values of
the beam polarisations at the ILC at

√
s = 500 GeV are however P ,P ′ = ±0.8,∓0.3.

The cross section and therefore its uncertainty scales with the polarisation according
to Eq. 5. The observables AtFB and λt vary only very mildly with the beam polarisa-
tion. Again, the reduced cross section leads to a higher statistical error for non-fully
polarised beams. This will be correctly taken into account in the uncertainty of the
results.

Events corresponding to a luminosity of 250 fb−1 for each of the polarisation con-
figurations were subject to a full simulation of the ILD detector and subsequent event
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reconstruction using the version ILD o1 v05 of the ILC software. In Ref. [13] it was
shown that the background can be nearly eliminated for the semi-leptonic final state
(95% purity). Therefore at this stage none of the listed background processes are
included in the analysis.

4 Event selection

The analysis starts out from the studies presented in detail in [13]. The samples
analysed here contain background generated by beam beam interactions, so-called
γγ background. No cut to remove this background is applied in this analysis. Such
a study is left for future work. The produced t(t)-quark decays almost exclusively
in to a bW pair. The b quark hadronises giving rise to a jet. The W boson can
decay hadronically into light quarks, which turn into jets, or leptonically into a pair
composed by a charged lepton and a neutrino. The semi-leptonic process is defined
by events in which one W decays hadronically while the other one decays leptonically,
i.e.

tt→ (bW )(bW )→ (bqq′)(b`ν) (10)

In the Standard Model the fraction of semi-leptonic final states in e+e− → tt is about
43%. The charged lepton allows for the determination of the t quark charge. The
t quark mass is reconstructed from the hadronically decaying W which is combined
with one of the b-quark jets. In general leptons are identified using typical selection
criteria. The lepton from the W boson decay is either the most energetic particle in
a jet or has a sizeable transverse momentum w.r.t. neighboured jets. More specific
the following criteria are applied

xT = pT,lepton/Mjet > 0.25 and z = Elepton/Ejet > 0.6, (11)

where Elepton is the energy and pT,lepton the transverse momentum of the lepton within
a jet with energy Ejet and mass Mjet. The decay lepton in case of e and µ can be
identified with an efficiency of about 85%, where the selection has a tendency to reject
low momentum leptons. The τ leptons can decay themselves into e or µ, which are
collinear with the produced τ but have lower momentum than primary decay leptons.
Taking into account the τ leptons, the efficiency to identify the decay lepton is about
70%.

The identified lepton is removed from the list of reconstructed particles and the
remaining final state is again clustered into four jets. Two of these must be identified
as being produced by the b-quarks of the t quark decay. The b-likeness or b-tag is
determined with the LCFIPlus package, which uses information of the tracking system
as input. Secondary vertices in the event are analysed by means of the jet mass, the
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decay length and the particle multiplicity. The jets with the highest b-tag values are
selected. As shown in Fig. 1 the higher b-tag value is typically 0.92 while the smaller
one is still around 0.65.
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Figure 1: The b-tag values as a function of the polar angle of the jets with the highest b-tag
value (black dots) and of that with the second highest b-tag value (blue dots).

These values are nearly independent of the polar angle of the b quark jet but drop
towards the acceptance limits of the detector. Finally, the two remaining jets are
associated with the decay products of the W boson. The signal is reconstructed by
choosing that combination of b quark jet and W boson that minimises the following
equation:

d2 =

(
mcand. −mt

σmt

)2

+

(
Ecand. − Ebeam

σEcand.

)2

+

(
p∗b − 68

σp∗b

)2

+

(
cosθbW − 0.23

σcosθbW

)2

(12)

In this equation mcand. and Ecand. are invariant mass and energy of the t quark candi-
date decaying hadronically, respectively, and mt and Ebeam are input t mass and the
beam energy of 250 GeV. Beyond that it introduces the momentum of the b quark
jet in the centre-of-mass frame of the t quark, p∗b and the angle between the b quark

8

71



and the W boson. The measured values are compared with the expected ones and
the denominator is the width of the measured distributions. Distribution of latter
two observables are shown in Fig. 2. Note, that the figure shows separately good and
badly reconstructed events. This is explained in Sec. 5. Further cuts on jet thrust
T < 0.9 and on the hadronic mass of the final state 180 < mhad. < 420 GeV are
applied. In addition the mass windows for the reconstructed W -boson and t-quark
are chosen to 50 < mW < 250 GeV and 120 < mt < 270 GeV.
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(a) Momentum of b jet at top rest frame.

)  0.23
Wb

θcos(
1 0.8 0.6 0.4 0.2 0 0.2 0.4 0.6 0.8 1

200

400

600

800

1000

1200

1400

1600

1800

all rec
all rec

Good combinaison

Bad combinaison

(b) Angle between b-jet and W.

Figure 2: Distributions of the momentum of the b quark jet in the centre-of-mass frame of
the t quark, p∗b and the cosine of the angle θbW between the b quark and the W boson.

The entire selection retains 53.5% signal events for the configuration P ,P ′ =
−1,+1 and 56.5% for the configuration P ,P ′ = +1,−1.

5 Measurement of the forward backward asymmetry

Garc̀ıa For the determination of the forward-backward asymmetry AtFB, the num-
ber of events in the hemispheres of the detector w.r.t. the polar angle θ of the t quark
is counted, i.e.

AtFB =
N(cosθ > 0)−N(cosθ < 0)

N(cosθ > 0) +N(cosθ < 0)
. (13)

Here, the polar angle of the t quark is calculated from the decay products in the
hadronic decay branch. The direction measurement depends on the correct associa-
tion of the b quarks to the jets of the hadronic b quark decays. The analysis is carried
out separately for a left-handed polarised electron beam and for a right handed po-
larised beam. Therefore, two different situations have to be distinguished, see also
Fig. 3:
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• In case of a right-handed electron beam the sample is expected to be enriched
with t-quarks with right-handed helicity [4]. Due to the V − A structure of
the standard model an energetic W boson is emitted into the flight direction
of the t-quark. The W boson decays into two energetic jets. The b quark from
the decay of the t quark are comparatively soft. Therefore, the direction of
the t quark is essentially reconstructed from the direction of the energetic jets
from the W boson decay. This scenario is thus insensitive towards a wrong
association of the jet from the b quark decay to the jets from the W boson
decay

• In case of a left-handed electron beam the sample is enriched with t quarks
with left-handed helicity. In this case the W boson is emitted opposite to the
flight-direction of the t quark and gains therefore only little kinetic energy. In
fact for a centre-of-mass energy of 500 GeV the W boson is nearly at rest. On
the other hand the b quarks are very energetic and will therefore dominate the
reconstruction of the polar angle of the t quark. In this case a wrong association
of the jets with that from the b quark can flip the reconstructed polar angle by
π giving rise to migrations in the polar angle distribution of the t quark.

The explanations above apply correspondingly to polarised positron beams and t-
quarks.

�
blep.

q

bhad.

q′

�
blep.

q

bhad.

q′

Figure 3: In case of a tR decay, the jets from the W dominate the reconstruction of the
polar angle of the t quark. In case of a tL the W is practically at rest and jets from the
b quark dominate the and reconstruction of the polar angle of the t quark.

The described scenarios are encountered as shown in Figure 4. First, the recon-
structed spectrum of polar angles of the t quark in the case of right handed electron
beams is in resonable agreement with the generated one. On the other hand the recon-
struction of cos θt in case of left-handed t quarks suffers from considerable migrations.
As discussed, the migrations are caused by a wrong association of jets stemming from
b quarks to jets stemming from W decays. This implies that the reconstruction of
observables will get deteriorated. This implication motivates to restrict the determi-
nation of AtFB in case of P ,P ′ = −1,+1 to cleanly reconstructed events as already
studied previously in [14,15].

The quality of the reconstructed events is estimated by the following quantity
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Figure 4: Reconstructed forward backward asymmetry compared with the prediction by
the event generator WHIZARD for two configurations of the beam polarisations.

χ2 =

(
γt − 1.435

σγt

)2

+

(
E∗b − 68

σE∗b

)2

+

(
cosθbW − 0.26

σcosθbW

)2

(14)

The observables p∗b and cosθbW have already been introduced in Sec. 4. The defined
χ2 comprises in addition the Lorentz factor γt = Et/Mt of the final state t quark,
which is shown in Figure 5. The correct association of the of jets from b quarks
to that from W bosons is checked with the MC truth information Events in which
this association went wrong, labelled as bad combination in Figs. 2 and 5, lead to a
distorted distribution in these observables.

For χ2 < 15 the reconstructed spectrum agrees very well with the generated one.
For this cut on χ2, the reconstruction efficiency is 27.6%. The Fig. 6 demonstrates
the improved agreement between the reconstructed and generated direction of the
t quark direction in case P ,P ′ = −1,+1. The forward-backward asymmetry AtFB
can be derived from these angular distributions. For completeness it has to be noted
that effects of beam related γγ background on the angular distribution have been
studied. The reconstruction of the angular distribution works better without these
effects. The detailed treatment and quantification of these effects is left for further
studies.

The numerical results are given in Tab. 2 and compared with the generated
value. The statistical error is corrected for the realistic beam polarisations P ,P ′ =
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Figure 5: Lorentz factor of the top to define the quantity χ2, see Eq. 14, for the selection
of well reconstructed events in case of P,P ′ = −1,+1 beam polarisation.

±0.8,∓0.3. It shows that for the standard luminosity statistical precisions of better
than 2% can be expected. When selecting well reconstructed events the systematic
error due to the ambiguities is expected to be significantly smaller than the statistical
error.

P ,P ′ (AtFB)gen. AtFB (δAFB
/AFB)stat. [%]

−1,+1 0.360 0.359 1.7 (for P ,P ′ = −0.8,+0.3)
+1,−1 0.433 0.410 1.3 (for P ,P ′ = +0.8,−0.3)

Table 2: Statistical precisions expected for AtFB for different beam polarisations.

6 Determination of the slope of the helicity angle distribu-
tion

The helicity approach has been suggested for top studies at Tevatron [16]. In the
rest system of the t quark, the angle of the lepton from the W boson is distributed
like:
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Figure 6: Reconstructed forward backward asymmetry compared with the prediction by the
event generator WHIZARD after the application of a on χ2 < 15 for the beam polarisations
P, P ′ = −1,+1 as explained in the text. Note that no correction is applied for the beam
polarisations P,P ′ = +1,−1

1

Γ

dΓ

dcosθhel
=

1 + λtcosθhel
2

=
1

2
+ (2FR − 1)

cosθhel
2

λt = 1 for tR λt = −1 for tL (15)

This angular distribution is therefore linear and very contrasted between tL and tR.
In practice there will be a mixture of tR and tL (beware that here L and R mean left
and right handed helicities) and λt will have a value between -1 and +1 depending
on the composition of the t quark sample.

According to [16], the angle θhel is measured in the rest frame of the t quark with
the z-axis defined by the direction of motion of the t quark in the laboratory. As dis-
cussed in [4] this definition of θhel is not unique but some detailed investigations not
reproduced in this note have shown that the choice of [16] seems optimal. The observ-
able cosθhel is computed from the momentum of the t quark decaying semi-leptonically
into a lepton, a b quark and a neutrino. If ISR effects (with the photon lost in the
beam pipe) are neglected, one can simply assume energy momentum conservation.
This, by means of the energy-momentum of the t quark decaying hadronically, al-
lows for deducing the energy-momentum of the t quark decaying semi-leptonically. A
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Lorentz transformation boosts the lepton into the rest system of the t quark. This
should give a very precise knowledge of cosθhel. To determine the helicity angle only
the angle of the lepton needs to be known. For the leptonic decays of the τ lepton,
which significantly contribute to this analysis (10-15%), the charged lepton and the
τ lepton are approximately collinear and therefore the method remains valid.

6.1 Analysis of the helicity angle distribution

Based on the selection introduced in Sec. 4 the angular distribution of the decay
lepton in the rest frame of the t quark is shown in Fig. 7 for fully polarised beams.

)helθcos(
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0

0.2

0.4

0.6

0.8

1
R
+eL

-e
L
+eR

-e
Generator - Whizard
Reconstructed

Figure 7: Polar angle of the decay lepton in the rest frame of the t quark.

The distribution exhibits a drop in reconstructed events towards cosθhel = −1.
This drop can be explained by the event selection which suppresses leptons with small
energies. Outside this region and in contrast to e.g. the forward-backward asymmetry
the reconstructed angular distribution agrees very well with the generated one. This
means that this observable suffers much less from the migration effect described in
Sec. 5. It is therefore not necessary to tighten the selection in the same way as
for AtFB. The reason for the bigger robustness of the angular distribution can be
explained by kinematics.

As outlined in Sec. 5 the migrations described there are provoked mainly by lon-
gitudinally polarised, soft W bosons from the decay of left handed t quarks. The
WL boson decay proportional to sin2θ. Therefore any boost into the rest frame of the
top leads predominantly to leptons with cosθhel < 0.
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The parameter λt can be derived from the slope of the helcity angle distribu-
tion that is obtained by a fit to the linear part of the angular distribution in the
range cosθhel = [−0.6, 0.9]. The results are summarised in Table 3 for the two initial
beam polarisations P = ±1 and P ′ = ∓1, where the statistical error is given for
P ,P ′ = ∓0.8,±0.3. The results are compared with the values of λt as obtained for
the generated sample. A quarter of shift between the generated and the reconstructed
value is taken into account for the systematic error of the measurement. The result
changes by about 1% when changing the fit range to cosθhel = [(−0.4, 0.5), 0.9]. The
errors on the slope from the variation of the fit range and that from the difference
between generated and reconstructed slope are added in quadrature.

P ,P ′ (λt)gen. (λt)rec. (δλt)stat. (δλt)syst.
for P ,P ′ = ∓0.8,±0.3

−1,+1 -0.514 -0.476 0.011 0.011
+1,−1 0.546 0.510 0.016 0.010

Table 3: Results on λt derived from the slope of the helicity angle distribution with errors
for different beam polarisations at the ILC.

7 Discussion of systematic uncertainties

In the previous sections measurements of either cross sections or asymmetries have
been presented. This section makes an attempt to identify and quantify systematic
uncertainties, which may influence the precision measurements.

• Luminosity: The luminosity is a critical parameter for cross section measure-
ments only. The luminosity can be controlled to 0.1% [17].

• Polarisation: The polarisation is a critical parameter for all analyses. It enters
directly the cross section measurements. The studies for the DBD using W
pair production [18] lead to an uncertainty of 0.1% for the polarisation of the
electron beam and to an uncertainty of 0.35% for the polarisation of the positron
beam. This translates into an uncertainty of 0.25% on the cross section for
P ,P ′ = −0.8,+0.3 and 0.18% on the cross section for P ,P ′ = +0.8,−0.3 The
uncertainty on the polarisation can be neglected with respect to the statistical
uncertainty for AtFB and λt.

• Migrations: It has been shown in Sec. 5 that migrations have to be taken into
account for the measurement of AtFB, in particular for the polarisations P ,P ′ =
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−1,+1. These migrations are reduced by stringent requirements on the event
selection using a χ2 analysis. This in turn leads to a penalty in the efficiency.
The success of the method depends in addition on a very sharp measurement
of the variables used for the χ2 analysis. A review of the procedure to handle
the ambiguities will however be made in future studies. In the ideal case the
ambiguities can be eliminated by a proper measurement of the charge of the
b quark from the t decay.

• Other experimental effects: There is a number of other experimental effects
imaginable like acceptance, uncertainties of the b tagging or the influence pas-
sive material. These effects depend on the experimental conditions that will
really be encountered. The LEP experiments quote a systematic uncertainty on
Rb of 0.2% a value which may serve as a guiding line for values to be expected
at the ILC.

• Theory: The analysis performed here considers only the Born-level tt produc-
tion diagrams. The electroweak corrections have been estimated in Ref. [19] and
QCD corrections in [20]. Even if the corrections themselves are sizeable, the
theoretical uncertainty on the total and differential production rate is not ex-
pected to dominate over the experimental uncertainties. A further complication
arises from several other processes that yield the same final state. Single top
production at the LC in association with a W boson and bottom quark (through
WW ∗ production) leads to the same final state as t quark pair production. The
interference between single t and t quark pair production processes is sizeable
and must be taken into account in a realistic experimental strategy. This is left
for a future study.

As a summary it can be concluded that the total systematic uncertainties will not
exceed the statistical uncertainties. This, however, requires an excellent control of a
number of experimental quantities on which the results depend.

8 Interpretation of results

The results on the reconstruction efficiency, AtFB and λt presented in the previous

sections are transformed into precisions on the form factors F̃i. The results are sum-
marised in Table 4 and Figure 8 and are compared with results of earlier studies for
a linear e+e− collider as published in the TESLA TDR [6] as well as with precisions
expected for the LHC. For completeness, Tab. 5 compares sensitivites expected at the
LHC with the results from the TESLA TDR [6] for CP violating form factors not
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Coupling SM value LHC [1] e+e− [6] e+e−[ILC DBD]

L = 300 fb−1 L = 300 fb−1 L = 500 fb−1

P,P ′ = −0.8, 0 P,P ′ = ±0.8,∓0.3

∆F̃ γ1V 0.66 +0.043
−0.041

−
−

+0.002
−0.002

∆F̃Z1V 0.23 +0.240
−0.620

+0.004
−0.004

+0.003
−0.003

∆F̃Z1A -0.59 +0.052
−0.060

+0.009
−0.013

+0.005
−0.005

∆F̃ γ2V 0.015 +0.038
−0.035

+0.004
−0.004

+0.003
−0.003

∆F̃Z2V 0.018 +0.270
−0.190

+0.004
−0.004

+0.006
−0.006

Table 4: Sensitivities achievable at 68.3% CL for CP conserving form factors F̃X1V,A and

F̃X2V defined in Eq. 1 at the LHC and at linear e+e− colliders. The assumed luminosity
samples and, for e+e− colliders, the beam polarisation, are indicated. In the LHC studies
and in earlier studies for a linear e+e− collider as published in the TESLA TDR [6] study,
only one coupling at a time is allowed to deviate from its Standard Model value. In the
present study, denoted as ILC DBD, the form factors are allowed to vary independently.
The sensitivities are based on statistical errors only.

calculated in the present study. Note, that in the LHC and TESLA studies only one
form factor was varied at a time while here all six form factors are varied simultane-
ously. It is obvious that the measurements at an electron positron collider leads to
a spectacular improvement and thus allow for a profound discussion of effects of new
physics. Two examples are given in the following.

8.1 An example: The Randall-Sundrum scenario

The sensitivity new physics can be parameterised by general dimension six oper-
ators contributing to the ttγ and ttZ0 vertex [21]. However, the potential of the ILC
might be demonstrated more clearly by presenting a concrete example with one par-
ticular model. In the original model of Randall and Sundrum [22] there are additional
massive gauge bosons in an assumed extra dimension. The modelpredicts increased
couplings of the t quark, and perhaps also the b quark, to these Kaluza-Klein parti-
cles. Following the analysis in [23,24,25], one can fix the parameters of the model
so that these enhancements fit the two anomalies observed in the forward-backward
asymmetry for b quarks AbFB at LEP1 and for t quarks AtFB at the Tevatron. This
gives a viable model of t quark interactions associated with top and Higgs compos-
iteness. Figure 9 shows the expected modifications of the helicity angle distributions
within this scenario for a Kaluza-Klein mass of MKK = 2 TeV. Staying within the
framework of the Randall-Sundrum model, the ILC at

√
s = 500 GeV can observe
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Coupling LHC [1] e+e− [6]

L = 300 fb−1 L = 300 fb−1

P,P ′ = −0.8, 0

∆Re F̃ γ2A
+0.17
−0.17

+0.007
−0.007

∆Re F̃Z2A
+0.35
−0.35

+0.008
−0.008

∆ImF̃ γ2A
+0.17
−0.17

+0.008
−0.008

∆ImF̃Z2A
+0.035
−0.035

+0.015
−0.015

Table 5: Sensitivities achievable at 68.3% CL for the top quark magnetic and electric dipole
form factors F̃ V2A defined in Eq. 1, at the LHC and at for a linear e+e− collider as published in
the TESLA TDR [6]. The assumed luminosity samples and, for TESLA, beam polarisation,
are indicated. In the LHC study and in the TESLA study only one coupling at a time is
allowed to deviate from its Standard Model value. The sensitivities are based on statistical
errors only

more than three standard deviations on t quark couplings for masses of Kaluza-Klein
particles of up to 50 TeV.

8.2 The anomalous magnetic moment (g − 2)t

The determination of F̃ γ
2V gives access to anomalous magnetic moment (g − 2)t

in a rather simple way. For instance F̃ γ
2V = Qt(g − 2)t/2. (g − 2)t receives Standard

Model contributions from QED, QCD and electroweak interactions [26]. One sees
that this quantity will be measured to about 10% accuracy.

What is known about (g − 2)t ? In Ref. [27] it said that the limits on gt come
from the reaction b→ sγ giving a very crude constraint :

− 3.5 < gt < 3.6 (16)

The expected precision on (g − 2)t/2 of 0.1% is proportional to mt/M where M is
the scale of compositeness. It follows hence that with the accuracy expected at the
ILC the compositeness of the t quark can be tested up to about 100 TeV.

9 Summary and outlook

This article presents a comprehensive analysis of tt quark production using the
semi-leptonic decay channel. Results are given for a centre-of-mass energy of

√
s =
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Figure 9: Distributions of the helicity angle cosθhel expected from the Standard Model (thick
lines) and their modifications by the Randall-Sundrum framework (thin lines) described in
the text. The results are shown for beam polarisations of P,P ′ = ±0.8,∓0.3.

500 GeV and an integrated luminosity of L = 500 fb−1 shared equally between the
beam polarisations. P = ±0.8 and P ′ = ∓0.3.

Semi-leptonic events, including those with τ leptons in the final state can be
selected with an efficiency of about 55%. The cross section of the semi-leptonic
channel of tt quark production can therefore be measured to a statistical precision
of about 0.5%. The second observable is the forward-backward asymmetry AtFB. It
was shown that in particular for predominantly left handed polarisation of the initial
electron beam the V −A structure leads to migrations, which distort the theoretical
expected AtFB. These migrations can be remedied by tightening the selection criteria
of the events. Taking into account this correction the forward-backward asymmetry
can be determined to a precision of better than 2% for both beam polarisations.
Finally, the study introduced the slope of the helicity angle distribution, which is a
new observable for ILC studies. This observable measures the fraction of t quarks
of a given helicity in the event sample. This variable is very robust against e.g. the
migration effects and can be measured to a precision of about 4%.

The observables together with the unique feature of the ILC to provide polarised
beams allow for a disentangling of the individual couplings of the t quark to the
Z0 boson and the photon. These couplings can be measured with high precision at
the ILC and always more than one order of magnitude better than it will be possible
at the LHC with L = 300 fb−1. This precision would allow for the verification of a
great number of models for physics beyond the Standard Model. Examples for these
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models are extra dimensions and compositeness. The current analysis allows in the
future to define observables to e.g. measure CP violation or to test other theoretical
models. They constitute therefore a perfect basis for discussions with theoretical
groups.

It has to be noted that the results contain only partially experimental systematical
errors. These will have to be estimated in future studies. From the achieved precision
it is mandatory that systematics are controlled to the 1% level or better in particular
for the measurement of the cross section.
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√

s = 500GeV for fully hadronic decays
of the tt̄ pair
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Abstract

We determine the statistical precision for the forward back asym-
metry At

FB in e+e− → tt̄ for the fully hadronic decay mode tt̄ →
(bqq̄)(b̄qq̄) at

√
s = 500 GeV. Results are given for the beam polari-

sations P (e−, e+) = (−80%,+30%) and P (e−, e+) = (+80%,−30%)
for an integrated luminosity of 250 fb−1 for each polarisation. Only
signal events are used for the analysis, with γγ overlay. The expected
precisions are 2.9% in case of P (e−, e+) = (−80%,+30%) and 3.2% in
case of P (e−, e+) = (+80%,−30%).

1 Introduction

Top quark physics is one of the most important channels at ILC. The forward
backward asymmetry AtFB for fully hadronic decays of the top or t quarks
was determined in the Letter of Intent of the ILD concept [1] for the beam po-
larisations P, P ′ = −0.8,+0.3 of the incoming electron and positron beams,
respectively. The charge was to repeat this analysis for the detector DBD.
Therefore, the analysis presented in this short note follows closely the pro-
cedure described in [2]. It is also a test for the updated software packages
mainly ILCSoft and LCFIPlus.

2 Event selection

The present study assumes a centre-of-mass energy of
√
s = 500GeV and a

luminosity of L = 500 fb−1 equality shared between the beam polarisations
P, P ′ = ±0.8,∓0.3 of the incoming electron and positron beams.

We use the data generated with WHIZARD 1.95. The analysis is carried
out on samples with fully polarised beams and then corrected for the realistic
case of non-full beam polarisation.We select the signal events for analysis,
for which a tt̄ pair is required to be present in the generated event record. For
more details about the input samples, please read the Technical Remarks at
the end of this note. The software version ILCSoft 01-16 is used for event
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reconstruction. The package LCFIPlus v00-05-02 is used for flavor tagging
and vertex charge reconstruction.

The t quark decays nearly exclusively into a pair of b quarks andW bosons.
The b quarks hadronise into a jet, called b jet hereafter, which contains a
B meson. The six jet final state is reconstructed using the Durham jet finder.
Subsequently the jets are analysed with the LCFIPlus package, which assigns
a b likeness called b -tag to the jet. The two jets with the highest b-tag values
are considered to be the jets from the b quarks. Events for which one of the
b-tag values is smaller than 0.3 are rejected. The two W bosons are recon-
structed from the remaining four jets. A combination of two jets, which are
closest to the W mass, mW , is defined to be W1 while the remaining two are
combined into W2.

After having reconstructed the jets from W bosons and b quark jets, the
jets are combined to form t quarks. Out of four possible combinations of
two b jets with these Ws, Top = Wi + bk with i, k = (1, 2), two tops are
reconstructed with the minimal χ2.

χ2 =

(
mt − 174

σmt

)2

+

(
Et − 250

σEt

)2

+

(
p∗b − 69

σp∗b

)2

,

with
p∗b = γpb(1− βt · cos(θtb))

being the momentum of the b quark in the rest frame of the t quark, Et the
energy of the t quark candidate and mt the mass of the t quark.

The defined χ2 is a quality criterium for the events and only events that
satisfy χ2

1 < 20 and χ2
2 < 40 are retained. Finally, events are selected for

which both t quarks and bothW bosons are in the range 50 < mt < 200GeV
and 60 < mW < 100GeV

After having selected the t quarks, the b quark charge Qb at the vertex
is determined to identify whether it came from a t or t̄ quark. The charge at
the vertex is reconstructed as the sum of the charge of all particles related
to this vertex. For both jets |Qb| < 5 is required, otherwise the event is
rejected.

In order to verify the charge reconstruction it is compared with b quark
and b̄ quark in the Monte Carlo record. Additionally, a cross check is per-
formed using B mesons, which are formed from the b quark. The Fig. 1
shows in its left part the measured jet charges originating from b or b̄ quarks.
The right hand part is the same but now the reference charge is given by
a B meson in the jet. For the majority of the events the charge of the
original particle is reconstructed correctly. The distributions are compatible
with those shown in Ref. [2]. It should at this point be emphasised that the
LCFIPlus package is so far not optimised for the charge measurement. This
means that further improvement can be expected in the future.
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Figure 1: Left: Reconstructed charge for jets originating from b or b̄ quarks.
Right: The charge of the B meson is taken as a reference for the verification
of the vertex charge measurement.

For the association of the b jets b1 and b2 having charge Qb1 and Qb2
to t or t̄ the event charge C = Qb1 − Qb2 is defined. The Fig. 2 shows the
distribution of the event charge. As expected, most of the events have a
non-zero C value, which in turn implies that we can distinguish between a
t quark and a t̄ quark. The following criteria are applied

– In case C = 0 an event is discarded;

– If C < 0 the b1 is assumed to be produced in the decay of a t quark;

– If C > 0 the b1 is assumed to be produced in the decay of a t̄ quark.

All introduced event selection criteria are summarised in Table 1.

Cut number Type

1 b tag1,2 > 0.3
2 χ2

1 < 20 and χ2
2 < 40

3 50 < mt < 200GeV
4 60 < mW < 100GeV
5 Qb < 5

6 C 6= 0

Table 1: Cuts as applied in this analysis in the sequence as they appear in
the text.

The final selection efficiency is about 13% independent for both beam
polarisations. This is about 8% smaller than reported in [2]. The main
reason for this is the relatively hard cut on the W boson mass, see Sec. 4 for
further discussion.
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Figure 2: Event Charge C = Qb1 − Qb2 , the variable used to identify the
charge of top quark.

3 Determination of the forward backward asymme-
try At

FB

The forward backward asymmetry is defined as follows

AtFB =
N(0 < θtop ≤ π

2 )−N(π2 < θtop ≤ π)

N(0 < θtop ≤ π
2 ) +N(π2 < θtop ≤ π)

The polar angle θtop is defined w.r.t. to the incoming electron beam. The
quantity N is the number of events in the different detector hemispheres.

For convenience the asymmetry is given for t quarks only and the angle
of t̄ is inverted by π to add it to t.

cos θt = −1 ∗ cos θt̄

The Fig. 3 shows the forward backward asymmetry for the polarisation
P, P ′ = −1,+1 after the selection described in the previous section. A clear
asymmetry is visible. The measured charge of the b quark is compared with
the MC truth and remaining events with a wrong charge assignment are
identified. These events are also indicated in Fig. 3.

For about 65% of the t quarks selected according to Sec. 2 the charge
is measured correctly. For the final result events with wrong charge assign-
ment are subtracted from the number of observed events. The resulting
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Figure 3: Left: Asymmetry for P, P ′ = −1,+1 after application of cuts in
Tab. 1. The figure shows in addition the generated distribution and the
events for which the b quark charge is incorrectly reconstructed. Right: The
same as left but for P, P ′ = +1,−1
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Figure 4: Left: Asymmetry for P, P ′ = −1,+1 after application of cuts in
Tab. 1 and correction for events in which the b quark charge was incor-
rectly reconstructed. The corrected result is compared with the generated
distribution. Right: The same as left but for P, P ′ = +1,−1

asymmetries for both beam polarisations are shown in Fig. 4 and the re-
sults are summarised in Tab. 2. Note, that 1/4 of the difference between
generated and reconstructed AtFB is taken as the systematic error. The sta-
tistical error is given for the number of events expected for 250 fb−1 and
P, P ′ = ±0.8,∓0.3

P, P ′ (At
FB)gen. At

FB (δAFB/AFB)stat. [%] (δAFB/AFB)syst. [%]
−1,+1 0.355 0.344 2.9 (corrected to P, P ′ = −0.8,+0.3) 0.8
+1,−1 0.438 0.443 3.2 (corrected to P, P ′ = +0.8,−0.3) 0.3

Table 2: Precisions expected for AtFB for different beam polarisations.

5

90



4 Discussion of results

The selection efficiency in the present analysis is about 8% smaller than this
was case for the LOI study. The reason is mainly the tighter selection cuts
on the W boson mass. The analysis cuts have been varied within reasonable
limits. The efficiency can be increased to about 20% and better while the
absolute result of AtFB changes by less than 6%. It might also be required
to define different selection cuts for the two configurations of the beam po-
larisation. Clearly, the definition of an optimal cut scenario is a task for
further studies. A major source of systematic error is that the final correc-
tion for wrongly measured b quark charges is based on Monte Carlo truth
information. This is turn would require a perfect modeling of the final state.
The error of the charge measurement may however be controlled in situ with
semi-leptonic events. More studies on the optimisation of the measurement
b or charge are needed in the future.

5 Summary and outlook

A repetition of the LOI analysis of the asymmetry AtFB in fully hadronic
decays of the t quark is presented. The asymmetry AtFB can be measured
with a precision of about 3%. The obtained result is within statistical lim-
its compatible with what ILD has presented in the LOI. The analysis may
be improved by means of an optimisation of the analysis cuts. The new
LCFIPlus package is not yet optimised for the measurement of the b quark
charge. Yet it gives already results, which are at least similar to those of
the LOI. This promises future improvement of the study. In order to con-
trol systematic effects due to a non-perfect modeling of the final state, the
charge measurement can be studied using semi-leptonic events. In general it
is clearly attractive to investigate how the fully hadronic and semi-leptonic
analysis can be combined in the future. In addition the full SM background
will have to be included. Due to reasons of limited time this was not possible
up to now. In the LOI analysis it was however shown that this is no major
concern.

Technical remarks

The events are generated with version 1.95 of the WHIZARD event generator [3,
4] in form of six fermion final states. The generated events are then passed to
the PYTHIA simulation program to generate parton shower and subsequent
hadronisation. For this events are selected for which the difference between
the invariant masses of the three fermion systems forming a t quark from
WHIZARD and the input t quark mass to WHIZARD of 174GeV is smaller
than 5Γt. Here Γt is the total decay width of the t quark. By this only about

6

91



70% of the events generated by WHIZARD are recognised as tt̄ events and
treated accordingly. The analysis is based on the described sub-selection of
events. In reality only the six fermion final state is available. The relation
between the measurement of the six fermion final state and e.g the couplings
of the t quark to the photon and the Z0 boson remains to be established.
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Precision measurements of electroweak parameters are a sensitive probe for BSM physics. In this lecture
it is shown how to extract experimentally the top forward-backward charge asymmetry at a Linear
Collider with

√
s in the range 500 GeV − 1 TeV (even without beam polarizations). We show that

ambiguities in the top reconstruction, present at
√

s = 500 GeV, are removed for
√

s = 1 TeV and
beyond.

1 The FB charge asymmetry for top quarks

The FB charge asymmetry for top quarks is defined as

AFB(t) =
NF − NB

NF + NB

where NF (NB) are defined as the number of events with forward (backward) outgoing top quark. The
direction of the top is defined relative to the incoming electron direction. Therefore, if θ is the angle between
the incoming electron and the outgoing top, NF is the number of events with cos θ > 0 and NB the number
of events with cos θ < 0. The same holds for the incoming positron and the outgoing antitop.

The FB charge asymmetry has been extensively studied at LEP (
√

s = MZ) for all fermions except
top, that could not be procuced since the center-of-mass energy of LEP is below top production threshold.
Table 1 shows the FB asymetries measured by LEP experiments [1]. One can notice some tension between
the SM value and the measurement for b-quarks. The measurement of the left-right symmetry by SLD []
offers a complementary constraint on the Z/γ∗qq̄ vertex. These two sets of measurements provide the most
precise measurements of the Weinberg angle, that differ at the 3 σ level.

Table 1: FB asymmetries measured by LEP experiments at
√

s = MZ .

AFB measured deviation
value (in sigmas)

e 0.0145(25) −0.7
µ 0.0169(13) +0.6
τ 0.0188(17) +1.6
s 0.0976(114) −1.4
c 0.0707(35) +0.8
b 0.0992(16) −2.3

The FB asymmetry can be shown to be sensitive for example to warped Extra Dimension models [3] and
in general to a large variety of BSM models.
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A top charge asymmetry can also be defined for hadron colliders [4]. Evidence for a deviation from the
value predicted by the Standard Model is claimed by the CDF collaboration for events with large invariant
mass (mtt > 450 GeV [5]). The D0 collaboration finds no statistically significant enhancements of AFB ,
neither for high mtt̄ nor for top quark pairs with a large rapidity difference.

A top charge asymmetry can be also defined at the LHC, where gluon-gluon collisions form the main
source of top production. In this case one defines the asymmetry as

Ac =
N+ − N−
N+ + N−

where N+(N−) is the number of events with |yt| − |yt| > 0(< 0), where yt and yt are the rapidity of the top
quark and anti-top quark, respectively. This quantity should vanish in the SM, except for % level higher
order corrections in QCD. The first analyses of the CMS and ATLAS experiments have not observed any
anomaly in this quantity:

Ac = −0.013 ± 0.028+0.026
−0.031 [CMS, 1.09 fb−1 [7]]

Ac = −0.024 ± 0.016 ± 0.023 [ATLAS, 0.7 fb−1 [8]]

The analysis of this asymmetry, together with other observables like the total cross-section and the invariant
mass spectrum, can be used to constrain a large variety of BSM models.

Concerning AFB(t) for a Linear Collider, it can be used as a benchnark for the sensitivity to detect a
seuential Z ′ well beyond the

√
s of the collider. This resonance will interfere with the γ/Z to produce a

deviation in AFB(t). If we assume a precision for this asymmetry of 1.5%, the sensitivity at
√

s = 500 GeV
is up to a mass of 3 TeV. For a Collider with

√
s = 1 TeV, the sensitivity goes beyond 5 TeV. In certain

warped ED models [9], the sensitivity is considerably enhanced for top quarks. Technically, AFB(t) is more
easy to measure at

√
s = 500 GeV due to an increased cross-section (0.6 pb, compared to 0.2 pb at 1 TeV),

resulting in a statistical error of ∆AFB = 0.4% (compared to 0.7% at 1 TeV), if we assume a total integrated
luminosity of 1 ab−1 and event acceptance od 12% for semileptonic top decays. In practice the situation is
more complicated due to problems in the top reconstruction at the low energy (see next section) and to an
increased sensitivity of the asymmetry to the top mass uncertainty resulting in ∆AFB = 0.4% at

√
s = 500

GeV, to be compared to ∆AFB = 0.1% at 1 TeV. In both cases we assume a precision of 1.6 GeV for the
top mass.

We note here that the use of polarized electron and/or positron beams allows for a more precise deter-
mination of the top quark couplings than that possible with AFB . This study will be extended to include a
study of the left-right asymmetry, but in this note these results are not yet included.

2 Top quark reconstruction

The top quark decays to a W boson and a bottom quark with a branching fraction close to 100 %. Depending
on whether the W bosons decays to a charged lepton and a neutrino or to quark anti-quark, the final state
formed in tt̄ pair production is categorized as:

• fully hadronic: both W -bosons decay to quark anti-quark, resulting in a final state with at least six
jets and no isolated leptons

• one lepton + jets (or semi-leptonic): one W boson decays to a charged lepton and a neutrino, yielding
a distinctive signature of an isolated lepton and missing (transverse) energy and at least four jets

• di-lepton: both W -bosons decay to a charged lepton and a neutrino, leading to a final state with two
isolated leptons, missing energy with contributions from two neutrinos and two b-jets

In many analyses (at hadron colliders) final states with τ -leptons form a separate category to deal with the
difficulties inherent in the isolation of hadronic τ -lepton decays and the ambiguities due to the additional
neutrinos in leptonic τ -lepton decays.
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Reconstruction algorithms have been developed for these different final states. In final states with at
most one leptonically decaying W -boson the measurement of the missing energy can be used to reconstruct
the neutrino momentum. In hadron colliders, the missing transverse energy is identified with the neutrino
pT , while the longitudinal component of the neutrino momentum is inferred (with a two-fold ambiguity)
from the measured lepton momentum and the W -mass constraint. Jets are assigned to top quark candidates
using a combination of b-tagging information and mass constraints. The ambiguities that inevitably arise
in this procedure are studies in detail in the next section.

In the years leading up to the start-up of the LHC many authors have pointed to the experimental
challenge posed by the reconstruction of highly boosted top quarks [10, 11]. Since then, new techniques
have been developed that are geared particularly towards the highly collimated topologies that form in the
N-body decay of highly boosted objects [12, 13]. The LHC experiments have evaluated the potential of these
methods in detailed MC simulations [14] and have tested some of the crucial assumptions in analyses of the
first LHC data [15, 16, 17]. We expect that these techniques will reach maturity to provide a new window
on BSM physics at the LHC and future high-energy e+e− colliders.

3 Results for a future linear collider

In the following we present a study of top reconstruction using the PYTHIA generator, including ISR, and
a fast simulation of the detector response, for both center-of-mass energies of 500 GeV and 1 TeV. Our
500 GeV simulation study gives an overall result compatible to another result presented in this workshop,
using this time a full simulation based on the ILD detector [18]. We claim therefore that the reconstruction
problems that we observe at the low energy (500 GeV) are intrinsic of the event configuration and cannot
be removed by an improved detector resolution.

Semi-leptonic quark decays are selected by demanding a highly energetic electron (El > 20 GeV,
| cos θl| <0.996), missing energy (pmiss > 20 GeV) and at least 4 jets in the event. Note that the miss-
ing energy is obtained from the momentum imbalance in the 3 directions x, y, z, ignoring therefore ISR, that
for tt is very small, since radiative return to the Z0 is forbidden. It is possible in this way to obtain the full
momentum imbalance (i.e. the neutrino energy) and not just its transverse component as for hadron collid-
ers. The next step in the selection is the reconstruction of the W from the leptonically decaying top-quark.
This is achieved by demanding

|Minv(l − miss) − MW | < 25(35) GeV

for 500 GeV and 1 TeV, respectively, MW = 80.4 GeV being the W mass. The leptonic top reconstruction
is achieved by demanding

|Minv(W − j) − Mt| < 35(60) GeV

for 500 GeV and 1 TeV, respectively, Mt = 175 GeV being the top mass, and j a jet with Ej > 20 GeV and
| cos θj | < 0.996. The jet j producing the best fit is selected as the ’b-jet’ from the top semi-leptonic decay.
No b-tagging requirement is imposed besides this fitting condition. The final requirement is that the total
beam energy can be reconstructed from the energy of the various particles produced in the decay of the top
quark, i.e.

|EW + Ej − Ebeam| < 75(200) GeV

for 500 GeV and 1 TeV, respectively, Ebeam being the beam energy of 250 (500) GeV.
Only the leptonic side of the reconstructed top is used in the analysis. The charge of the lepton can be

related to the charge of the top (l+ for top, l− for antitop) and allows therefore the reconstruction of the
scattering angle θ between the incoming e− and the outgoing top (or between e− and the antitop). This
scattering angle (that provides the AFB asymmetry) is displayed in Fig. 1a and Fig. 1b, for 500 GeV and 1
TeV, respectively.

We can see that at
√

s = 500 GeV a very large migration in the reconstructed cos θ distribution, leading
to a reduced asymmetry of 0.22, to be compared to the partonic value of 0.40. Similar problems in mapping
the reconstructed top quark direction back onto the true direction are reported by the LHC collaborations.
Repeating our study for the LHC environment, we find our response matrices are in qualitative agreement
with those found by ATLAS in Reference [8].
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Figure 1: cos θ distribution for top quark scattering at center-of-mass energies of (a) 500 GeV and (b) 1 TeV.
The reconstructed distribution using a fast detector simulation is compared to the distribution obtained at
the partonic level. The 2D response matrices are shown in (c) for 500 GeV and (d) for 1 TeV.

This migration effect has almost vanished at 1 TeV, where the reconstructed and partonic asymmetries are
0.52 and 0.56, respectively. In the following, we discuss the origin of this migration effect. This origin is the
impossibility to select the correct b-quark from the leptonic top decay for any detector with finite resolution,
as illustrated in Fig. 2a. This figure shows at parton level, and for the 500 GeV case, the reconstructed
top mass using the correct b-quark and also the wrong combination. Fig. 2b shows the same result after
including detector simulation. This figure shows a very large overlap between both distributions, implying
a very large probability for confusing the correct and the wrong b-quarks. This probability is in fact of the
order of 40%. When the wrong b-quark is selected, the direction of the reconstructed top is erratic, leading
to the migration effect discussed before.
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Figure 2: Reconstructed top (a,b) at parton level and (c,d) after detector simulation. In both cases the
comination using the correct b-quark (red) and wrong combinatuons (black) are presented. The center-of-
mass energy is 500 GeV. The same quantities, (c) and (d), are also displayed at 1 TeV.

The power of the top quark mass constraint to resolve the ambiguities increase slightly at 1 TeV, as seen
in Fig. 2c and Fig. 2d. A drastic improvement is achieved using the boost of the top quarks (at 500 GeV
they are nearly at rest). As a result the lepton and the correct b-quark are close together, as illustrated
by Fig. 3 that shows the quantity cos(θb − θl) at 500 GeV (a) and 1 TeV (b). A simple cut of the type
cos(θb − θl) > 0 is sufficient to select the correct b-quark and therefore remove the migration effect discussed
before. An improved detector resolution may have some impact in the migration effect observed at 500 GeV,
as discussed in [18], where the full capabilities of the ILD detector are used. It is noted however that the
migration effect is still present with this improved resolution, and is even present at the parton level.

5

97



 b lθcos 
-2 -1.5 -1 -0.5 0 0.5 1 1.5 2
0

500

1000

1500

2000

2500

3000

(a) 500 GeV

 b lθcos 
-2 -1.5 -1 -0.5 0 0.5 1 1.5 2
0

2000

4000

6000

8000

10000

(b) 1 TeV

Figure 3: |cos(θb − θl) at 500 GeV (a) and 1 TeV (b).

4 Summary and conclusions

1) A measurement of the FB top asymmetry at ILC-1000 (or CLIC-3 TeV) is complementary in several ways
to a measurement at CLIC-500, since statistical and systematic errors differ substantially, but add finally to
a total value with similar uncertainty.
2) The relatively modest boost at 1 TeV is sufficient to circumvent the potentially large systematic due to
ambiguities in the assignement of b-jets to top-quarks candidates.
3) These conclusions will be reinforced by repeating the analysis with full simulation and extending the
number od observables to quantities like, for example, LR asymmetries.
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Abstract

We evaluate the potential of the International Large Detector (ILD) to measure the top Yukawa coupling of a
125 GeV Higgs boson at the International Linear Collider (ILC) operating at

√
s=1 TeV. The hadronic and semileptonic

decay modes of the process, e+e−→ ttH, are considered with the Higgs boson decaying via the dominant bb channel.
Two methods are used to perform the analysis, a cut based approach and a multivariate approach using the TMVA
package. When combining the hadronic and semileptonic decay modes a statistical uncertainty on the top Yukawa
coupling of 4.3% can be achieved using the multivariate approach.

1 Introduction
The International Linear Collider (ILC) is a proposed e+e− linear collider which will operate at centre-of-mass energies
up to 1 TeV. Due to the nature of e+e− colliders the state of the initial interaction can be controlled and calculated with a
high degree of certainty and thus high precision measurements can be achieved. This will allow a rich physics program
to be completed including accurate measurements of the couplings of the Higgs boson to matter. According to the
Standard Model (SM) of particle physics, the strength of the Yukawa coupling of the Higgs boson to matter fermions
scales with the mass of these particles by

g f f H =
M f

v
(1)

where M f is the mass of fermion and v = 246 GeV is the vacuum expectation value.
Figure 1 demonstrates the expected experimental precision of the Yukawa couplings of the Higgs boson after

running several years at each center-of-mass energies at 250 GeV, 500 GeV, and 1 TeV. As the top quark is the heaviest
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Figure 1: Expected experimental precision of the Yukawa couplings of the Higgs boson following a full ILC program
running at 250 GeV, 500 GeV, and 1 TeV [1].

known particle in the SM, its Yukawa coupling is expected to be the largest. Any deviations away from the SM in the
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couplings would be an indication of new physics. It is thus essential to evaluate the capability of the ILC to measure
the top Yukawa coupling. It is also worthwhile to note that the measurement of the top quark polarization combined
with the beam polarization information offers the possibility of determining structure of the ttH coupling, although this
is beyond the scope of this analysis.

In principle, the top Yukawa coupling could be measured indirectly. This could be achieved either through top
pair production near threshold provided that the theoretical uncertainties are reduced to O(1)% level, or via the H→gg
decay channel where the top quark contribution dominates in the loop. However, whilst the top quark, due to it having
the largest mass, is favoured in the loop there are other interfering processes which are reliant on Higgs couplings
which lead to increased theoretical uncertainties. Direct measurements of the top Yukawa coupling is thus desired.

At the ILC, the direct measurement of the top Yukawa coupling becomes possible starting at around
√

s = 500 GeV
via the e+e−→ ttH reaction. The optimal centre-of-mass energies to measure the top Yukawa coupling are

√
s = 700–

800 GeV, around which the e+e−→ ttH production cross section attains its maximum. However, one must also keep in
mind the concurrency of various measurements at the ILC. By far the most demanding in terms of integrated luminosity
is the Higgs self-coupling measurement. At around

√
s = 500 GeV the e+e− → ZHH reaction reaches its maximum

cross section, making 500 GeV the first important energy for this measurement. The e+e−→ ννHH reaction via WW
fusion rises at higher energies, which demands a centre-of-mass energy as high as possible. At the ILC,

√
s = 1 TeV is

the highest centre-of-mass energy that is considered to be technologically feasible. It also remains to show that the ILC
detectors are capable of performing physics measurements at

√
s = 1 TeV. Several reactions were chosen as detector

benchmarks including the top Yukawa coupling measurement.
The final state consists of eight fermions with at least four jets, potential leptons, and missing energy and this study

will also demonstrate the ability of the ILD detector to reconstruct complicated topologies.
In this note, the precision of the top Yukawa coupling is estimated using the International Large Detector (ILD)

concept.

2 Signal and Backgrounds
Figure 2 summarizes the cross sections for signal and typical background processes as a function of the center-of-mass
energy. Figure 3 illustrates the lowest order Feynman diagrams for the process e+e−→ ttH. The diagram e+e−→ZH
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Figure 2: Summary of cross sections for signal and background processes for unpolarized initial beams [2].

(Higgs-strahlung) with Z→ tt which does not contain the top Yukawa coupling has small yet non-negligible contribution
to the total cross section. The size of this effect is studied by looking at how the e+e−→ ttH cross section varies when
modifying the top Yukawa coupling from the SM value using the cross section calculation of the event generator. The
result is shown in Fig. 4 for e−L e+R initial state (left) and e−R e+L initial state (right). It is found that a quadratic curve
models the behavior of the cross section dependence on the top Yukawa coupling quite well. The slope dσ/dyt is
extracted at the SM value of the top Yukawa coupling to compute the factor needed to convert the precision in the cross
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section into the precision of the top Yukawa coupling, using the following equation:

∆yt

yt
=

(
σ/yt

|dσ/dyt |

)

yt=yt (SM)

∆σ
σ

. (2)

The pre-factor in the r.h.s. is exactly equal to 1/2 if there is no contribution of the Higgs-strahlung diagram. In actuality,
we find that

(
σ/yt
|dσ/dyt |

)
yt=yt (SM)

= 0.52. which indicates that the Higgs-strahlung contribution is about 4% of the total

cross section. This factor will be used in the final extraction of the top Yukawa coupling precision.
For this study the semileptonic and hadronic decays of the tt system were studied with the Higgs decaying via the

dominant decay mode into a bb pair. For the fully hadronic decay channel this leads to a signal of 8 jets, 4 of which
should be tagged as b-jets. In the semileptonic mode the final signal in the detector consists of 6 jets, 4 of which should
be tagged as b-jets, an isolated lepton, and missing energy and momentum from a neutrino. These two competing
modes act not only as a signal process but also as a background to each other.

Irreducible backgrounds to these processes arise from the 8 fermion final states of ttZ where the Z decays into a bb
pair and ttbb where the tt system radiates a hard gluon which forms a bb pair. A large background contribution arises
from tt due to the huge relative cross section compared to the signal. There is also a contribution from the other decay
modes of the ttH system such as the Higgs not decaying to a bb pair and the fully leptonic decays of the top quarks.

The signal is selected using the variables described in Section 6 via the methods described in Sections 7 and 8.

3 Sample Generation
The samples for this study were generated using two event generators, WHIZARD v1.95 [3], and PHYSSIM [4]. The
tt samples were generated using WHIZARD whereas the ttH, ttbb, and ttZ samples used PHYSSIM due to its improved
phase space integration time for the eight fermion final states compared to WHIZARD. We include as background all
six fermion final states generated with WHIZARD which are compatible with the final states of the tt process; these
processes will be called “tt” processes despite their containing contributions which are non-resonant in tt.

The detector simulations were conducted using the Mokka/GEANT4 software with the ildconfig-v01-14-01-p00
configuration and the ILD_o1_v5 detector geometry model. The “o1” model indicates the choice of silicon-tungsten
electromagnetic calorimeter with 5×5 mm2 cell sizes, and scintillator-steel hadronic calorimeter with 3×3 cm2. The
simulation detector model is validated by software experts for correctness of the material and geometry, such as gaps
and/or overlaps. The γγ→ hadrons pile-up backgrounds are overlayed at the level of simulated hits, with an average of
4.1 interactions per bunch crossing. The reconstruction used software packages consistent with the versions in iLCSoft
v01-16 [5, 6] (ildconfig-v01-16-p03) including; MarlinTrk, a new Kalman-filter based track finder; PandoraPFA [7]
particle flow algorithm, and LCFIPlus [8] for jet clustering and flavour tagging. The analysis was carried out using
the Data Summary Tables (DSTs) which were centrally produced at DESY [9] and reweighted to give an integrated
luminosity of 1000 fb−1 split equally between two polarisation states, (e+, e−) = (±0.2, ∓0.8).

4 Event Reconstruction
The final state of the ttH decays contain eight fermions, eight jets for the hadronic and 6 jets, a lepton and a neutrino in
the case of the semileptonic mode. This leads to a large number of possible combinations to reconstruct the final state
of two W bosons, two top quarks and a Higgs boson. The optimal combination of jets was found by minimising

χ2 =
(Mt1 −Mt)

2

σ2
t1

+
(Mt2 −Mt)

2

σ2
t2

+
(Mbb−MH)

2

σ2
H

(3)

where the top quarks are formed by combining a b-jet with a W boson, and the Higgs boson from the remaining two
b-jets. The W bosons are formed using the four least b-like jets in the hadronic mode, and the two least b-like jets form
one W in the semileptonic mode with the other formed from the isolated lepton and neutrino. The resolutions σi are
taken to be all roughly equal and are found to be insensitive to small variation for the final mass resolutions.

The neutrino was reconstructed assuming that all of the missing momenta is attributed to a neutrino with zero mass.
Figure 5 shows that this assumption is valid for events with small amounts of ISR but as the amount of ISR increases
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Figure 5: The neutrino reconstruction for varying amounts of ISR and its effect on the energy reconstruction (top left),
px (top right), py (bottom left), and pz (bottom right).

the neutrino reconstruction suffers. This is primarily observed in the z-direction as the ISR photons have small pt but
large pz.

The effect of the neutrino reconstruction can be seen in Figure 6 where the leptonic W and top reconstruction has
a much broader width than the equivalent hadronic particles. However, this behaviour is expected and as the masses
peak in the correct places with the correct shapes this is not an issue. It can also be seen that the reconstructed Higgs
mass peaks at 125 GeV as expected and the total mass of the final system has a maximum at the expected 470 GeV.
These properties demonstrate that the semileptonic decay mode can be reconstructed well.

As with the semileptonic case, the hadronic events can be successfully reconstructed as demonstrated by Figure 7.
The expected behaviour is observed for the W boson, top quarks, Higgs boson, and total masses. The W boson and top
quark histograms have twice the statistics of the Higgs boson due to there being two of these particles in each event.

5 γγ →hadrons Overlay Removal
In addition to the underlying event, there is an extra component to the event from unrelated γγ →hadrons “pile-up”
events. On average there are 4.1 pile-up events per bunch-crossing leading to an additional 50 GeV in the reconstructed
event. Figure 9 demonstrates that without the removal of the pile-up the reconstructed energy in the event is overes-
timated. This is due to the Durham algorithm forcing all of the particles in an event into the jets. In order to use the
Durham algorithm implemented within LCFIPlus these pile-up events must be removed.

The particles in the pile-up events are generally low pT and happen at angles close to the beam axis as shown in
Figure 8. As the pile-up events are, in general, separate from the underlying event they were removed using the kt
algorithm with optimised values of R. The optimal values of R was found to be 1.2. The isolated leptons were removed
first followed by the γγ →hadrons removal to ensure that none were discarded with the pile-up events.
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Figure 6: Reconstructed masses for the semileptonic decay mode for the leptonic W boson (top left), leptonic top quark
(top right), hadronic W boson (middle left), hadronic top quark (middle right), Higgs boson mass (bottom left), and the
total mass of the system (bottom right).
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6 Selection Variables
The signal is selected and the background reduced using a series of selection variables. These include the number of
isolated leptons in the event, the total visible energy and number of Particle Flow Objects (PFOs) in the final state,
the thrust of the event and jet clustering variables from the Durham algorithm (yi j), the number of jets tagged as good
b-jets in LCFIPlus, the consistency of the final reconstructed masses with the expected values, and the helicity of the
bb pair associated with the Higgs boson. Figures 11–15 illustrate the normalised distributions for the cuts used for the
semileptonic and hadronic modes and the ttZ, ttbb, ttH→other, and the tt backgrounds.

6.1 Lepton Isolation
To ensure that the samples used for the semileptonic and hadronic modes were completely independent the samples
were first split using the number of isolated leptons found utilising the LAL Lepton Finder isolation method as pre-
sented here [10]. The PFOs in the events were forced into 8 jets and the isolation of constituent particles within these
jets checked using

z =
Elep

E jet
(4)

where Elep and E jet are the energies of the lepton and the jet within which the lepton resides, and

xT =
pT

M jet
(5)

where pT is the transverse momentum of the lepton and M jet is the mass of the jet. The values of z and pT were
optimised to yield the best performance at values of xT >0.25, and z>0.6 as shown in Figure 10. Table 1 shows
the efficiency of this method for locating isolated leptons, coupled with the purity of the selection and the source of
the isolated leptons. An efficiency of 82% (89%) and purity of 95% (97%) for electrons (muons) from W decays is
observed.

Lepton Efficiency Composition
W→e, µ W→ τ →e, µ Other e, µ Fake e, µ

Electrons 84.0% 94.2% 2.9% 1.6% 2.3%
Muons 90.5% 96.3% 2.4% 1.2% 0.7%

Table 1: The performance of the isolated lepton finder including the efficiency of selecting a genuine lepton from a W
decay, and the composition of the selected samples including fake leptons.
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Figure 10: A scatter plot showing the variables used in the lepton isolation for leptons originating from a W boson
(red) and all other leptons (blue).

6.2 Total Visible Energy
Events were selected within a window of the total visible energy, Etot

vis , in an event in order to remove events with a
large number of particles removed alongside the γγ →hadrons due to very forward jets, events with a large amount of
ISR, and events which contained multiple neutrinos in the final state.

6.3 Number of Particle Flow Objects
Events with a small number of PFOs were rejected to further protect against backgrounds with multiple neutrinos
especially those containing two leptons, two neutrinos, and just four jets. This is of particular relevance for the tt
background which contains two lepton processes with high cross sections in the final state.

6.4 Thrust
The thrust of an event is given by

T = max
∑i |n̂ ·~pi|

∑i |~pi|
(6)

where pi is the momentum of the jet. The thrust of an event with two back to back jets is one whereas for an event
where the jets are spherically symmetric in the detector is 0.5. As the tt system is effectively a two fermion system the
thrust of the event is larger than the ttH, ttZ, and ttbb.

6.5 Jet Clustering
The signal and backgrounds were clustered using the Durham algorithm into 6 and 8 jet final states. The distance
parameter between n and (n+1) jets in the final state is given by

Yi j =
min(E2

i ,E
2
j )(1− cosθi j)

E2
CM

(7)

where i=n and j=(n+1) jets, and cosθi j is the angle between the jets. If the event is forced into more jets than necessary,
Yi j becomes small. As the values of i and j are signal dependent the two signals used different values of Yi j. For the
semileptonic decay mode the values of Y45 and Y56 were interesting to study the change between 6 and 7 jets, and the
hadronic mode used Y67 and Y78.
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Figure 11: Normalised histograms of the number of identified isolated leptons (top left), total visible energy (top
right), number of PandoraPFOs (middle left), thrust (middle right), and the jet parameters (bottom right and bottom
left) within the events for the semileptonic (red) and hadronic (blue) modes alongside the backgrounds.
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6.6 Flavour Tags
Both the semileptonic and the hadronic signals have four b-jets in the final state, two from the top decays and two from
the Higgs decay. The tt background will only contain two b-jets from the top decays as will ∼80 % of ttZ. The flavour
tagging is thus a very good discriminant between the signal and backgrounds. The b-tag values from LCFIPlus were
ordered from largest to smallest and cuts were made on the third and fourth values to remove the events containing just
two b-jets.
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Figure 12: Normalised histograms for the response of the b-tagging from LCFIPlus for the highest ranked jet in an event
(top left), second highest (top right), third highest (bottom left), and fourth highest (bottom right) for the semileptonic
(red) and hadronic (blue) signal modes and all backgrounds.

Figure 12 shows the differences in the expected profiles of the third and fourth largest b-tags. For the background,
there are small peaks at higher values of the b-tag due to the small contributions from genuine backgrounds with four
b-jets, but the shape, especially tt, is dominated by the peak at 0.1.

6.7 Event Reconstruction and Masses
After finding the optimal combination of jets from Equation 3 and reconstructing the event, cuts were made on the
resulting masses of the top quarks, Higgs boson and total masses to ensure that the final event is consistent with ttH.

Figure 13 demonstrates the final masses for all events which have exactly one isolated lepton. This requirement was
essential for the reconstruction of the leptonically decaying top quark in the semileptonic mode. The statistics in the
hadronic plots of Figure 13 are poor due to the excellent rejection of events which do not contain any isolated leptons.
This is also reflected by the lack of a peak in the reconstructed mass of the leptonic W for the hadronic sample as there
are no genuine isolated leptons for the reconstruction. A peak is observed in all of the backgrounds due to the finite
fraction of expected leptonic top decays in the samples. There is a large fraction of events within the tt background
which do not reconstruct a good W boson and in turn a good hadronic top due to the low multiplicity in the events
containing multiple neutrinos.

Figure 14 shows the equivalent plots when there are no identified isolated leptons. In general, the reconstruction of
the events for the hadronic mode is improved across all of the signal and background channels. This is a consequence of
the events which have been selected by the isolation criteria. The events which pass this cut have hadronically decaying
W bosons leading to higher particle multiplicities which removes the reconstruction issues of the semileptonic samples.
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Figure 13: The reconstructed masses of the leptonic W boson (top left), leptonic top quark (top right), hadronic W
boson (middle left), hadronic top quark (middle right), Higgs boson (bottom left) and total mass (bottom right) when
there is exactly one identified isolated lepton in the event.
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Figure 14: The reconstructed masses of the W boson (top left), top quark (top right), Higgs boson (bottom left) and
total mass (bottom right) when there are no identified isolated leptons.

6.8 Helicity of Higgs Decay
The nature of the Higgs boson, especially its spin, is expected to be well-established by the time this analysis will
commence. We make use of the fact that in the SM the Higgs boson is a scalar particle, whose decay products are
distributed isotropically (and back-to-back) in the rest frame of the Higgs boson. We calculate the helicity angle of the
Higgs decay as defined by the angle of the two b jets, in the rest frame of the Higgs boson, with respect to the direction
of the Higgs momentum. This can be used to discriminate the ttZ process in which the Z boson is vector particle and
results in non-uniform helicity angle distribution. From Figure 15 it is also found that this variable is also useful in
discriminating ttbb and tt backgrounds.
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Figure 15: The helicity of the decay products associated with the Higgs boson for the semileptonic (red) and hadronic
(blue) decay modes relative to the Higgs direction.
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Cut leptonic semileptonic hadronic ttH→other ttZ ttbb tt S√
S+B

Total Events 151.4 628.7 652.7 1046.1 5332.4 1434.5 308800.9 1.11
Nisolep=1 74.6 363.5 5.0 371.8 1581.5 439.9 101295.2 1.13

610< Evis <1000 49.6 338.5 4.7 312.7 1228.9 373.8 75507.1 1.21
nPFOs>154 15.0 235.0 4.1 195.0 589.0 194.5 12605.9 2.00
Thrust<0.88 12.5 205.6 3.7 168.9 492.6 140.0 6092.3 2.44

log10(Y45)>-2.25 7.7 151.3 3.2 108.5 295.2 91.0 2067.2 2.90
log10(Y56)>-3.35 6.9 145.1 3.2 106.2 277.6 86.0 1836.1 2.92

b-tag1 >0.96 6.7 135.1 2.8 79.8 216.9 78.3 1367.8 3.11
b-tag2 >0.91 6.1 118.2 2.3 41.2 135.1 66.9 715.2 3.59
b-tag3 >0.67 5.5 102.1 1.6 5.7 59.4 56.0 137.2 5.33
b-tag4 >0.04 5.5 100.5 1.5 5.4 58.3 54.8 128.7 5.34

χ2 <450 5.3 100.0 1.4 5.2 56.8 53.7 126.0 5.36
364< MTotal <808 5.2 99.7 1.4 5.2 56.5 53.5 124.7 5.36

98< MH <234 4.6 95.1 1.2 4.7 46.1 48.6 109.9 5.40

Table 2: The number of events passed each cut when the cut values are optimised to select the semileptonic signal with
maximum significance. The ttH→other is the background where the Higgs boson does not decay to a bb pair.

7 Cut Based Analysis
The variables described in Section 6 were applied to the data sets to select the signal and reject the background events.
The variables were optimised to maximise the significance S = S/

√
S+B, of selecting the signal where S and B are

the number of signal and background events passed the cut. Each cut was applied and optimised to the subset of events
which passed all of the previous cuts.

Table 2 shows the optimised cut values for the semileptonic analysis and the number of events expected passed each
cut for 1000 f b−1 split between the two polarisation states. The ttH events where the Higgs does not decay to a bb are
incorporated into the tth→other events. Whilst the cuts before the b-tags demonstrate excellent background reduction,
the main discriminant in this analysis is the b-tag3 cut as this yields the largest increases in the signal significance of the
sample. The small increases observed when applying the mass cuts is a result of the excellent background suppression
from the previous cuts leading to only events which are consistent with ttH.

The expected number of events for the hadronic selection are shown in Table 3. As observed in the semileptonic
channel the main discriminant is the b-tagging. The final hadronic sample has a much larger significance than the
semileptonic channel due to the cut on the number of isolated leptons removing less than one percent of the events
compared with 42% for the semileptonic study. The large number of semileptonic events in the final hadronic sample
is believed to be a result of the lepton isolation criteria which rejects the events which contain taus.

Cut leptonic semileptonic hadronic tth→other ttZ ttbb tt S√
S+B

Total Events 151.4 628.7 652.7 1046.1 5332.4 1434.5 308800.9 1.11
Nisolep=0 20.9 261.2 647.9 556.7 3226.1 932.5 188911.4 1.47
Evis> 650 9.8 221.0 636.2 497.5 2743.5 849.3 157389.6 1.58

Thrust<0.87 8.1 187.8 577.6 440.1 2219.7 540.9 46916.1 2.56
log10(Y78)>-4 3.7 143.6 549.5 415.5 1926.6 474.6 27472.1 3.12
b-tag4 >0.38 1.9 81.0 275.0 17.6 230.0 209.6 680.6 7.11

cos(θhel)<0.9 1.6 73.8 263.7 16.5 215.9 189.2 584.9 7.19
Mt >120 1.5 68.9 255.4 15.6 207.8 178.5 530.93 7.20

Table 3: The number of events passed each cut when the cut values are optimised to select the hadronic signal with
maximum significance. The ttH→other is the background where the Higgs boson does not decay to a bb pair.

Figure 16 demonstrates the power of the background suppression. Before any cuts have been applied the recon-
structed Higgs mass peak in the signal is completely swamped by background events. Following the cuts the number
of signal and background events remaining are comparable with each other and the Higgs mass peak is clearly visibly
above the signal.

After the cuts have been applied the efficiency of signal selection, εsig, is 39.1% (15.1%) with a selected sample
purity, ρsel

sample, of 20.3% (30.6%) for the hadronic (semileptonic) mode. This yields a signal significance of 7.20 (5.40)
and a statistical uncertainty of 7.2% (9.6%) on the value of gttH. The uncertainty is reduced in the hadronic channel
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Figure 16: The reconstructed Higgs boson mass for the optimal combination of jets in the semileptonic decay mode
for all events (left) and only the events which pass all of the cuts (right).

due to a higher relative cross section as the tau decays are rejected from the semileptonic channel. As the samples
were split by the number of isolated leptons and minimal amounts of the signals remain as backgrounds in the final
selections the final numbers can be combined to yield an overall significance of 9.01 and statistical uncertainty of 5.8%
on the value of gttH.

8 TMVA Analysis
A multivariate analysis using the TMVA toolkit [11] was implemented using boosted decision trees (BDT) to improve
the signal and background separation. It was found that BDT with gradient boosting (BDTG) offers superior perfor-
mance over BDT with adaptive boosting. The variables used as an input to the analysis are the same as those defined
in Section 6 after the lepton isolation leading to input variables of the; visible energy; number of PandoraPFOs; thrust;
jet clustering parameters; b-tags for the four highest jets; total mass of the final system; masses of the W bosons, top
quarks, and Higgs boson, and the helicity of the decay products of the Higgs.
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Figure 17: The response of the multivariate analysis for the semileptonic (left) and hadronic (right) decay modes.

Figure 17 shows the cut efficiencies, purities, and significance for the BDTG output value for both modes. The
optimal cut values of -0.5334 (0.1325) yield a maximal significance of 9.59 (7.59) leading to a statistical uncertainty
on gttH of 5.4% (6.9%) for the hadronic (semileptonic) modes. The performance for each mode is significantly im-
proved with the use of a TMVA over the cut based method. As with the cut based method the performance in the
hadronic channel is observed to be better than the semileptonic channel as expected. When the results are combined an
uncertainty on gttH of 4.3% is obsevered. The efficiencies and purities of the final results are summarized in Tabs. 4-6.
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Figure 18: Reconstructed masses for the Higgs boson candidate after applying a cut on the multivariate classifier for
the semileptonic (left) and hadronic (right) decay modes.

Cut leptonic semileptonic hadronic tth→other ttZ ttbb tt S√
S+B

Total Events 151.4 628.7 652.7 1046.1 5332.4 1434.5 308800.9 1.11
BDTGsemil > 0.1325 18.7 208.0 2.1 10.1 126.1 125.4 261.2 7.59

Table 4: The number of events passed each cut in the TMVA analysis for the semileptonic channel.

Cut leptonic semileptonic hadronic tth→other ttZ ttbb tt S√
S+B

Total Events 151.4 628.7 652.7 1046.1 5332.4 1434.5 308800.9 1.11
BDTGhad >−0.5334 0.3 65.5 365.6 25.0 260.5 222.6 513.6 9.59

Table 5: The number of events passed each cut in the TMVA analysis for the hadronic channel.

Efficiency Purity Significance
Semileptonic (Cut) 15.1% 30.6% 5.40

Hadronic (Cut) 39.1% 20.3% 7.20
Semileptonic (TMVA) 33.3% 28.0% 7.59

Hadronic (TMVA) 56.0% 25.2% 9.59

Table 6: Summary of efficiencies, purities, and significances.
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9 Consideration of systematic uncertainties
Given that the final sample used in the extraction of the top Yukawa coupling contains signal and background events
in comparable proportion, it is expected that the estimation of the background will be a dominant source of systematic
uncertainties. The total cross section is expected to be calculable from theory to very good precision for ttZ and tt
processes. The ttbb cross section may present an issue; in principle the measurement of the gluon splitting rate at
relevant energies will provide a handle to estimate its size. The most crucial aspect is expected to be the estimation of
the efficiencies. For this, one needs to know how well the event selection variables are modeled. Here we illustrate
how one might arrive at control samples for different background sources in order to control the efficiency of each
background component.

It is foreseen that the ttZ final state can be reconstructed in a similar fashion to the ttH final state. For hadronically
decaying Z, the number of jets in the final state will be the same as in the ttH analysis. For our nominal integrated
luminosities, 1400 events are expected for ttH(→ bb) whereas 800 events are expected for ttZ(→ bb), taking into
account the Z→ bb branching ratio. The other hadronic decays of the Z will have large tt background due to the
absence of the two b jets. The Z leptonic decays may help increase the sensitivity. Overall, one can naively expect that
the statistical uncertainty for ttZ will be similar to that of ttH, i.e. at the few percent level.

In the case of tt, although its cross section is large, it should be checked on data whether the events passing the ttH
event selection come from the core or the tail of the tt system. Once it is found that the core of tt is responsible for
most of the tt background, the systematic uncertainty can be evaluated in the same way as in ttZ.

For ttbb, the gluon splitting rate is expected to be measured for tt processes at various energies.
Other sources of systematic uncertainties such as the luminosity measurement, jet energy scale, and flavor tagging

are typically at the 1% level or better for e+e− colliders.

10 Conclusions
The uncertainty on the measurement of the top Higgs Yukawa coupling has been studied at 1 TeV for the hadronic
and semileptonic decay modes using a conventional cut-based approach and a multivariate analysis. The semileptonic
analysis leads to an uncertainty of 6.9% (9.6%) for the multivariate (cut based) methods and the hadronic analysis
yields improved values of 5.4% (7.2%). When the samples were combined an uncertainty on gttH of 4.3% is achieved
via the multivariate method. This demonstrates the robustness of the physics reconstruction of high jet multiplicity
final states at

√
s = 1 TeV under realistic simulation conditions.
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We present a detailed investigation of the NLO polarization of the top quark in tt̄ production at a polar-
ized linear e+e− collider with longitudinally polarized beams. By appropiately tuning the polarization
of the beams one can achieve close to maximal values for the top quark polarization over most of the
forward hemisphere for a large range of energies. This is quite welcome since the rate is largest in the
forward hemisphere. One can also tune the beam polarization to obtain close to zero polarization over
most of the forward hemisphere.

1 Introductory remarks

The top quark is so heavy that it keeps its polarization at production when it decays since τhadronization ≫
τdecay. One can test the Standard Model (SM) and/or non-SM couplings through polarization measurements
involving top quark decays (mostly t → b + W+). New observables involving top quark polarization can be

defined such as 〈~Pt ·~p〉 (see e.g. Refs. [1, 2, 3, 4, 5, 6]). It is clear that the analyzing power of such observables
is largest for large values of the polarization of the top quark. This calls for large top quark polarization
values. One also wants a control sample with small or zero top quark polarization. Near maximal and
minimal values of top quark polarization at a linear e+e− collider can be achieved in tt̄ production by
appropiately tuning the longitudinal polarization of the beam polarization [8]. At the same time one wants
to keep the top quark pair production cross section large. It is a fortunate circumstance that all these goals
can be realized at the same time. A polarized linear e+e− collider may thus be viewed as a rich source of
close to zero and close to 100% polarized top quarks.

Let us remind the reader that the top quark is polarized even for zero beam polarization through vector–
axial vector interference effects ∼ veae, veaf , vfae, vfaf , where

ve, ae : electron current coupling

vf , af : top quark current coupling (1)

In Fig. 1 we present a NLO plot of the cos θ dependence of the zero beam polarization top quark polarization
for different characteristic energies at

√
s = 360GeV (close to threshold),

√
s = 500GeV (ILC phase 1),√

s = 1000GeV (ILC phase 2) and
√

s = 3000GeV (CLIC).

2 Top quark polarization at threshold and in the high energy limit

The polarization of the top quark depends on the c.m. energy
√

s, the scattering angle cos θ, the electroweak
coupling coefficients gij and the effective beam polarization Peff , i.e. one has

~P = ~P (
√

s, cos θ, gij , Peff) , (2)
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Figure 1: Magnitude of NLO top quark polarization for zero beam polarization

where the effective beam polarization appearing in Eq. (2) is given by [9]

Peff =
h− − h+

1 − h−h+
. (3)

and where h− and h+ are the longitudinal polarization of the electron and positron beams (−1 < h± <
+1), respectively. Instead of the nonchiral electroweak couplings gij one can alternatively use the chiral
electroweak couplings fmm′ (m, m′ = L, R) introduced in Refs. [11, 12]. The relations between the two sets
of electroweak coupling coefficients can be found in Ref. [8]. In this report we shall make use of both sets of
coupling parameters.

For general energies the functional dependence in Eq. (2) is not simple. Even if the electroweak couplings
gij are fixed, one remains with a three-dimensional parameter space (

√
s, cos θ, Peff). Our strategy is to

discuss various limiting cases for the Born term polarization and then to investigate how the limiting values
extrapolate away from these limits. In particular, we exploit the fact that, in the Born term case, angular
momentum conservation (or m-quantum number conservation) implies 100% top quark polarization at the
forward and backward points for the (e−

Le+
R) and (e−

Re+
L) beam configurations.

In this section we discuss the behaviour of ~P at nominal threshold
√

s = 2mt (v = 0) and in the high
energy limit

√
s → ∞ (v → 1). At threshold and at the Born term level one has

~Pthresh =
Peff − ALR

1 − PeffALR
n̂e− , (4)

where ALR is the left–right beam polarization asymmetry (σLR −σRL)/(σLR +σRL) and n̂e− is a unit vector
pointing into the direction of the electron momentum. We use a notation where σ(LR/RL) = σ(h− =
∓1; h+ = ±1). In terms of the electroweak coupling parameters gij , the nominal polarization asymmetry at
threshold

√
s = 2mt is given by ALR = −(g41 + g42)/(g11 + g12) = 0.409. Eq. (4) shows that, at threshold

and at the Born term level, the polarization ~P is parallel to the beam axis irrespective of the scattering
angle and has maximal values |~P | = 1 for both Peff = ±1 as dictated by angular momentum conservation.
Zero polarization is achieved for Peff = ALR = 0.409.

In the high energy limit the polarization of the top quark is purely longitudinal, i.e. the polarization
points into the direction of the top quark. At the Born term level one finds ~P (cos θ) = P (ℓ)(cos θ) · p̂t with

P (ℓ)(cos θ) =
(g14 + g41 + Peff(g11 + g44))(1 + cos θ)2 + (g14 − g41 − Peff(g11 − g44)(1 − cos θ)2

(g11 + g44 + Peff(g14 + g41))(1 + cos θ)2 + (g11 − g44 − Peff(g14 − g41))(1 − cos θ)2
. (5)

In the same limit, the electroweak coupling coefficients appearing in Eq. (5) take the numerical values
g11 = 0.601, g14 = −0.131, g41 = −0.201 and g44 = 0.483. For cos θ = ±1 and Peff = ±1 the top quark is
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100% polarized as again dictated by angular momentum conservation. The lesson from the threshold and
high energy limits is that large values of the polarization of the top quark close to |~P | = 1 are engendered
for large values of the effective beam polarization parameter close to Peff = ±1.

Take, for example, the forward–backward asymmetry which is zero at threshold, and large and positive
in the high energy limit. In fact, from the numerator of the high energy formula Eq. (5) one calculates

AFB =
3

4

g44 + Peffg14

g11 + Peffg41
= 0.61

1 − 0.27Peff

1 − 0.33Peff
. (6)

The forward-backward asymmetry is large and only mildly dependent on Peff . More detailed calculations
show that the strong forward dominance of the rate sets in rather fast above threshold [8]. This is quite
welcome since the forward region is also favoured from the polarization point of view.

As another example take the vanishing of the polarization which, at threshold, occurs at Peff = 0.409.
In the high energy limit, and in the forward region where the numerator part of Eq. (5) proportional to
(1+cos θ)2 dominates, one finds a polarization zero at Peff = (g14 +g41)/(g11 +g44) = 0.306. The two values
of Peff do not differ much from another.

3 Overall rate and left-right (LR) and right-left (RL) rates

The overall rate σ for partially longitudinal polarized beam production can be composed from the LR rate
σLR and the RL rate σRL valid for 100% longitudinally polarized beams. The notation is such that LR
and RL refer to the (e−

Le+
R) and (e−

Re+
L) longitudinal polarization configurations, respectively. The relation

reads [10]

dσ

d cos θ
=

1 − h−
2

1 + h+

2

dσLR

d cos θ
+

1 + h−
2

1 − h+

2

dσRL

d cos θ

=
1

4
(1 − h−h+)

(dσLR + dσRL

d cos θ
− Peff

dσLR − dσRL

d cos θ

)
. (7)

Using the left–right polarization asymmetry

ALR =
dσLR − dσRL

dσLR + dσRL
(8)

one can rewrite the rate (7) in the form

dσ

d cos θ
=

1

4
(1 − h−h+)

dσLR + dσRL

d cos θ

(
1 − PeffALR

)
. (9)

The differential rate dσ/d cos θ carries an overall helicity alignment factor (1 − h−h+) which enhances the
rate for negative values of h−h+. Also, Fig. 2 shows that ALR varies in the range between 0.30 and 0.60
which leads to a further rate enhancement from the last factor in Eq. (9) for negative values of Peff .

Let us define reduced LR and RL rate functions DLR/RL by writing

dσLR/RL

d cos θ
=

πα2v

3s2
DLR/RL(cos θ) (10)

such that, in analogy to Eq. (7),

D =
1

4
(1 − h−h+) (DLR + DRL − Peff(DLR − DRL)) . (11)

In the next step we express the reduced rate functions through a set of independent hadronic helicity structure
functions. For the LR reduced rate function one has

2DLR(cos θ) =
3

8
(1 + cos2 θ)

(
(f2

LL + f2
LR)H1

U + 2fLLfLRH2
U

)

+
3

4
sin2 θ

(
(f2

LL + f2
LR)H1

L + 2fLLfLRH2
L

)

+
3

4
cos θ(f2

LL − f2
LR)H4

F (12)
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Figure 2: NLO left–right polarization asymmetry ALR for
√

s = 360, 500, 1000, and 3000GeV

and accordingly for DRL with fLL → fRR and fLR → fRL.
At NLO one has Hj

a = Hj
a(Born) + Hj

a(αs). The radiatively corrected structure functions Hj
a(αs) are

listed in Ref. [8]. If needed they can be obtained from S.G. or B.M. in Mathematica format. For the
non-vanishing unpolarized Born term contributions Hj

a(Born) one obtains (see e.g. Ref. [7, 8])

H1
U (Born) = 2Ncs(1 + v2), H1

L(Born) = H2
L(Born) = Ncs(1 − v2),

H2
U (Born) = 2Ncs(1 − v2), H4

F (Born) = 4Ncsv. (13)

Following Refs. [11, 12], DLR(cos θ) (and DRL(cos θ)) can be cast into a very compact Born term form

DLR(Born) =
3

8

(
C2

LR − 2fLLfLRv2 sin2 θ
)
2Ncs, (14)

where
CLR(cos θ) = fLL(1 + v cos θ) + fLR(1 − v cos θ) . (15)

The corresponding RL form DRL is obtained again by the substitution (L ↔ R) in Eqs. (14) and (15).
With the help of the compact expression in Eq. (14) and the translation table 2(g11 −g41) = (f2

LL +f2
LR),

2(g14 − g44) = −f2
LL + f2

LR, 2(g11 + g41) = f2
RR + f2

RL, 2(g14 + g44) = f2
RR − f2

RL one can easily verify the
threshold value for ALR and the high energy limits for AFB discussed in Sec. 2.

4 Single top polarization in e+e− → tt̄

The polarization components P (m) (m = ℓ: longitudinal; m = tr: transverse) of the top quark in e+e− → tt̄
are obtained from (the antitop quark spin is summed over)

P (m)(Peff) =
N (m)(Peff)

D(Peff)
, (16)

where the dependence on Peff is given by

N (m)(Peff) =
1

4
(1 − h−h+)

(
N

(m)
LR + N

(m)
RL − Peff(N

(m)
LR − N

(m)
RL )

)
. (17)

P (tr) is the transverse polarization component perpendicular to the momentum of the top quark in the scat-
tering plane. The overall helicity alignment factor (1−h−h+) drops out when one calculates the normalized
polarization components according to Eq. (16). This explains why the polarization depends only on Peff and
not separately on h− and h+ (see Eq. (2)).
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The numerator factors N
(m)
LR and N

(m)
RL in Eq. (16) are given by

−2N
(ℓ)
LR(cos θ) =

3

8
(1 + cos2 θ) (f2

LL − f2
LR)H

4(ℓ)
U +

3

4
sin2 θ (f2

LL − f2
LR)H

4(ℓ)
L

+
3

4
cos θ

(
(f2

LL + f2
LR)H

1(ℓ)
F + 2fLLfLRH

2(ℓ)
F

)
, (18)

−2N (tr)(cos θ) = − 3√
2

sin θ cos θ (f2
LL − f2

LR)H
4(tr)
I

− 3√
2

sin θ
(
(f2

LL + f2
LR)H

1(tr)
A + 2fLLfLRH

2(tr)
A

)
, (19)

and N
(m)
RL = −N

(m)
LR (L ↔ R). Note the extra minus sign when relating N

(m)
LR and N

(m)
RL .

The LO longitudinal and transverse polarization components read (see e.g. Ref. [7, 8])

H
4(ℓ)
U (Born) = 4Ncsv, H

1(ℓ)
F (Born) = 2Ncs(1 + v2),

H
4(ℓ)
L (Born) = 0, H

2(ℓ)
F (Born) = 2Ncs(1 − v2), (20)

and

H
4(tr)
I (Born) = 2Ncs

1

2
√

2
v
√

1 − v2, H
1(tr)
A (Born) = H

2(tr)
A (Born) = 2Ncs

1

2
√

2

√
1 − v2 . (21)

The LO numerators (18) and (19) can be seen to take a factorized form [11, 12]

N
(ℓ)
LR(cos θ) = −3

8

(
fLL(cos θ + v) + fLR(cos θ − v)

)
CLR(cos θ) 2Ncs ,

N
(tr)
LR (cos θ) =

3

8
sin θ

√
1 − v2 (fLL + fLR)CLR(cos θ) 2Ncs , (22)

where the common factor CLR(cos θ) has been defined in Eq. (15).
One can then determine the angle α enclosing the direction of the top quark and its polarization vector

by taking the ratio N
(tr)
LR /N

(ℓ)
LR. One has

tanαLR =
N

(tr)
LR (cos θ)

N
(ℓ)
LR(cos θ)

= − sin θ
√

1 − v2 (fLL + fLR)

fLL(cos θ + v) + fLR(cos θ − v)
. (23)

For v = 1 one finds αLR = 0, i.e. the polarization vector is aligned with the momentum of the top quark, in
agreement with what has been said before. In Ref. [8] we have shown that radiative corrections to the value
of αLR are small in the forward region but can become as large as ∆αLR = 10◦ in the backward region for
large energies.

Eqs. (22) and (22) can be used to find a very compact LO form for |~PLR|. One obtains [8]

|~PLR| =

√
N

(ℓ)2
LR + N

(tr)2
LR

DLR
=

√
1 − 4aLR

1 − 2aLR
= 1 − 2a2

LR − 8a3
LR − 18a3

LR . . . , (24)

where the coefficient aLR depends on cos θ through

aLR(cos θ) =
fLLfLR

C2
LR(cos θ)

v2 sin2 θ . (25)

Again, the corresponding expressions for |~PLR| and aLR can be found by the substitution (L ↔ R).

For the fun of it we also list a compact LO form for |~P (Peff = 0)|. One has

|~P (Peff = 0)| =

√
(C2

LR − C2
RL)2 − 4v2 sin2 θ(CLRfLL − CRLfRR)(CLRfLR − CRLfRL)

C2
LR + C2

RL − 2v2 sin2 θ(fLLfLR + fRRfRL)
. (26)

Eq. (26) would produce a LO version of Fig 1.
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5 Effective beam polarization

As described in Sec. 2, large values of the effective beam polarization Peff are needed to produce large
polarization values of ~P . It is a fortunate circumstance that nearly maximal values of Peff can be achieved
with non-maximal values of (h−, h+). This is shown in Fig. 3 where we drawn contour plots Peff = const in
the (h−, h+) plane. The two examples shown in Fig. 3 refer to

(h− = −0.80, h+ = +0.625) leads to Peff = −0.95,

(h− = +0.80, h+ = −0.625) leads to Peff = +0.95. (27)

These two options are at the technical limits that can be achieved [13]. In the next section we shall see that
the choice Peff ∼ −0.95 is to be preferred since the polarization is more stable against small variations of
Peff . Furthermore, negative values of Peff gives yet another rate enhancement as discussed after Eq. (9).

0.95

0.75

0.5

0.25

0

-0.25

-0.5

-0.75

-0.95

-1.0 -0.5 0.0 0.5 1.0
-1.0

-0.5

0.0

0.5

1.0

h-

h+

Figure 3: Contour plots of Peff = const in the (h+, h−) plane

6 Stability of polarization against variations of Peff

Extrapolations of |~P | away from Peff = ±1 are more stable for Peff = −1 than for Peff = +1. Because the

derivative of the magnitude of |~P | leads to rather unwieldy expressions, we demonstrate this separately for
the two polarization components P (ℓ) and P (tr). The polarization components are given by (m = ℓ, tr)

P (m) =
N

(m)
0 − PeffN

(m)
P

D0 − PeffDP
, (28)

where N
(m)
0 = N

(m)
LR + N

(m)
RL and N

(m)
P = N

(m)
LR − N

(m)
RL and similarly for D0 and DP . Upon differentiation

w.r.t. Peff one obtains

dP (m)

dPeff
=

−N
(m)
0 DP + N

(m)
P D0

(D0 − PeffDP )2
. (29)

For the ratios of the slopes for Peff = −1 and Peff = +1 one finds

dP (m)

dPeff

∣∣∣
Peff=−1

/
dP (m)

dPeff

∣∣∣
Peff=+1

=

(
D0 − DP

D0 + DP

)2

=

(
DRL

DLR

)2

=

(
1 − ALR

1 + ALR

)2

. (30)

Depending on the energy and the scattering angle, Fig. 2 shows that ALR varies between 0.3 and 0.7 which
implies that (DRL/DLR)2 varies between 0.29 and 0.06, i.e. for Peff = −1 the polarization components are
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much more stable against variations of Peff than for Peff = +1. At threshold the ratio of slopes of |~Pthresh |
for Peff = −1 and Peff = +1 is given by −(DRL/DLR)2 = −0.18 where the minus sign results from having

taken the derivative of the magnitude |~P | (see Eq. (4)).

7 Longitudinal and transverse polarization
P (ℓ) vs. P (tr) for general angles and energies

In Fig. 4 we plot the longitudinal component P (ℓ) and the transverse component P (tr) of the top quark
polarization for different scattering angles θ and energies

√
s starting from threshold up to the high energy

limit. The left and right panels of Fig. 4 are drawn for Peff = (−1, −0.95) and for Peff = (+1, +0.95), respec-

tively. The apex of the polarization vector ~P follows a trajectory that starts at ~P = Pthresh(− cos θ, sin θ)

and ~P = Pthresh(cos θ, − sin θ) for negative and positive values of Peff , respectively, and ends on the line

P (tr) = 0 in the high energy limit. The two 60◦ trajectories show that large values of the size of |~P | close to
the maximal value of 1 can be achieved in the forward region for both Peff ∼ ∓1 at all energies. However,
the two figures also show that the option Peff ∼ −1 has to be preferred since the Peff ∼ −1 polarization is
more stable against variations of Peff .

Figure 4: Parametric plot of the orientation and the length of the polarization vector in dependence on
the c.m. energy

√
s for values θ = 60◦, 90◦, 120◦, and 150◦ for i) (left panel) Peff = −1 (solid lines) and

Peff = −0.95 (dashed lines) and ii) (right panel) Peff = +1 (solid lines) and Peff = +0.95 (dashed lines). The
three ticks on the trajectories stand for

√
s = 500 GeV , 1000 GeV , and 3000 GeV .

It is noteworthy that the magnitude of the polarization vector remains closer to |~P | = 1 in the forward
region than in the backward region when cos θ is varied. Let us investigate this effect for Peff = −1 by
expanding the high energy formula (5) in ∆ cos θ around cos θ = +1 and cos θ = −1. Since the first
derivative vanishes, one has to expand to the second order in ∆ cos θ. The result is

Forward |~PLR| = 1 − 1

2

(
fLR

fLL

)2

(∆ cos θ)2 + . . .

Backward |~PLR| = 1 − 1

2

(
fLL

fRL

)2

(∆ cos θ)2 + . . . . (31)

Numerically, one has f2
LR/f2

LL = 0.13 and f2
LL/f2

LR = 7.53. The second derivative is very much smaller
in the forward direction than in the backward direction. This tendency can be clearly discerned in Fig. 4. A
similar but even stronger conclusion is reached for the second derivative of |~PRL| where the corresponding
second order coefficients are given by f2

RL/f2
RR = 0.064 for cos θ = +1, and by f2

RR/f2
RL = 15.67 for

cos θ = −1. Corresponding v-dependent expansions can be obtained from Eq. (24).
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We mention that at NLO there is also a normal component of the top quark polarization P (n) generated
by the one–loop contribution which, however, is quite small (of O(3%)) [8].

8 Summary

The aim of our investigation was to maximize and to minimize the polarization vector of the top quark
~P (

√
s, cos θ, gij , Peff) by tuning the beam polarization. Let us summarize our findings which have been

found in NLO QCD in the context of the SM.

A. Maximal polarization: Large values of ~P can be realized for Peff ∼ ±1 at all intermediate energies.
This is particularly true in the forward hemisphere where the rate is highest. Negative large values for Peff

with aligned beam helicities (h−h+ neg.) are preferred for two reasons. First there is a further gain in rate
apart from the helicity alignment factor (1 − h−h+) due to the fact that generally σLR > σRL as explained
after Eq. (7). Second, the polarization is more stable against variations of Peff away from Peff = −1. The
forward region is also favoured since the 100% LO polarization valid at cos θ = 1 extrapolates smoothly into
the forward hemisphere with small radiative corrections.

B. Minimal polarization: Close to zero values of the polarization vector ~P can be achieved for Peff ∼ 0.4.
Again the forward region is favoured. In order to maximize the rate for the small polarization choice take
quadrant IV in the (h−, h+) plane.
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1 Introduction

The LHC era has had its first spectacular success with the discovery of a new par-
ticle compatible with a Standard Model (SM) Higgs boson. The LHC promises
great progress in understanding the nature of electroweak symmetry breaking
(EWSB). Additional, non-LHC observables are nevertheless important, for they
can provide complementary information on EWSB, and they can unravel the
existence of physics beyond the SM invisible at the LHC and possibly unrelated
to EWSB.

The muon magnetic moment aµ has a special role because it is sensitive to
a large class of models related and unrelated to EWSB and because it combines
several properties in a unique way: it is a flavour- and CP-conserving, chirality-
flipping and loop-induced quantity. In contrast, many high-energy collider ob-
servables at the LHC and a future linear collider are chirality-conserving, and
many other low-energy precision observables such as electric dipole moments or
processes such as µ → eγ are CP- or flavour-violating. These properties might
be the reason why there is a significant deviation between the experimental and
the SM value of aµ,

aexp
µ − armSM

µ = (28.7 ± 8.0)1010, (1)

while there is no significant deviation in electroweak precision observables and
searches for electric dipole moments and lepton-flavour violation have been un-
succesful.

In these proceedings we will first briefly review the current status and future
prospects of aexp

µ and aSM
µ and we will explain the general structure and model-

dependence of contributions from new physics. Then we will discuss concrete
examples of contributions from and constraints on new physics models, with
particular emphasis on the complementarity to recent LHC results.
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2 Current status and future prospects

The uncertainty quoted in Eq. (1) is the quadratic sum of various experimental
and theoretical errors. The experimental value of the muon magnetic moment
has been determined by a series of measurements at BNL [1] with a final statisti-
cal and systematic uncertainty of (±5.4stat±3.3syst)×10−10, which is dominated
by statistics. The importance of this result has motivated two new experiments.
One is already under construction at Fermilab, using the same technique as used
at BNL, where high-energy muons at the “magic relativistic γ” are used, for
which electric focusing fields in the ring do not perturb the muon precession.
The second is planned at J-PARC, using ultra-cold muons with smaller γ but no
electric focusing field. Both of these complementary experiments aim to reduce
the statistical uncertainty by more than a factor 4.

The precision of the SM theory prediction is currently even higher than the
experimental one. The remaining theory error is dominated by the hadronic
vacuum polarization (HVP) contributions. These can be related to the cross
section for e+e− → hadrons, and the increasingly precise experimental data for
this cross section lead to consistent recent evaluations by several groups [2, 3, 4]
(for recent overviews see [4, 5]). The error used in Eq. (1) is taken from Ref.
[2] and is ±4.2 × 10−10. Earlier discrepancies between these e+e−-based results
and alternative ones using data from τ -decays have been dramatically reduced
[2, 6, 7].

A subdominant part of the SM theory error is due to the hadronic light-
by-light scattering (HLbL) contributions. Here progress is very difficult since
hadronic dynamics is relevant in kinematical regimes where neither perturbation
theory nor established low-energy effective theories are valid. In spite of using
different approaches, the results of various groups agree within the quoted errors,
see in particular Refs. [4, 8]. The result quoted in Eq. (1) is based on the
evaluations of Refs. [2, 8], and has the theory error ±2.6 × 10−10.

3 New physics contributions in general

General contributions from new physics to aµ are best understood by using a
relation between aµ and mµ, the muon mass. Both aµ and mµ correspond to
quantum field operators which flip chirality, i.e. convert a left-handed into a
right-handed muon. For this reason, contributions of new physics at some scale
Λ to both quantities, aµ(N.P.) and δmµ(N.P.), are linked as

aµ(N.P.) = O(1) ×
(mµ

Λ

)2

×
(

δmµ(N.P.)

mµ

)
. (2)

As discussed in [9], this relation is model-independent, but the value of the
constant C = δmµ(N.P.)/mµ is highly model-dependent. It is important that
the O(1) factors do not contain any coupling constants of 1/16π2 factors —
those are contained in the constant C. A first consequence of this relation is
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that new physics can explain the currently observed deviation (1) only if Λ is at
the TeV scale or smaller (assuming no fine-tuning in the muon mass, |C| < 1).

Second, the relation illustrates how widely different contributions to aµ are
possible.

• For models with new weakly interacting particles (e.g. Z ′, W ′, little Higgs
or universal extra dimension models [10, 11]) one typically obtains per-
turbative contributions to the muon mass C = O(α/4π). Hence for weak-
scale masses these models predict very small contributions to aµ and might
be challenged by the future more precise aµ measurement. Models of this
kind can only explain a significant contribution to aµ if the new particles
interact with muons but are otherwise hidden from searches. An exam-
ple is the model with a new gauge boson associated to a gauged lepton
number Lµ − Lτ [12], where a gauge boson mass of O(100 GeV) is viable.

• For supersymmetric (SUSY) models one obtains an additional factor tanβ,
the ratio of the two Higgs vacuum expectation values [13]. A numerical
approximation for the SUSY contributions is given by

aSUSY
µ ≈ 13 × 10−10

(
100 GeV

MSUSY

)2

tanβ sign(µ), (3)

where MSUSY denotes the common superpartner mass scale and µ the
Higgsino mass parameter. It agrees with the generic result (2) for C =
O(tan β × α/4π) and is exactly valid if all SUSY masses are equal to
MSUSY. The formula shows that the observed deviation could be explained
e.g. for relevant SUSY masses of roughly 200 GeV and tanβ ∼ 10 or SUSY
masses of 500 GeV and tanβ ∼ 50. However, the SUSY prediction for aµ

depends strongly on the detailed scenario, and if SUSY exists aµ will help
to measure the SUSY parameters.

• Models with large C ≃ 1 are of interest since there the muon mass is essen-
tially given by new physics loop effects. Some examples of such radiative
muon mass generation models are given in [9]. For examples within SUSY
see e.g. [14, 15]. In such models aµ can be large even for particle masses
at the TeV scale.

4 Supersymmetry and aµ

As discussed above, supersymmetry with moderate to large tanβ and masses in
the 200–500 GeV range can easily explain the currently observed deviation (1).
We now discuss the supersymmetry contributions in more detail. At the one-
loop level, the diagrams involve either charginos and sneutrinos, or neutralinos
and smuons. The relevant parameters are thus the soft mass parameters for the
2nd generation sleptons, the gaugino masses M2, M1, and the Higgsino mass
parameter µ. Strongly interacting particles, squarks and gluinos, and their
masses are irrelevant.

3

130



(a) (b)

Figure 1: (a) SUSY contributions to aµ for the SPS benchmark points (red),
and for the “degenerate solutions” from Ref. [22]. (b) Possible future tanβ de-
termination assuming that a slightly modified MSSM point SPS1a (see text) is
realized. The bands show the ∆χ2 parabolas from LHC-data alone (yellow) [24],
including the aµ with current precision (dark blue) and with prospective pre-
cision (light blue). The width of the blue curves results from the expected
LHC-uncertainty of the parameters (mainly smuon and chargino masses) [24].

If all the relevant mass parameters are equal, the approximation (3) is valid,
and the dominant contribution is from the chargino–sneutrino diagrams. If µ
is very large, the bino-like neutralino contribution is approximately linear in µ
and can dominate. If there is a large mass splitting between the left- and right-
handed smuon, even the sign can be opposite to Eq. (3), see the discussions in
[16, 13].

At the two-loop level various contributions are possible with potentially rele-
vant impact. Photonic two-loop corrections always decrease the one-loop result
slightly [19], and two-loop diagrams with either a sfermion (stop, sbottom, . . . )
loop or a chargino loop can be large even if the one-loop contributions are sup-
pressed [17, 18]. For large tanβ, two-loop (tanβ)2-enhanced effects become
important [20].

Within supersymmetry the contributions to aµ are therefore very model-
dependent, and aµ places important constraints on how supersymmetry can be
realized. Fig. 1 illustrates this. The left plot shows the values for the so-called
SPS benchmark points [21]. These span a wide range and can be positive or
negative, due to the factor sign(µ) in Eq. 3. The discriminating power of the
current (yellow band) and an improved (blue band) measurement is evident from
Fig. 1(a). One might think that if SUSY exists, the LHC-experiments will find
it and measure its parameters. The green points illustrate that this is not the
case. They correspond to “degenerate solutions” of Ref. [22] — different SUSY
parameter points which cannot be distinguished at the LHC alone (see also Ref.
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[23] for the LHC inverse problem). They have very different aµ predictions, in
particular different signs for µ, and hence aµ can resolve such LHC degeneracies.

The right plot of Fig. 1 illustrates that the SUSY parameter tanβ can be
measured more precisely by combining LHC-data with aµ. It is based on the
assumption that SUSY is realized, found at the LHC and the origin of the
observed aµ deviation (1). To fix an example, we use a slightly modified SPS1a
benchmark point with tanβ scaled down to tanβ = 8.5 such that aSUSY

µ is equal
to an assumed deviation ∆aµ = 255×10−11.1 Ref. [24] has shown that then mass
measurements at the LHC alone are sufficient to determine tanβ to a precision
of ±4.5 only. The corresponding ∆χ2 parabola is shown in yellow in the plot. In
such a situation one can study the SUSY prediction for aµ as a function of tanβ
(all other parameters are known from the global fit to LHC data) and compare
it to the measured value, in particular after an improved measurement. The
plot compares the LHC ∆χ2 parabola with the ones obtained from including
aµ, ∆χ2 = [(aSUSY

µ (tanβ) − ∆aµ)/δaµ]2 with the errors δaµ = 80 × 10−11

(dark blue) and 34 × 10−11 (light blue). As can be seen from the Figure, using
today’s precision for aµ would already improve the determination of tanβ, but
the improvement will be even more impressive after a future more precise aµ

measurement.
To date, the LHC has not found indications for supersymmetric particles,

so a tension is rising between four pieces of experimental information and the-
oretical prejudice:

• If supersymmetry is the origin of the deviation in aµ, the supersym-
metric particles cannot be too heavy, in particular the smuons and
charginos/neutralinos.

• The negative results of the LHC searches for supersymmetric particles
imply lower limits, in particular on squark and gluino masses.

• The constraint that a SM-like Higgs boson mass is around 126 GeV re-
quires either very large loop corrections from large logarithms or non-
minimal tree-level contributions from additional non-minimal particle con-
tent.

• The requirement of small fine-tuning between supersymmetry-breaking
parameters and the Z-boson mass prefers certain particles, in particular
stops, gluinos and Higgsinos to be rather light.

Apart from fine-tuning, it is of course possible to accommodate all experimen-
tal data in the minimal supersymmetric standard model, which has enough free
parameters [25]. However, the Constrained MSSM (CMSSM) cannot simulta-
neously describe all data [26], while slight extensions such as the Non-universal
Higgs mass model (NUHM) or a model with gauge-mediated supersymmetry

1The actual SPS1a point is ruled out by LHC, however for our purposes only the weakly
interacting particles are relevant, and these are not excluded. The following conclusions are
neither very sensitive to the actual tan β value nor to the actual value of the deviation ∆aµ.
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breaking and extra vector-like matter [27] are marginally consistent with all
data.

Models inspired by naturalness, where the spectrum is such that fine-tuning
is minimized while squarks and gluinos evade LHC bounds, can explain the
observed Higgs boson mass but completely fail to explain aµ [28].

An interesting possibility is provided by supersymmetric scenarios that real-
ize radiative generation of the muon mass. Since the muon mass at tree level is
given by the product of a Yukawa coupling and the vacuum expectation value
of the Higgs doublet Hd, there are two kinds of such scenarios. First, one can
postulate that the muon Yukawa coupling is zero but chiral invariance is broken
by soft supersymmetry-breaking A-terms. Then, the moun mass, and aSUSY

µ ,

arises at the one-loop level and aSUSY
µ can be large even for TeV-scale smuon

masses [14, 15]. Second, one can postulate that the vacuum expectation value
〈Hd〉 is very small or zero [29, 30]. Then, the muon mass and aSUSY

µ arise at
the one-loop level from loop-induced couplings to the other Higgs doublet.

5 Conclusions

In spite of tremendous progress at the LHC, aµ is still a very important con-
straint on physics beyond the SM. The increasing difficulty to explain the aµ

deviation and satisfy LHC bounds and Higgs mass constraints highlights this. It
is conceivable that the observed deviation (1) is real but not due to new physics
at the electroweak scale, but e.g. due to new very light particles, as suggested
e.g. in [31]. In such a case, the resolution of the EWSB puzzle would be the task
of the LHC and a possible future linear collider, while the new light particles
could be probed by dedicated low-energy precision experiments such as the next
generation aµ measurements.
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Physics Applications of Polarized Positrons

S. Riemann
DESY Zeuthen, Platanenallee 6, D-15738 Zeuthen, Germany

Abstract

With the LHC a new era of measurements at the energy frontier
has started, and exciting new discoveries are expected. However, also
measurements at the precision frontier will be necessary to fully un-
derstand the underlying physics model. The programme for the e+e−

collider projects ILC and CLIC is focused on precision tests of the
Standard Model and new physics beyond it at the TeV scale. Polar-
ized positron beams play a crucial role in these analyses. Here, the
advantages as well as the requirements using also polarized positron
beams for measurements at e+e− colliders are discussed.

1 Introduction

So far, the particle physics experiments have confirmed the Standard Model
(SM) with excellent precision. Neither significant deviations from the SM
predictions nor new physics phenomena have been obtained. Based on the
global analysis of the measurements it is expected that the SM Higgs boson
has a mass of O(100) GeV. The fundamental question whether the Higgs
boson exists will be answered soon by the measurements at the LHC, and
the experiments are well prepared to discover and probe new physics beyond
the SM. But the full understanding of phenomena obtained at the LHC is only
possible if complementary measurements from lepton colliders are available.
The precise knowledge of type, energy and helicity of the interacting particles
allows to test theoretical models at the level of quantum corrections up to
higher orders. The microscopic world of electroweak interactions is not left-
right symmetric and so are new phenomena suggested by various extensions
of the SM. The chiral structure of interactions can be analyzed best using
high-energy lepton colliders with polarized beams. However, the production
of an intense, highly polarized electron beam with high energy is simple in
comparison to the generation of the corresponding polarized positron beam.
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But the flexibility and the substantial advantages justify the effort necessary
to create the polarized positron beam.

In this paper important features of measurements at e+e− colliders with
polarized beams are discussed. Section 2 presents few selected examples for
precision physics with polarized beams. In subsections 2.1–2.3 the basics
of measurements with polarized beams are introduced. The experimental
requirements to utilize polarized positron beams are described in section 3.
Section 4 summarizes.

2 Physics with Polarized Positrons

The era of precision electroweak measurements [2] at high energies was based
on experiments at the Large Electron Positron Collider (LEP) at CERN and
at the SLAC Linear Collider (SLC). The Standard Model has been confirmed
with extremely high precision, up to loop corrections. Its parameters have
been determined and the mass of the SM Higgs boson has been predicted.
One of the important SM parameters that describe the electroweak symme-
try breaking is the weak mixing angle, sin2 θW. The measurement of this
observable was performed by the four LEP collaborations, ALEPH, DEL-
PHI, L3 and OPAL, and by the SLD collaboration; the results and details
can be found in reference [2] . It was impressive to see that the SLD collabo-
ration achieved a slightly more precise measurement of this parameter than
the four LEP collaborations combined although the latter obtained a more
than 30 times higher number of Z bosons created in e+e− collisions. The cru-
cial point was the polarized electron beam which increased the sensitivity to
the left-right asymmetry of the Z boson coupling to fermions. If SLD would
have used also polarized positrons a further reduction of the uncertainty by
a factor of about two would have been possible.

This simple Gedankenexperiment demonstrates the potential of polarized
beams in high energy particle physics experiments. The precise test of the
SM at high energies as well as the understanding of new phenomena benefit
substantially if electron and positron beams are polarized. A comprehensive
overview of physics with both beams – electrons and positrons – polarized is
given in reference [1] . Here, some of the basics are emphasized.

First, few remarks about the requirements for measurements at the pre-
cision frontier. Future lepton colliders have to complement and to attend
the physics goals achieved with the LHC. This implies physics at center-of-
mass energies between 200 GeV and 1 (3)TeV. Two projects are under de-
velopment: the International Linear Collider (ILC) [3] with energies between
200 GeV and 1 TeV and the possibility to run also at the Z boson resonance,
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√
s = 91.2 GeV, and the Compact Linear Collider (CLIC) [4] foreseen for

energies up to 3 TeV. To interprete the results and to examine the SM and
possible extensions, the precision of measurements must be better than the
size of higher order corrections to the observables. With other words: Only
high intensities (combined with a highly sophisticated detector) allow to de-
tect the huge number of events for all interesting processes which is necessary
to perform measurements with uncertainties at and below the percent-level.
However, it is not at all easy to produce a beam with the required high lu-
minosity. Since the cross sections in lepton colliders fall as σ ∼ 1/E2, the
increase of energy by a factor f has to be compensated by a factor f 2 for
the luminosity to keep the number of events almost constant. Further, the
stability of energy and luminosity must be very high – below 0.1% for the
ILC – and the precise measurements of energy and luminosity must be pos-
sible. Similar requirements exist for the beam polarization. As shown in the
SLD experiment at SLC, electron beam polarization of 80% is possible and
measurable with a precision of 0.5% [2]. Further improvements are possible
at the ILC [5]. In the following features of precision measurements using
polarized beams are discussed.

2.1 Fermion-Pair Production in the s-Channel

Some important advantages of physics with colliding polarized beams can
be explained best for the fermion-pair production process. Photon and Z
boson are spin-1 particles, and in the SM they are exchanged in this process,
e+e− → Z, γ → ff. The Feynman diagram in lowest order is shown in figure 1.
For longitudinally polarized beams, the cross section can be written as

e+

e−

γ, Ζ 

f
−

f

Figure 1: The Feynman diagram in lowest order for the fermion-pair produc-
tion; in the SM, photon and Z boson are exchanged (J=1).

σPe−Pe+
=

1

4
[(1 − Pe−) (1 + Pe+) σLR + (1 + Pe−) (1 − Pe+) σRL

+ (1 − Pe−) (1 − Pe+) σLL + (1 + Pe−) (1 + Pe+) σRR] , (1)
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with the electron beam polarization Pe− and the positron beam polarization
Pe+ . σLR denotes the cross section if the electron beam is 100% left-handed
polarized (Pe− = −1), and the positron beam 100% right-handed polarized
(Pe+ = +1). The other cross sections, σRL, σLL and σRR, are defined corre-
spondingly. Since the exchange of the spin-1 particles, photon and Z boson,
in the fermion-pair production is only possible for J = 1, the cross sections
σRR and σLL are zero in the SM1. Figure 2 shows the possible combinations
of electrons and positrons with helicities ±1. It is not excluded that fur-
ther – yet unknown – particles contribute either to processes with J = 1 or
J = 0. If these particles are not too heavy they can be studied by precise
measurements of the process e+e− → ff.

POSIPOL11 S. Riemann 2

Positron polarization in e+e- collisions
e- e+ he- he+ cross section

-1    +1 !LR
+1     -1 !RL
+1    +1 !RR
-1     -1 !LL

J=1
J=1
J=0
J=0

Figure 2: Helicity combinations in collisions of electrons and positrons and
the corresponding contributions to the cross section.

The cross section (1) can be expressed with

σi,j =
1

4
σu [1 − Pe+Pe− + ALR (−Pe+ + Pe−)] , (2)

where ALR is the left-right asymmetry caused by the different coupling strength
of Z bosons to left- an right-handed fermions, and the indices i, j describe
the sign of the polarization: σ−+, σ+−, σ++, σ−−. Taking into account
beams with realistic polarization, |P| < 1, the measured cross sections for
the different helicity combinations are

σ−+ =
1

4
σu [1 + |Pe+Pe−| + ALR (+|Pe+ | + |Pe−|)] (3)

σ+− =
1

4
σu [1 + |Pe+Pe−| + ALR (−|Pe+ | − |Pe− |)]

σ++ =
1

4
σu [1 − |Pe+Pe−| + ALR (−|Pe+ | + |Pe− |)] (4)

σ−− =
1

4
σu [1 − |Pe+Pe−| + ALR (+|Pe+ | − |Pe− |)]

1The cross section for the exchange of Higgs bosons (J = 0) yields only tiny contribu-
tions and is neglected.
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where σu denotes the cross section with unpolarized beams. The cross sec-
tions σ++ and σ−− (J = 0) are zero for Pe− = Pe+ = ±1, in contrast to
σ+− 6= 0 and σ−+ 6= 0 for Pe− = −Pe+ = ±1 (J = 1). It is easy to see
that in case of unpolarized electron and positron beams half of the collisions
is spent for helicity combinations that yield σ = 0. Figure 2 illustrates the
combinations and resulting cross section contributions.

If the electron beam is 100% longitudinally polarized, but the positron
beam is unpolarized, one half of the measurements is performed with the
orientation Pe− = +1, the other half with Pe− = −1. Also in this case initial
state helicity combinations occur that do not contribute to the cross section.
Hence, only half of the possible helicity combinations yields σ 6= 0.

However, if both beams are 100% polarized and Pe− = −Pe+ , all possi-
ble combinations of initial state helicity amplitudes contribute to the cross
section measurement and the luminosity is enhanced compared to the case
of unpolarized beams. Figure 3 demonstrates these options.

POSIPOL11 S. Riemann 3

Polarized e- beam in e+e- collisions
e- e+ he- he+ cross section

-1    +1 !LR-1     -1 !LL

+1      -1 !RL+1     +1 !RR

-1    +1 !LR+1    +1 !RL

Pe- Pe+

-1      0

+1      0

-1    +1
+1     -1

Figure 3: Helicity combinations in collisions of a longitudinally polarized elec-
tron and unpolarized positron beam (upper part) and in collisions with both
beams polarized. The corresponding helicities of the initial state particles as
well as the contributions to the cross section are shown.

2.2 Cross Sections

It is an important result, that the effective luminosity can be substantially
enhanced if both beams are polarized. The unpolarized cross section, σu, is
given by the sum

σu =
1

4
(σ+− + σ−+ + σ−− + σ++) . (5)
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Using unpolarized beams, σu is measured obtaining the number Nu of events
for the integrated luminosity L,

σu =
Nu

L . (6)

If the electron beam is 100% polarized but the positron beam unpolarized,
and the luminosity is equally distributed to collisions with Pe− = −1 and
Pe− = +1, one finds

σu =
σ+0 + σ−0

2
=

N+0 + N−0

L/2
=

Nu

L . (7)

If also the positron beam is polarized, the unpolarized cross section is

σu =
σ−+ + σ+−

2
=

N+− + N−+

L/2
=

Nu

(1 − Pe+Pe−) L . (8)

The luminosity is effectively enhanced,

Leff = (1 − Pe+Pe−) L , (9)

resulting in a smaller statistical error of the measurement. With positron
beam polarization of |Pe+ | = 0.4 (0.6), the effective luminosity can be in-
creased by about 30% (50%) having an electron beam polarization of |Pe− | =
0.8. In the same way, also processes beyond the SM, e.g. due to the exchange
of spin-0 particles, can be enhanced. However, in that case also runs with
combinations of the initial state helicities are necessary that are ’inefficient’
with respect to the SM cross sections. But the flexibility to chose the desired
initial state helicities improves the precision of SM measurements as well as
the sensitivity to new phenomena beyond the SM.

It must be mentioned that the uncertainties for the left-handed and right-
handed cross section measurements, δσ+−, δσ−+, include also the error of
the polarization measurement. For δPe+/Pe+ = δPe−/Pe− = δP/P the ad-
ditional error contribution due to the beam polarization measurement is

δσij

σij

=
δP
P

√
2P2

e+P2
e− + A2

LR

(
P2

e+ + P2
e−

)
, (10)

which is unimportant for small relative polarization errors and small ALR.
However, for high luminosities larger 1 ab−1 and δP/P = 0.25%, this con-
tribution can approach the magnitude of the statistical error of the cross
section measurement. The corresponding contribution to the uncertainty of
the unpolarized cross section is

δσu

σu

=
Pe+Pe−

1 − Pe+Pe−

√(
δPe+

Pe+

)2

+

(
δPe−

Pe−

)2

. (11)
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and increases slightly the uncertainty of the measurement. The knowledge
of the contributions (10) and (11) is important for precision measurements
with high luminosities and high beam polarizations. Large errors on the
polarization measurement could limit the precision to measure unpolarized
quantities, or the right-handed and left-handed cross-sections, σLR and σRL,
correspondingly.

2.3 Left-Right Asymmetry

The left-right asymmetry ALR is an important observable to measure the left-
and right-handed coupling of bosons to fermions. It is defined as

ALR =
σLR − σLR

σLR + σLR

. (12)

Since in realistic beams |P| < 1, ALR is derived from measurements by

ALR =
σ−+ − σ+−
σ−+ + σ+−

=
Ameas

LR

〈Peff〉 (13)

with the effective polarization, Peff :

Peff =
−Pe− + Pe−

1 − Pe−Pe+
(14)

The effective polarization is larger than the individual e± beam polarizations;
80% polarization of the electron beam are increased to an effective polariza-
tion of almost 95% using a 60% polarized positron beam. Because of error
propagation the uncertainty of the effective polarization is substantially de-
creased. Assuming that the relative error for polarization measurement of
the electron and positron beam is δPe+/Pe+ = δPe−/Pe− = δP/P, the un-
certainty of the effective polarization yields

δPeff

Peff

=
δP
P

√(
1 − P2

e+

)2 P2
e− +

(
1 − P2

e−
)2 P2

e+

(Pe+ + Pe−) (1 + Pe+Pe−)
. (15)

Assuming 80% (90%) electron polarization, and an uncertainty of the polar-
ization measurement of δP/P = 0.25%[5], the error of the effective polariza-
tion is reduced by a factor 3.7 if the positron beam is 60% polarized. This
fact is important for precise ALR measurements with large integrated lumi-
nosity. In this case the error contribution due to the polarization uncertainty
could dominate the total error, δALR, given by

δALR =

√
1 − P2

effALR

PeffN
+ A2

LR

(
δPeff

Peff

)2

. (16)
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2.4 u,t-Channel Processes

In sections 2.1–2.3 some basic advantages are discussed for s-channel pro-
cesses. Without going into detail it should be mentioned that the search for
new phenomena benefits from polarized positrons also if u- and t-channel
processes are considered. In u- and t-channel processes the helicity of the
particle’s final state is directly coupled to the helicity of the initial state
fermion, it does not depend on the helicity of the second incoming beam
particle. This gives a direct access to the helicity of the exchanged particle
and allows an enhancement or suppression of specific processes. An example
is the production of single W bosons, e+e− → W e ν, which is one basic pro-
cess to study CP violation. For more details and examples, in particular the
sensitivity to supersymmetric phenomena, the interested reader is strongly
encouraged to consult reference [1] .

2.5 W+W− Pair Processes

The precise measurement of the Three-Gauge-Boson-Coupling (TGC) in the
process e+e− → Z, γ → W+W− allows a test of the weak gauge structure
as described by the SM, and it is very sensitive to new physics scenarios.
Since the SM defines the TGC, deviations of precision measurements from
the SM prediction are hints to new phenomena. To select this process with
high efficiency, the contribution of the neutrino exchange in the t-channel,
e+e− → ν → W+W− (see figure 4), is suppressed using a polarized electron
beam. A further improvement is possible with polarized positrons in addition
to polarized electrons.

e+ W+

νe

e− W−

e+

e−

γ, Ζ

W+

W−

Figure 4: Feynman diagrams for the process +e− → W+W−. Only the right
diagram is important to measure TGC.

2.6 Higgs Factory

The Higgs boson is a scalar particle which can be produced in e+e− annihi-
lation by the Higgsstrahlung or boson fusion (see figure 5). The dominating
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process is determined by the Higgs mass which is not yet known. In case of
a light Higgs boson as suggested by the electroweak precision measurements
at LEP and SLD [2], the Higgsstrahlung is dominating. With polarized
positrons the Higgs production can be enhanced by a factor (1 − Pe+Pe−).
If the Higgs boson is heavy, it is produced via WW fusion, e+e− → νeν̄eH.
This process can be enhanced (or suppressed) by the factor (1 + Pe+)(1 −
Pe−) choosing the proper sign of the e± polarizations. For (Pe− , Pe+) =
(−80%, +60%), the WW fusion process is enhanced by a factor of 2.88 in
comparison to unpolarized beams.

POSIPOL11 S. Riemann 8

LC as Higgs factory
Higgs Strahlung WW Fusion

• Enhancement of Higgs Strahlung by factor (1-Pe-Pe+)
• Enhancement of Higgs Production by WW Fusion 

Figure 5: Feynman diagrams for Higgs production processes: Higgsstrahlung
process (left) and WW boson fusion (right).

2.7 GigaZ Option

Electroweak precision measurements at the Z resonance were performed by
the experiments ALEPH, DELPHI, L3 and OPAL at LEP and SLD at SLC.
Taking into account the results for the top quark mass and the W boson mass,
the SM has been confirmed at the one-loop level of quantum corrections. The
results of LEP and SLD are in good agreement, however, the ALR measure-
ment at SLD results in values for the weak mixing angle or correspondingly
for the Z boson couplings to fermions that are slightly different from that
determined by the LEP experiments. Running at the Z resonance again by
utilizing polarized e± beams and a much higher luminosity would substan-
tially improve the accuracy of electroweak measurements. This option is
called GigaZ since the luminosity available at the ILC allows to produce and
record about 109 Z bosons within few months of running. High-luminosity
measurements at the Z resonance combined with updated precise results for
the W boson mass, the top-quark mass, and hopefully the Higgs boson mass
allow excellent consistency tests of the SM and provide a high sensitivity
to models beyond the SM. This would also to test whether the slightly dif-
fering values for observables measured at LEP and SLD is a fluctuation as
assumed so far, or whether it is due to a certain yet unknown phenomenon.
At GigaZ a relative precision of less than 5 × 10−5 can be achieved for the
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effective weak mixing angle – more than 10 times better than the values
achieved with LEP/SLD measurements. This allows precise conclusions on
new physics models, e.g. supersymmetry. The GigaZ option requires very
precise measurements of energy, luminosity and beam polarization. If both
beams are polarized, the Blondel scheme [6] can be applied to determine the
beam polarization and ALR simultaneously with highest precision [7].

2.8 Transversely Polarized Beams

Finally it must be mentioned that also collision of transversely polarized
beams are interesting. They allow access to helicity correlations, CP violating
effects and new phenomena like extra dimension [8]. The contribution to the
differential cross section due to transverse polarization is

dσ

dΩ
∼ Pe+

⊥ Pe−
⊥ sin θ cos 2φ , (17)

which is zero if one of the colliding beams is unpolarized. New physics phe-
nomena yield additional terms resulting in substantially modified differential
cross sections. For example, extra dimensions differential cross sections mea-
sured for transversely as well as longitudinally polarized beams with angular
distributions typical for special classes of models. Hence, physics runs with
transversely polarized beams will help to distinguish between models and to
resolve ambiguities.

3 Requirements for Physics

Polarized positron and polarized electron beams offer the best flexibility and
an improved sensitivity to fulfill the physics programme for future high en-
ergy lepton colliders. Unfortunately, it is quite difficult to produce an intense
polarized positron beam for a high energy linear collider. The ILC baseline
design proposes to generate the positrons using photons created in an un-
dulator passed by a high energy electron beam [9]. Since the photon yield
in a helical undulator is higher up to a factor 2 than in a planar undulator,
the ILC positron source design is based on a helical undulator. The pho-
tons generated in a helical undulator are circularly polarized. If they hit the
positron production target, longitudinally polarized electron-positron pairs
are created. The scheme has been tested successfully in the proof-of-principle
experiment E-166 at SLAC [10].

Using a helical undulator, the ILC will provide a polarized positron beam.
The degree of polarization is determined by the parameters of the undulator
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and the source design. The opening angle of the photon beam decreases with
the electron energy, ∝ 1/γ. The polarization of the photons is distributed
such that a collimation of the photon beam increases its average polarization.
The loss of intensity has to be compensated using a longer undulator. For
more details see the references [11, 12] .

In order to exploit the positron and electron beam polarization for physics
measurements, the degree of polarization must be kept up to the interaction
point. Therefore spin rotation systems upstream the damping ring rotate
the particle spins from the longitudinal to the vertical direction, parallel (or
anti-parallel) to the magnetic field in the damping ring. Downstream the
turnaround the spins are rotated back to the longitudinal direction so that
the beams have the desired polarization at the IP.

The electron and positron beam polarization is measured at the IP using
Compton polarimeters. To meet the high precision requirements, the relative
uncertainty of the polarization measurement must be at the level of (few)
per-mille.

One important issue must be mentioned: The direction of the helical un-
dulator winding determines the orientation of the photon polarization and
therefore the sign of the positron polarization. Switching to the opposite ori-
entation of positron beam polarization requires an additional spin-flip equip-
ment. This point is discussed in the subsection 3.3. It should be remarked
that in a polarized positron source based on Compton back-scattering the
helicity reversal can be easily realized by switching the polarization of the
laser light.

3.1 Polarimetry at the Interaction Point

The beam polarization at the interaction point is measured using Compton
polarimeters. In order to determine the luminosity-weighted longitudinal po-
larization at the interaction point (IP) at the ILC, one polarimeter is located
at the beginning of the Beam Delivery System upstream the IP, the other
in the extraction line downstream the IP. The two polarimeters are highly
complementary. The upstream polarimeter has a clean environment and a
much higher counting rate; the fast polarization measurement is important to
detect correlations. The downstream polarimeter measures the polarization
of the outgoing beam. Since the background in the downstream polarimeter
is high and the beam is disrupting after the IP, the counting rate is sub-
stantially smaller than in the upstream polarimeter. But the downstream
polarimeter has access to depolarization effects: Due to the small bunch
sizes high electromagnetic fields act between the particles in the crossing
bunches and induce the radiation of hard photons. The resulting depolar-
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ization has to be taken into account to attain the required precision of the
polarization measurement. The combination of both polarimeters allows the
determination of the luminosity-weighted polarization; cross checks between
both polarimeters are possible. Measurements without collisions can be used
to control the spin transport through the Beam Delivery System. However,
due to the large beam disruption at CLIC the downstream polarimeter will
not work with the required precision.

Present studies and test measurements show that at the ILC a precision
of δP/P ≈ 0.25% can be achieved [5] for the longitudinal polarization. For
comparison: the precision for the polarization measurement reached with
the Compton polarimeter at the SLD experiment was δP/P = 0.5%. The
measurement of the transverse polarization at the IP is under study.

3.2 Positron Polarimetry at the Source

Since the production of an intense positron beam needs some effort the de-
gree of polarization should also be measurable at the positron source. At
the electron source a Mott polarimeter is used. Due to the design and the
parameters of a polarized positron source it is not recommended to apply a
Mott polarimeter. Instead, a Bhabha polarimeter located at beam energies
of few hundred MeV is a promising option [13].

3.3 Frequency of Helicity Reversal

As discussed in section 2, a substantial enhancement of the effective lu-
minosity is possible with polarized beams. But the increase by the factor
(1 − Pe−Pe+) is only possible in case of an efficient pairing of initial states
(+−), (−+). This requires the same helicity reversal frequencies for the elec-
tron and the positron beam. The polarization of the electron beam can be
flipped easily by reversing the polarity of the laser beam which hits the pho-
tocathode. A fast and random flipping between the beam polarization orien-
tations reduces systematic uncertainties substantially (see also reference [2]).
The orientation of the positron beam polarization can be reversed using a
spin rotator. However, it is impossible to switch the high magnetic field in
the spin rotator within very short time, e.g. from train to train as possible
for the electron beam. There is no gain for the effective luminosity if the
helicity of the positrons is reversed from run to run (or even less often) and
the the helicity of the electrons train-by-train. Further, to control systematic
effects, a very high long-term stability is necessary. A possible solution of
this problem would be to kick the positron beam to parallel spin rotation
lines with opposite magnetic fields, similar as suggested in reference [14] .
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The precision measurements require almost identical intensities and po-
larizations for the left- and right-handed oriented beams. The measured
left-right asymmetry is related to the left-right asymmetry by

ALR =
Ameas

LR

〈Peff〉 . (18)

If the luminosities and degrees of polarization are identical for σ−+ and σ+−,
one gets

ALR =
N−+ − N+−
N−+ − N+−

1

〈Peff〉 . (19)

Also for fast helicity reversal small differences in luminosity and polarization
occur between the running modes (+−) and (−+). They have to be taken
into account,

ALR =
Ameas

LR

〈Peff〉 +
1

〈Peff〉
[
(Ameas

LR )2AP + 〈Peff〉∆P + AL + . . .
]

, (20)

where AL and AP are the left-right asymmetries of the integrated luminosity
and of the beam polarization; the asymmetries of residual background, the
center-of-mass energy, detector acceptance and efficiency are not shown in
equation (20). The contribution ∆P depends on ∆Pe+Pe− + ∆Pe−Pe+ with
∆Pe as difference between + and − sign of the beam polarization. A slower
helicity reversal for the positron than for the electron beam yields different
luminosities for the running modes (+−) and (−+), and also the degree of
polarization could vary. The resulting corrections in equation (20) could be
large. The corrections to ALR, i.e. AL, AP and ∆P , must be determined and
should be as small as possible. In particular, the uncertainty of AL and ∆P
should be at the per-mille level to achieve the desired high precision for ALR.

Detailed studies are ongoing to evaluate the influence of parallel spin
rotation lines on the final physics performance with polarized beams, and
to find alternative solutions with fast and flexible helicity reversal at the
undulator-based positron source.

4 Summary

Precision measurements of SM physics and phenomena beyond the SM can
be performed at future linear e+e− colliders. They will extend and com-
plement the achievements of the LHC. The best conditions are provided if
high luminosity, a wide energy range and polarized beams are available. In
particular, the flexible choice of initial state helicities is desired to reveal
unexpected phenomena and their nature.
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The polarization of both beams, electrons and positrons, affords substan-
tial advantages: The occurrence of desired processes can be enhanced. The
effective luminosity for s-channel processes with exchange of spin-1 particles
can be increased by the factor (1 − Pe−Pe+) if the luminosity is equally dis-
tributed to running modes with the initial state helicities (+−) and (−+).
The uncertainty of the effective polarization is reduced which is important for
precision measurements of left-right asymmetries. Among many arguments
to have polarized positrons it should be emphasized: If signals from physics
beyond the SM are found, a much better distinction between models is pos-
sible than with only one polarized beam. For the GigaZ option the electron
and the positron beam must be polarized to achieve the required precision
for the ALR and polarization measurement. In order to benefit from these
advantages, it must be possible to reverse the helicity of positrons as frequent
as the helicity of electrons. Hence, for a positron source based on a helical
undulator an additional facility is necessary to realize the fast spin flip for
the positrons.

Finally, it should be emphasized that a positron source based on a helical
undulator will provide a polarized positron beam; the degree of polarization
depends strongly on the undulator parameters and the energy of the electrons
passing through. One may ask what minimum degree of positron polariza-
tion is necessary. Recent ILC studies [1, 15] show that for Pe+ > 30% the
physics analyses clearly benefit from polarized electron and positron beams.
Of course, a high degree of positron polarization is desired and can be re-
alized by photon beam collimation for the undulator-based source (see also
reference [16]). Thus, an excellent feasibility is provided to perform the high
energy linear collider physics programme at the precision frontier.
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Impact of polarized beams for a staged approach at the

LC

G. Moortgat-Pick1,2, A. Ushakov1

1II. Inst. f. Theo. Physics, University of Hamburg, Hamburg, Germany
2DESY, Hamburg, Germany

In this note we provide the achievable polarization degrees for the undulator-based e+ source at the
different energy stages of the International Linear Collider (ILC). In particular we discuss the physics
potential for the different energy stages.

1 Introduction

1.1 Beam polarization basics

Both Higgs physics as well as precision top quark physics strongly benefits from the use of polarized beams.
New physics will manifest itself with new fermionic and bosonic particles carrying unknown spins. Disentan-
gling and studying the underlying physics benefits from the polarization of both beams because of several
facts:

• a higher effective degree of polarization causing higher cross sections and better sensitivity to the chi-
rality of the couplings;

• an efficient suppression of background processes;
• exploitation of couplings only accessible via transversely-polarized beams;
• a reduced uncertainty of the effective polarisation and of the left-right asymmetry.

Concerning physics examples for all these cases, including quantitative and qualitative gain factors, please
see also Table 2.1 in [1].

Physics processes occur through e−e+ annihilation (‘s’-channel diagrams) and scattering (‘t, u’-channel
diagrams). In annihilation diagrams the helicities of the incoming beams are coupled to each other, whereas
in scattering processes, they are coupled to those of the final particles and therefore are directly sensitive to
their chiral properties. In such processes only simultaneously-polarized e+ and e− beams can uniquely test
the couplings of the final ’new’ particles. Prominent applications are given, for instance, in Supersymmetry
models.

To exploit the effects of transversely polarized beams the polarization of both beams is required, otherwise
all effects at leading order from transverse polarization vanish for me → 0 (suppression by me/

√
s). This

option has substantial applications in determining CP–violating effects, distinctions of models with large
extra dimensions and high-precision tests of the Standard Model.

For details, please, see also S. Riemann, LC-REP-2013-017 [2].

1.2 Staged energy approach and achievable polarization degrees

a) ‘Higgs frontier’:
With the discovery of the Higgs boson with about mH ∼ 125 GeV, the dominant production process
at lower energy is Higgsstrahlung e+e− → ZH and the first energy stage to measure Higgs couplings
is at about mH + mZ + 30 GeV∼ 240 GeV.

With a drive beam energy of E(e−) = 120 GeV a yield of #e+/#e− = 1.5, which is crucial to match
the luminosity requirements, can also be fulfilled with the helical undulator-based e+ source. Applying
a collimator with a radius of Rcol ∼ 3.5 mm a positron polarization P (e+) = 40% is achievable for
231m active length of the undulator with 11.5mm period and K value of 0.92, details see the note
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LC-REP-2013-019, contribution by A. Ushakov et al. The effective polarization Peff and corresponding
uncertainty ∆Peff/Peff are listed in Tab.1.

b) ‘Top frontier’:
The next important energy stage is at about the top quark threshold, i.e.

√
s ∼ 350 GeV. Performing

a threshold scan is mandatory to achieve a measurement of the top mass with ∆mt = 100 MeV. In
addition the measurement of the left-right asymmetry in e+e− → tt̄ is crucial for the measurement of
the electroweak top couplings.

With a corresponding e− drive beam energy of 175 GeV a yield requirement of #e+/#e− = 1.5 does
not cause any problems for the undulator-based e+ source. Applying the collimator as before with
Rcol = 1.2 mm yields a positron polarization of P (e+) = 56% (Fig. 1).
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Figure 1: Positron yield (black curve) and polarization (red curve) versus the aperture radius of photon
collimator of e+ source with 175 GeV electron drive beam and 231 m helical undulator (11.5 mm period and
K = 0.92).

c) ‘Design energy frontier’:
The currently foreseen design energy is

√
s = 500 GeV. The undulator-based positron source with

143.5m undulator and an applied collimator of 0.7mm aperture radius will deliver P (e+) = 59%.
Detailed material tests concerning the collimator are still under work.

This stage allows a first measurement of the top Yukawa coupling gttH and e+ polarization decisive
for a partial compensation of the severe statistical limitations of this process.

d) ‘Energy upgrade’:
A discussed upgrade energy up to

√
s = 1 TeV will, for instance, provide reasonable precision for

the trilinear Higgs couplings. Using a modified undulator-based e+ source with a 176 m undulator
(period of 4.3 cm, K = 2.5), and a collimator with Rcol = 0.9 mm at such a high e− drive beam
energy of E(e−) = 500 GeV would still deliver P (e+) = 54%, details see the note LC-REP-2013-012,
contribution by A. Ushakov et al. Detailed studies on the effects of misalignments are still under work.

For reasons of simplicity, we assume for all energy stages
√

s = 350, 500 and 1000 GeV an e+ beam
polarization of P (e+) = 55%. The corresponding Peff = (P (e−) − P (e+))/(1 − P (e−)P (e+)), Leff = (1 −
P (e−)P (e+))L and ∆Peff/Peff are listed in Tab.1.

2 Polarization issues at
√

s = 240 GeV

Up to this energy stage the main physics questions to be addressed are the measurement of Higgs mass and
its couplings to light quarks, τ ’s and the gauge bosons. The advantage of polarized beams is mainly given
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√
s P (e−) P (e+) Peff Leff

1
x∆Peff/Peff

total range ∓80% 0% ∓80% 1 1
250 GeV ∓80% ±40% ∓91% 1.3 0.43

≥350 GeV ∓80% ±55% ∓94% 1.4 0.30
total range ∓90% 0% ∓90% 1 1
250 GeV ∓90% ±40% ∓96% 1.4 0.43

≥350 GeV ∓90% ±55% ∓97% 1.5 0.29

Table 1: The effective polarization Peff , luminosity Leff and ∆Peff/Peff in dependence of the achievable
e+ polarization for the different energies. Concerning the polarization measurement, x is defined via x =
∆P (e−)/P (e−) = ∆P (e+)/P (e+).

by the enhancement of the cross section compared to the run with unpolarized beams, assuming that the
polarization uncertainty is sufficiently small.

Providing only polarized e− with P (e−) = −80% (P (e−) = −90%) will enhance σ(e+e− → HZ by about
a factor of 1.12 (1.14) but P (e−) = +80% (P (e−) = +90%) will decrease the process by about a factor
of 0.88(0.86). Simultaneously polarized beams with P (e−) = −80% (P (e−) = −90%) and P (e+) = +40%,
however, would enhance σ(e+e− → HZ) by about a factor of 1.50 (1.56) corresponding to an increase of 35%
(37%) compared to the case with only polarized electron beams. With the opposite polarization configuration
the cross section would also be enhanced, but only slightly: with P (e−) = +80% (P (e−) = +90%) and
P (e+) = −40% the enhancement factor is of about 1.14 (1.16). The enhancement factor for e+e− → HZ is
practically given by:

σpol(HZ)

σunpol(HZ)
=

L2[1 − P (e−))(1 + P (e+)] + R2[1 + P (e−)][1 − P (e+)]

L2 + R2
,

where the couplings are approximately given by L = −0.269 and R = 0.231.
The availability of polarized beams at this stage ensures that already an ultimate precision in the de-

termination of the Higgs couplings can be achieved at this low energy stage. Such a high precision may be
crucial to detect any hints whether one has a pure SM-like Higgs or not.

An important property of the Higgs is the CP property. In the SM the Higgs should be a pure CP-even
state. In BSM models, however, the observed boson state a priori can be any admixture of CP-even and CP-
odd states. Therefore it is crucial to determine not only whether it has CP-even state components or not but
in particular whether it is a mixed CP-state. The HV V coupling projects out only the CP-even components,
therefore the degree of CP admixture cannot be tackled via analyzing these couplings. Therefore the precise
measurement of the Higgs couplings to fermions is decisive. For instance, analyzing the decays of the new
boson into 3rd generation fermions tau’s provides the possibility to construct CP–odd observables via the
polarization vector of the τ ’s[5]. The polarization states of the Higgs decay product τ ’s are suitable to
determine uniquely the degree of the CP-admixture in the parent Higgs state. Keeping in mind, however,
that in the SUSY parameter space even in CP-max scenarios only admixtures of CP–odd Higgs couplings
of 0.1% can be obtained, shows which crucial role precision aspects may play and any improvement via, for
instance, beam polarization should be exploited[1].

3 Polarization issues at
√

s ≥ 350 GeV, 500 GeV and beyond

At
√

s = 350 GeV further physics challenges open up as, for instance, the measurement of the top quark
mass and the measurement of the total width of the Higgs. Also the polarization of the top quark gives
important information whether one has SM-like couplings or new physics contributions involved. In order
to maximize the top quark polarization beam polarization is very crucial[6].

But also new physics scenarios not observable at the LHC may directly be accessible at this energy stage
at the LC. For instance, higgsino-like SUSY scenarios that lead often to mass degenerated light states with
radiative soft photon decays are practically in a hidden sector concerning the physics potential of the LHC.
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The polarization of both beams is definitely needed to enhance the signal, to provide enough observables
and to unravel the mixing character of the neutralinos/charginos[1, 7].

In general, determining the fundamental SUSY parameters, one is —due to the expected high precision
at the LC— even sensitive to effects from virtual, heavy particles via loop effects and can predict their mass,
as for instance, mt̃[8].

Raising the energy to
√

s = 500 GeV allows to determine the top-Yukawa coupling gttH . It is expected
to achieve an accuracy of ∆gttH/gttH ∼ 10%[9], although it is close to the threshold. But thanks to QCD-
induced enhanced threshold effects such an accuracy should be achievable with 1 ab−1. The polarization of
both beams is again crucial to enhance the small cross section and the sensitivity of this study. For instance,
if only polarized electrons with P (e−) = −80% are available, the improvement in ∆gttH is expected to be
only of about 19% with respect to unpolarized beams. However, using simultaneously P (e+) = +60% as
well, the improvement in ∆gttH is expected to be 45% (see [1] and references therein).

It is of great importance to measure this Yukawa coupling with high precision in order to test the Higgs
mechanism and verify the measured top mass mt = yttHv/

√
s. Also admixtures of non-SM contributions

are expected to become visible in this coupling. For instance, in general Two-Higgs-Doublet model the
deviations to the SM value can here achieve typically 20%.

Concerning the Higgs sector, this energy stage also provides first access to the trilinear Higgs coupling
λ, that is important for the establishment of the electroweak symmetry breaking mechanism and the deter-
mination of the Higgs potential:

V =
1

2
m2

HΦ2
H + λvΦ3

H +
1

4
κΦ4

H ,

where v = 246 GeV. The cross section for double Higgsstrahlung is small but has a maximum of about 0.2 fb
for a Higgs with mH ∼= 125 GeV at this energy stage. The uncertainty scales with ∆λ/λ = 1.8∆σ/σ.
Beam polarization of both beams is crucial to enhance the tiny cross section and it is expected to get a
precision on the Higgs self coupling < 40% already at this energy stage[10].

As soon as non-SM physics shows up the polarization of both beams gets mandatory to have the best
sensitivity to the chirality of the couplings of the new particles and to determine the underlying structure
of the model as precise as possible. Many physics examples have been studied[9, 1, 2].

One is also sensitive to new physics models via indirect searches. For instance, effects from heavy Z’[11]
become observable in e+e− → W+W−. Having both beams polarized allows to distinguish the variety of
different Z’-models already at this energy

√
s = 500 GeV, exceeding the limits given by the LHC.

Contributions from CP–violating coupling or scalar- and tensor-like interactions can become observable
as well at

√
s = 500 GeV if transversely-polarized beams are used[12, 13, 1]. To exploit this option, both

beams have to be polarized as explained above and in [2]. Transversely-polarized beams are also mandatory
to test specific CP-violating triple gauge boson couplings in e+e− → W+W− ([1] and references therein).
Concerning technical issues of how accurate one can measure the polarization degree of transversely-polarized
beams at the ILC, see [14].

4 Polarization issues at
√

s ∼ 92 GeV

In case the LHC has only discovered the SM-like Higgs but no hints for physics beyond the SM show up
another LC option may become a superior choice to clarify whether inconsistencies within the SM point to
the underlying structure of a more general physics model.

There exists, for instance, a strong relation between the measured Higgs mass and the electroweak
mixing angle sin2 θlept

eff . The currently still most accurate experimental measurements still offer a more than

2σ-discrepancy between the derived sin2 θlept
eff = 0.23221±0.00029 at LEP and 0.23098±0.00026 at SLC. The

world average is given by sin2 θlept
eff = 0.23153 ± 0.00016. Such a deviation between the two measurements

may look just as a small experimental fact. However, since there exists the strong relation between the
electroweak precision observables that are theoretically calculated at the quantum level, clarifying the ‘true’
value would have a big impact. For instance, studying the two values separately, see Fig.2a,b, shows that the
current value from the LEP measurement would rule out immediately the SM as well as the MSSM (Fig2a).
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Figure 2: Left panel: The 1σ uncertainty area of sin2 θeff depicted at the measured value at AFB at LEP
in dependence of mW for the SM and the MSSM. Both models would be excluded. Right panel: The 1σ
uncertainty area of sin2 θeff depicted at the measured value at ALR at SLC in dependence of mW for the SM
and the MSSM. The MSSM would be favoured [16, 17, 18].

Contrary the measured value at SLC would more favour the MSSM, see Fig2b and would immediately rule
out the SM.

At GigaZ, the high luminosity option for running at the Z-pole, offers to determine the mixing angle
up to a precision of 1.3−5[1]. Simultaneously polarized e± beams are mandatory to achieve such ultimate
high precision goals (see also [2]). However, one should note that the achievable precision is still driven by
parametric uncertainties from ∆mZ , ∆αhad and ∆mtop. A top precision of mtop = 0.1 GeV is expected to
be achievable only at the LC via threshold scan measurements, but such a precision will be mandatory to
fully exploit the GigaZ precision[15].

In case no further new physics appears in LHC results in the near future, it may be a natural step
for the ILC after the first energy stages to go back to the GigaZ option. On basis of such a precision of
∆mtop = 0.1 GeV one could fully interprete the ultimate precisions tests at GigaZ at the ILC. In Fig.3 the
expected achievable precision at GigaZ around the current central value of the world average for sin2 θeff is
given. This figure also demonstrates how important it is both to shrink the uncertainty as well as to clarify
the actual central value.

Due to the high sensitivity of such electroweak precision observables to loop effects, they are also sensitive
to effects from heavy virtual new particles as, for instance, heavy SUSY particles, that are even beyond the
discovery range of the LHC. The chosen example scenario in Fig. 4 shows that the measurements with GigaZ
precision would even still be sensitive to SUSY scenarios that have a multi-TeV coloured sector beyond the
kinematic range of the LHC[16]. Therefore such ultimate precisions measurements at GigaZ can give even
hints to outline the underlying new physics scale.

5 Summary

Polarization plays an important role in the full physics programme of the Linear Collider. In order to
be competitive to the LHC results and estimates, the physics potential of the ILC has to be maximized.
Therefore simultaneously polarized e− and e+ beams are needed in the full energy range. The polarization
may play a crucial part in particular in the first energy stages in order to optimize the results in Higgs and
top physics and to widen the accessible physics potential for beyond Standard Model physics. Furthermore,
polarized beams will play the substantial role when analyzing the structure of the underlying new physics
models.
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Figure 3: Evaluation of sin2 θeff in dependence of mW for the SM and the MSSM. The blue circle denotes
the 1σ uncertainty around the current central value of the world average, the red circle denotes the 1σ
uncertainty expected at GigaZ[16, 17, 18].
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LC-REP-2013-009

Measurement of the beam polarization at the ILC using
e+e− → W+W− → qqℓν data

A. Rosca1

1 DESY, Hamburg, D 22607, Germany

Abstract

An assessment of the achievable precision on the measurement of the longitudinal polarization
of high energy electron and positron beams in collision at the International Linear Collider
operated at 1 TeV is presented. Two methods to extract the beam polarization using the e+e− →
W+W− → qqℓν process are investigated: a modified Blondel scheme with both beams polarized
and an angular fit method based on the W-boson production angle.
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1 Introduction

The measurement of the beam polarization at the ILC will be performed by Compton polarimeters.
They will measure the average beam polarization at their location with high statistics. Due to
effects such as polarization spread, spin transport between the polarimeter and interaction point,
and disruptions due to beam-beam effects, the result of the polarimeter measurement will differ from
the luminosity-weighted beam polarization. Using a physics process that is sensitive to the beam
polarization, the average luminosity-weighted polarization at the interaction point can be directly
extracted. The process e+e− → W+W− can be used to achieve this goal.

We compare two techniques to measure the polarization: a modified Blondel scheme that relies on
the dependence of the total cross sections of semileptonic W -pair production for different incoming
beam polarizations, and an angular fit method that uses the distribution of the production angle
cos θW of the W− with respect to the electron beam axis.

This study investigates the capability of the ILD detector to measure the longitudinal polarization
of high energy electron and positron beams at the ILC operated at

√
s = 1 TeV. The simulation of the

signal and background processes is described in Section 2. Event selection is described in Section 3.
The methods to extract the polarization are presented in Section 4 and conclusions are summarized
in Section 5. The achievable accuracy of this measurement for the ILC at

√
s = 500 GeV has been

reported by [7].

2 Simulation of the signal and background processes

Signal and background events are generated using the WHIZARD [1] event generator. The effects of
initial state radiation and beamstrahlung are included. The four- momenta of the final-state quarks
and leptons are passed as input to PYTHIA 6.422 [2] for parton showering and hadronization. The
detector response is simulated using the MOKKA [3] full Monte Carlo detector simulation.

The detector model used in this analysis is ILD o1 v05 and it is described in Reference [4].
Events were generated at a centre-of-mass energy of 1 TeV assuming 100% polarized beams.

Events corresponding to different polarization configurations were obtained by properly mixing the
samples in order to obtain realistic cases of partial polarizations. The final results are reported for an
integrated luminosity of 1000 fb−1, but propagation of the uncertainties at different luminosities are
also shown.

The hadronic cross-section for γγ → hadrons events, with mass exceeding 2 GeV, is several hundred
nb [5], so that about 4.1 events of this type are produced per bunch crossing. These events (pile-up)
are overlaid to the physics events. Since the pile-up events are produced in the t-channel q-exchange
most of the resulting final state particles are distributed at low angles.

3 Event selection

W bosons decay into hadrons, mostly through W− → ūd or c̄s, or leptons, W− → ℓ−ν̄ℓ, where ℓ
denotes an electron, muon or tau lepton. W-boson pair production yields three classes of events:
the fully- leptonic, ℓνℓν, the semi-leptonic, qqℓν, and the fully-hadronic, qqqq, final states. Due to
the presence of more than one neutrino in the ℓνℓν final state, the masses of the W bosons cannot
be directly reconstructed from their decay products and this decay channel is not further considered
here. The qqqq final state has been excluded as well due to the fact that the charge of the W-boson
cannot be reconstructed with sufficient precision from the jets of the hadronic decay.

In order to measure the charge of the W-boson with high purity we only considered here the
semi-leptonic final state qqℓν where ℓ denotes an electron or a muon. The channel qqτν is considered
as a background as well.
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Figure 1: Distributions of the number of PFO NPFO (top left), visible mass MV IS (top right), total
transverse momentum PT (bottom left) and visible energy EV IS (bottom right). Events with pile-up.

Visible final-state fermions are reconstructed in each event. Electrons and muons from W-boson
decays are measured in the calorimeters and in the tracking system. Lepton candidates are defined
by the following ratios: EECAL/Etot and Etot/ptrack, where EECAL is the energy measured in the
electromagnetic calorimeter, Etot is the total measured energy in the calorimeters, and ptrack is the
measured track momentum in the tracking detectors. We require that EECAL/Etot is greater than
0.9 for electrons and less than 0.5 for muons and Etot/ptrack be greater than 0.8 for electrons and
below 0.4 for muons. Jets originating from quarks are reconstructed by combining information from
calorimetric clusters and associated tracks into jets using the kt algorithm [6], see section 3.2.

The event selection for the process qqℓν requires high particle-multiplicity, an identified lepton,
and missing momentum.

Events are selected requiring the number of reconstructed particle flow objects NPFO be greater
than 15, the total transverse momentum PT larger than 5 GeV, a total visible energy below 1200 GeV
and a visible mass greater than 100 GeV. The distributions of the variables used for the preselection
of the qqℓν events are shown in Figure 1.

3.1 Identification of isolated leptons

In the qqℓν final state, the lepton from the W → ℓν tends to be energetic and isolated from the rest of
the event. To identify an isolated lepton, a cone with a half-opening angle θcone is constructed around
each lepton candidate. The cone energy Econe is defined to be the sum of the energy of all the tracks
inside the cone, excluding the lepton candidate. We require the value of the cos θcone to be 0.98.

For illustration purposes we show in Figure 2 the distribution of the cone energy versus the lepton
candidate energy for the processes W+W− → qqqq (in blue) and ZZ → ℓ+ℓ−ℓ+ℓ− (in red). The
energetic isolated leptons have high energy and a low cone energy, thus populating the lower right
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Figure 3: Left: Distribution of the visible energy of the PFOs after applying a jet clustering algorithm
in events with pileup, compared to the visible energy of the PFOs in events without γγ overlay (red
curve). Right: Reconstructed invariant mass of the W-boson using different jet clustering algorithms.
The black curve is obtained for events without γγ overlay.

region, shown as red points in Figure 2. Leptons from heavy flavour jets are likely to be less energetic
and have a higher cone energy, shown as blue dots in Figure 2. The selection of isolated leptons is
performed by applying a cut on the cone energy which varies as the lepton energy and is given by the
equation Econe <

√
20Eℓ − 300. We require one and only one isolated lepton.

3.2 Jet clustering and suppression of γγ overlay events

We employ a jet clustering algorithm to separate the event into 2 jets, after taking out the isolated
lepton. At the ILC, the physics event is accompanied by significant additional energy from γγ →
hadrons background. For this reason it is not possible to use the jet clustering algorithms developed
for LEP which combine all particles into jets. We found that the kt algorithms [6] developed for
hadron collisions are more suitable since they reduce the inclusion of background particles into the
jets from the e+e− interaction. Figure 3 (left) compares the reconstructed visible energy observed with
the Durham algorithm to that from the kt algorithm for different values of the jet radius parameter
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Figure 4: Distribution of the discriminating variable used to suppress tau decays of the W-boson in
qqℓν events. The discrimination is performed requiring τdiscr > 1.

Cut qqℓν qqτν 2 ferm. 4 ferm. 6 ferm.

Initial events 210841.0 104698.0 776759.0 2369330.0 69277.0

Preselection 192576.7 95783.3 427708.3 1130853.3 63785.0
Single isolated lepton 117451.7 20010.0 19167.5 234110 22696.7
Fit probability 100232.0 17606.7 12490.7 68277.0 17983.3
τdiscr < 1 91281.7 5651.0 10294.7 52409.3 16445.0
Mass cuts 76415.0 4120.0 2550.2 14051.9 3010.0
cos θW > -0.95 76101.7 4100.0 2369.5 12442.5 2886.7

Table 1: Summary of the cuts to select qqℓν events. Estimated yields are given assuming an integrated
luminosity of 100 fb−1 with beam polarizations (Pe− , Pe+) = (-0.8,+0.2 ).

R. The Durham algorithm adds about 100 GeV energy from the background to the reconstructed
jets, while this effect is reduced using the kt algorithm.

Jets are reconstructed from PFOs using the kt algorithm in its exclusive mode with R=1.3 and
using the E recombination scheme. The clustering is stopped when two jets are found.

As an example, the reconstruction of W bosons is illustrated in Figure 3 (right). The distributions
obtained with and without the overlay of γγ events are compared.

3.3 Kinematic fit

A kinematic fit, assuming four-momentum conservation and other constraints, is used to improve
energy and angle resolutions. The four-momentum conservation requirement determines in the case
of our final state the momentum and the direction of the neutrino. The mass resolution of the two W
bosons is improved by the additional constraint of requiring these masses to be equal. This procedure
results in a two-constraint (2C) fit of qqℓν events. The reconstructed mass obtained in the 2C fit,
M2C fit is required to be 40 < M2C < 120 GeV.

The suppression of the qqτν is performed using the same discriminating variable τdisc as defined
in ref. [7]. Candidates with τdisc < 1 are considered qqτν events and rejected. Figure 4 shows the
distribution of this discriminating variable.

We summarize the yields after applying each cut for the case of polarized beams (Pe− , Pe+) =(-
0.8,+0.2) in Table 1, where the yields are normalized assuming an integrated luminosity of 100 fb−1.

The total signal efficiency is estimated to be 36% in the presence of the pile-up events. The
purity of the selection is 82% at 1 TeV. The residual background, not originating from W-boson pair
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Figure 5: Left: Distribution of reconstructed W-boson mass after applying the kinematic fit using
the equal-mass constraint and all selection cuts. Right: Distribution of the cosine of the polar angle
of the W−.

production, is dominated by qqeν events (70.3%), followed by qq̄ events (13.4%) and 6 fermion events
(16.3%). The qqτν events amount to 5%. The qqeν events considered here as a background originate
from single-W production and fail the signal definition:

Mqq/eν = MW+W − ± 50 GeV.

The distributions of M2C and cos θW , after applying all the cuts, are shown in Figure 5.

4 Methods to extract the beam polarization

The first method considered to measure the beam polarization is a modified Blondel scheme. This
technique requires to spend some luminosity with all four possible combinations of the beam po-
larizations: ++, +−, −+ and −−, where the signs are for the positron, and respectively electron
polarizations. The absolute polarization values of the left- and right-handed degrees of polarization
are required to be equal. The beam polarization is obtained by measuring the total cross section for
each helicity combination [8]:

|Pe± | =

√
(σ−+ + σ+− − σ−− − σ++)(±σ−+ ∓ σ+− + σ−− − σ++)

(σ−+ + σ+− + σ−− + σ++)(±σ−+ ∓ σ+− − σ−− + σ++)
,

where σ+− is the total cross section measured for right-handed positron beam and left-handed
electron beam (σ−− and σ++ are defined analogously) and Pe+ (Pe−) is the resulting positron (electron)
beam polarization.

The four cross sections σ++, σ+−, σ−+ and σ−− have been measured using Monte Carlo samples
for an integrated luminosity of 100 fb−1. The equation above has been applied and the statistical
uncertainty on the measured polarizations has been calculated. The error has been propagated towards
higher luminosities, as shown in Figure 6 (left). The total luminosity is assumed to be shared equally
between the four polarization sets. For a total integrated luminosity of 1000 fb−1 the precision
obtained on the electron and positron polarizations is ∆Pe−/Pe− = 0.44% and ∆Pe+/Pe+ = 1.19%,
respectively.

The Blondel scheme requires high integrated luminosities in order to obtain small uncertainties on
the polarization. This motivates the use of alternative techniques, for instance an angular fit to the
cos θW -distribution. This method uses the additional information contained in the distribution of the
W-pair production angle.
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Figure 6: Statistical precision on the polarization obtained with the Blondel technique (left). The
integrated luminosity is shared equally between the four polarization sets. Results for the angular fit
method are also shown (right). Here the integrated luminosity is divided equally between P−80,+20 and
P+80,−20 (solid lines) or it is divided among P−80,−20, P−80,+20, P+80,−20 and P+80,+20 in the proportions
1:4:4:1 (dotted lines). The horizontal dashed line indicates the optimum precision of 0.2%.

The angular fit method is based on the creation of Monte Carlo templates of the cos θW distribution
for several sets of beam polarizations. The electron (positron) polarization was scanned in the interval
[-90%,+90%] ([-70%,+70%]). Each distribution is divided into 20 bins, which cover the full range of
variability of cos θW [-0.95,+1]. The cos θW distribution of the data are fitted to the templates in order
to measure the polarization using MINUIT [9]. The fit has been performed with two free parameters
for Pe− and Pe+ , with a linear least squares minimization:

χ2 =
4∑

j=1

20∑

i=1

(NDATA
i,j − fi(±Pe+ ,±Pe−))2

NDATA
i,j

,

where NDATA
i,j is the content of the i-th bin of the cos θW distribution for the j-th data sample of the

four samples for different helicity sets. The Monte Carlo template fi for the same bin of cos θW and
the polarizations Pe− and Pe+ depend on the sample j. For each considered integrated luminosity
the fit is repeated several times. The resulting fit parameters are Gaussian distributed around the
expected value, as shown in Figure 7. The fit statistical errors are obtained from the widths of the
Gaussian fitted to the parameter distributions.

The precision achieved with the angular fit method is summarized in Figure 6 (right).
The angular fit is more powerful than the Blondel technique, yielding the same precisions at much

lower luminosities. For an integrated luminosity of 1000 fb−1 divided among the four polarization
sets P−80,−20, P−80,+20, P+80,−20 and P+80,+20 in the proportion 1:4:4:1 the precision obtained on the
electron and positron polarizations is ∆Pe−/Pe− = 0.11% and ∆Pe+/Pe+ = 0.6%, respectively.

We also assessed the achievable error on the polarizations when reducing to zero the integrated
luminosity spent on the ++ and −− polarization sets. Such configurations of the helicities are of low
interest for most of the physics studies, since they suppress the s-channel production. The results
obtained are shown in Figure 6 (right, solid lines). For an integrated luminosity of 1000 fb−1 the
precision obtained on the electron and positron polarizations is ∆Pe−/Pe− = 0.19% and ∆Pe+/Pe+ =
1.13%, respectively.

5 Conclusions

Using W-pair production it will be possible to measure the average luminosity-weighted beam polar-
ization at the ILC with high sensitivity. Assuming an integrated luminosity of 1000 fb−1 at

√
s=1
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Figure 7: Distributions of the fitted parameters for the electron (left) and positron (right) polariza-
tions.

∆Pe− ∆Pe−/Pe− ∆Pe+ ∆Pe+/Pe+

Blondel technique 0.0035 0.44% 0.0024 1.19%
(25% ++/+−/−+/−−)
Fit method 0.00084 0.11% 0.0012 0.6%
(10% ++/−−)
(40% +−/−+)
Fit method 0.0016 0.19% 0.0023 1.13%
(50% +−/−+)

Table 2: Achievable errors for the two beam polarizations using qqℓν events and 1000 fb−1 at
√

s =
1 TeV.

TeV, Table 2 summarizes the obtainable errors on the electron and positron polarizations.
The study has not yet evaluated all backgrounds, particularly γγ and eγ processes need to be

looked at in more detailed. If the impact of these backgrounds becomes important, the selection cuts
can be tightened with an expected degradation of the efficiency by a factor about 1.8.

Also it should be mentioned that the precision of the angular fit method does not depend on as-
suming that the TGCs are consistent with the SM expectations. A simultaneous fit of the polarization
and TGCs is possible [7] without loosing sensitivity on the polarization.
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Abstract

We evaluated the measurement accuracy of the branching ratio of H → τ+τ− mode at√
s = 250 GeV at the ILC with the ILD detector. We assumed the Higgs mass MH = 120

GeV, branching ratio Br(H → τ+τ−) = 8.0 %, beam polarization P (e−, e+) = (−0.8,+0.3),
and integrated luminosity

∫
L dt = 250 fb−1. We used the LOI samples as the Monte-Carlo

samples. The evaluation was performed by the ILD full detector simulation. All Standard
Model backgrounds were included in this study. We obtained the accuracy ∆(σ ·Br)/(σ ·Br) =
3.5 %. The scaled result to MH = 125 GeV is calculated to be 4.2 %.

1 Introduction

A new Higgs-like particle was discovered by the ATLAS and the CMS experiments [1, 2]. One of
the next important themes for particle physics is the investigation of that new particle, especially
the mass generation mechanism.

One of the important properties of Higgs boson is its branching ratio. In the Standard Model
(SM) of particle physics, the Yukawa coupling constant of matter fermions with the Higgs boson
is proportional to the fermion mass. Besides, if there is new physics, the coupling constant may
deviate from the SM prediction. Therefore, the branching ratio is a probe for new physics.

In this note, we focus on the branching ratio of H → τ+τ− mode. We estimate the measurement
accuracy of the H → τ+τ− branching ratio at

√
s = 250 GeV with the ILD full detector simulation.

2 Signal and Background

The main Higgs production process at
√

s = 250 GeV is the Higgs-strahlung process (e+e− → ZH).
There are three types of signal depending on the decay of the Z boson, as shown in Figure 1. In
this note, we concentrate on (A) Z → l+l− mode and (B) Z → qq̄ mode.
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Figure 1: The diagrams of signal processes. (A): Z → l+l− mode, (B): Z → qq̄ mode, (C): Z → νν̄
mode.

The Z → νν̄ mode has been found to contribute negligibly to the overall precision which is
dominated by the Z → qq̄ mode. However, at higher center-of-mass energies, the e+e− → νν̄H
mode is expected to contribute substantially due to the increase in the cross section of WW fusion
process.

2.1 Z → l+l− mode

In this mode, we only considered Z → e+e− mode and Z → µ+µ− mode as the signal process.
The signal cross section of this mode is 1.9 fb. The dominant background processes are the four
leptons processes (e+e− → eeee, eeµµ, eeττ , µµµµ, µµττ , and ττττ). An example diagram is
shown in Figure 2-(A). Other background processes are e+e− → ZH reactions where the Higgs
boson does not decay to tau pairs.

2.2 Z → qq̄ mode

The signal cross section of this mode is 19.8 fb. The possible background processes for this mode
are qqqq, qqll, and qqlν, which come from e+e− → W+W− or e+e− → ZZ reactions. An example
diagram is shown in Figure 2-(B). Other possible backgrounds are e+e− → ZH with Z → τ+τ−

and H → qq̄. These processes have the same final state to the signal.

Figure 2: Example diagrams of possible background. (A): µµττ background for Z → l+l− mode,
(B): qqqq background for Z → qq̄ mode.
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3 Simulation Conditions

We performed the detector simulation with Mokka [3], a Geant4-based [4] full simulation, with
the ILD_00 detector model. TAUOLA [5] was used for the tau decay simulation. The ILD_00
detector model is consists of vertex detector, time projection chamber, electromagnetic calorimeter
(ECAL), hadronic calorimeter (HCAL), and yoke.

We used the signal and background samples which were generated in the context of the Letter
of Intent [6]. The assumed center-of-mass energy is 250 GeV. The effects of beamstrahlung and
initial state radiation are included. All Monte-Carlo sample information (process ID, process,
polarization, cross section, number of events, and luminosity) are summarized in Tables 6 (page 9)
and 7 (page 10). We assumed the Higgs mass MH = 120 GeV, branching ratio Br(H → τ+τ−) =
8.0 % as assumed by PYTHIA [8], integrated luminosity

∫
L dt = 250 fb−1, and beam polarization

P (e+, e−) = (+0.3,−0.8). We also rescale the final result to the case of MH = 125 GeV and the
H → τ+τ− branching ratio which includes the NNLO corrections [9].

4 Event Reconstruction and Event Selection

4.1 Z → l+l− mode

In this mode, we take the strategy of reconstructing the Z boson first, followed by the reconstruc-
tion of the tau pairs from the Higgs decay.

We applied lepton identification at first for dividing Z → e+e− events and Z → µ+µ− events by
using the information of energy deposit in the calorimeter (EECAL and EHCAL, where EECAL is the
energy deposit in ECAL, EHCAL is the energy deposit in HCAL, respectively) and track momentum
(Ptrack). Figures 3 - 6 are the plots of EECAL/(EECAL + EHCAL) and (EECAL + EHCAL)/Ptrack.

Figure 3: The plot of EECAL/(EECAL+EHCAL)
for the e in eeH samples.

Figure 4: The plot of EECAL/(EECAL+EHCAL)
for the µ in µµH samples.

Figure 5: The plot of (EECAL + EHCAL)/Ptrack

for the e in eeH samples. Figure 6: The plot of (EECAL + EHCAL)/Ptrack

for the µ in µµH samples.
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From these plots, we define the criteria for lepton identification. The criteria for electron
identification (e-ID) are: EECAL/(EECAL + EHCAL) > 0.92 and (EECAL + EHCAL)/Ptrack > 0.5.
The criteria for muon identification (µ-ID) are: EECAL/(EECAL + EHCAL) < 0.6 and (EECAL +
EHCAL)/Ptrack < 0.5.

After the lepton identification, we applied selections to remove secondary leptons from tau
decays. The strategy of this selection is to remove tracks which do not come from the interaction
point (IP) by using the track energy Etrack and impact parameter in the transverse direction d0

and longitudinal direction z0 with respect to the beam axis. Figures 7 - 12 show the |d0/σ(d0)|,
|z0/σ(z0)|, and Etrack plots which through the lepton identification. We defined the tau rejection
cut for the objects through the e-ID: |d0/σ(d0)| < 50, |z0/σ(z0)| < 5, and Etrack > 10 GeV, and
for the objects through the µ-ID: |d0/σ(d0)| < 3, |z0/σ(z0)| < 7, and Etrack > 20 GeV.

Figure 7: The plot of |d0/σ(d0)| of e of eeH
process. Blue, red, and black histograms show
the e from Z → e+e−, the e from τ → eνν,
and the hadrons from τ decay, respectively.

Figure 8: The plot of |z0/σ(z0)| of e of eeH
process. Blue, red, and black histograms show
the e from Z → e+e−, the e from τ → eνν,
and the hadrons from τ decay, respectively.

Figure 9: The plot of Etrack of e of eeH process.
Blue, red, and black histograms show the e
from Z → e+e−, the e from τ → eνν, and the
hadrons from τ decay, respectively.

Figure 10: The plot of |d0/σ(d0)| of µ of µµH
process. Blue, red, and black histograms show
the µ from Z → µ+µ−, the µ from τ → µνν,
and the hadrons from τ decay, respectively.
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Figure 11: The plot of |z0/σ(z0)| of µ of µµH
process. Blue, red, and black histograms show
the µ from Z → µ+µ−, the µ from τ → µνν,
and the hadrons from τ decay, respectively.

Figure 12: The plot of Etrack of µ of µµH pro-
cess. Blue, red, and black histograms show the
µ from Z → µ+µ−, the µ from τ → µνν, and
the hadrons from τ decay, respectively.

We applied the energy recovery procedure to correct for bremsstrahlung and final state radi-
ation. In order to reconstruct the original Z boson, we have to use both the charged particles
and the radiated photons. To achieve this, we defined the cone as shown in Figure 13. The four-
momenta of the neutral particles in the cone were combined with that of the lepton candidate.
We defined the half-opening angle of the cone with cos θcone = 0.999 and applied the recovery
procedure to the lepton candidates. The results are shown in Figures 14 and 15.

Figure 13: The definition of the cone. Black arrow shows the lepton candidate. θcone is the angle
of the cone.

Figure 14: The results of recovery for Z →
e+e− mode. The horizontal axis shows the
MZ . Black and red histograms show the re-
sults of without recovery and with recovery
(cos θcone = 0.999), respectively.

Figure 15: The results of recovery for Z →
µ+µ− mode. The horizontal axis shows the
MZ . Black and red histograms show the re-
sults of without recovery and with recovery
(cos θcone = 0.999), respectively.
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After that, we applied the tau finder to the remaining objects to reconstruct tau leptons.
First of all, the objects which already used at Z boson reconstruction were rejected from tau
reconstruction analysis. Then we search the highest energy track from the remaining objects, and
combine the neighboring particles (which satisfies the angle with respect to the highest energy
track less than 1.0 radian) with the combined mass less than 2 GeV. We regarded the combined
object as a tau candidate. Then repeat these processes until there are no charged particles.

After finishing the event reconstruction, we applied the cuts for selecting signal, rejecting
background. Before optimizing the cuts, we applied the preselection as follows for Z → e+e−

mode: number of e+ and e− = 1, number of τ+ and τ− = 1, and for Z → µ+µ− mode: number of
µ+ and µ− = 1, number of τ+ and τ− = 1.

We applied the following cuts for Z → e+e− mode: number of tracks ≤ 8, 115 GeV < Evis < 230
GeV, | cos θmiss| < 0.99, 81 GeV < MZ < 113 GeV, cos θe− < 0.92, cos θe+ > −0.92, Ee− < 90 GeV,
Ee+ < 90 GeV, cos θτ+τ− < −0.45, cos θτ− < 0.92, cos θτ+ > −0.92, and 116 GeV < Mrecoil < 142
GeV, where Evis is the visible energy, θmiss is the missing momentum angle with respect to beam
axis, θe−(e+) is the e−(e+) angle with respect to beam axis, Ee−(e+) is the e−(e+) energy, θτ+τ− is
the angle between τ+ and τ−, θτ−(τ+) is the τ−(τ+) angle with respect to beam axis, and Mrecoil

is the recoil mass, respectively. The histograms of all cut variables are shown in Figures 17 - 28
(page 11 - 12). Table 1 shows the cut statistics of this mode. After the cuts, the Z → e+e− signal
events of 108.9 and background events of 76.0 remained. The statistical significance was calculated
to be S/

√
S + B = 108.9/

√
108.9 + 76.0 = 8.0σ.

We applied the following cuts for Z → µ+µ− mode: number of tracks ≤ 8, 115 GeV <
Evis < 235 GeV, | cos θmiss| < 0.98, 72 GeV < MZ < 107 GeV, Ee− < 90 GeV, Ee+ < 90 GeV,
cos θτ+τ− < −0.5, and 118 GeV < Mrecoil < 143 GeV. The histograms of all cut variables are shown
in Figures 29 - 36 (page 13 - 14). Table 2 shows the cut statistics of this mode. For the Z → µ+µ−

mode case, 131.2 signal events and 91.2 background events were remained. The significance was
S/

√
S + B = 131.2/

√
131.2 + 91.2 = 8.8σ.

Table 1: The cut statistics of Z → e+e− mode.
eeH µµH ττH ZH with eeττ other other signi.

H → ττ H → ττ H → ττ no τ 4 leptons SM bkg

No cut 228.3 211.1 214.6 7325 2.388 × 105 5.238 × 105 1.492 × 1010 0.0019
preselection 171.3 0.155 1.532 47.05 1.338 × 104 3.215 × 104 1.023 × 107 0.053
# of tracks 169.4 0.155 1.532 41.56 1.316 × 104 3.205 × 104 1.009 × 107 0.053

Evis 162.3 0.155 0.912 38.36 1.068 × 104 1.039 × 104 4.761 × 106 0.074
cos θmiss 160.6 0.155 0.912 38.03 8719 1906 5.155 × 105 0.22

MZ 148.0 0 0.017 29.09 2408 501.2 1.299 × 104 1.2
cos θe−(e+) 133.9 0 0.009 25.40 1067 101.5 729.7 3.0

Ee−(e+) 133.0 0 0.009 24.93 690.3 78.70 629.7 3.4

cos θτ+τ− 130.8 0 0 3.536 254.9 30.70 155.4 5.5
cos θτ−(τ+) 123.4 0 0 3.074 212.1 9.161 3.817 6.6

Mrecoil 108.9 0 0 2.474 72.35 1.134 0.034 8.0

Table 2: The cut statistics of Z → µ+µ− mode.
µµH eeH ττH ZH with µµττ other other signi.

H → ττ H → ττ H → ττ no τ 4 leptons SM bkg

No cut 211.1 228.3 214.6 7325 3513 7.591 × 106 1.492 × 1010 0.0017
preselection 168.5 0 0.155 43.01 1698 7546 7732 1.3
# of tracks 167.4 0 0.155 39.65 1684 7537 7400 1.3

Evis 162.9 0 0.155 37.40 1586 2285 3713 1.9
cos θmiss 158.6 0 0.155 36.51 1386 227.5 55.48 3.7

MZ 153.2 0 0 32.84 1038 55.28 42.54 4.2
Ee−(e+) 153.2 0 0 32.70 738.6 42.41 36.72 4.8

cos θτ+τ− 146.3 0 0 3.638 259.4 20.19 0.756 7.1
Mrecoil 131.2 0 0 2.875 82.36 5.311 0.301 8.8
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4.2 Z → qq̄ mode

In this mode, the tau pairs are reconstructed first, followed by the di-jet reconstruction of the Z
decay.

At first in this mode, we applied the tau finder to all objects to reconstruct tau leptons. In
this analysis, we search the highest energy track and combine the neighboring particles, which
satisfy cos θcone > 0.98, with the combined mass less than 2 GeV. We regarded the combined
object as a tau candidate. Then we applied the selection cuts as following: Etau candidate > 3 GeV,
Econe < 0.1Etau candidate with cos θcone = 0.9, and rejecting 3-prong with neutral particles events.
These selection cuts were tuned for minimizing misidentification of part of quark jets as tau jets.
The survived tau candidate regarded as a tau jet. After the selection cuts, we applied the charge
recovery to obtain better efficiency. The charged particles in tau jet which have the energy less
than 2 GeV are detached one by one from smallest energy from the tau jet until satisfying the
conditions as following: the charge of tau jet is +1 or −1, and the number of track(s) in tau jet is
1 or 3. The tau jet after detaching is rejected if it does not satisfy the above conditions. After the
selection cuts and detaching, we repeat the above processes until there are no charged particles
which have the energy greater than 2 GeV.

After the tau reconstruction, we applied the collinear approximation [10] to reconstruct Mτ+τ− .
In this approximation, we assumed that the visible decay products of tau and the neutrino(s) from
tau is collinear, and the contribution of missing transverse momentum is only comes from the
neutrino(s) of tau decay. The invariant mass of the tau pair with the collinear approximation
shown in Figure 16.

Figure 16: The plot of Mcolapp in the unit of GeV, the invariant mass of di-tau with collinear
approximation. Blue histogram shows the signal process ZH → qqττ .

After that, we applied the Durham jet clustering method [11] with two jets for the remaining
objects for the reconstruction of the Z boson.

After the tau and Z reconstruction, we applied the cuts to select signal process. Before op-
timizing cuts, we applied the preselection as follows: number of quark jets = 2, number of τ+

and τ− = 1, number of tracks in τ ≤ 3, and the events which have the tracks in both τ = 3
were rejected (double 3-prong cut). We applied the following cuts to reject the background: 9 ≤
number of tracks < 50, 110 GeV < Evis < 235 GeV, | cos θmiss| < 0.98, 77 GeV < MZ < 135 GeV,
80 GeV < EZ < 135 GeV, cos θτ+τ− < −0.5, log10 |d0/σ(d0)|(τ+) + log10 |d0/σ(d0)|(τ−) > −0.7,
log10 |z0/σ(z0)|(τ+) + log10 |z0/σ(z0)|(τ−) > −0.1, Mτ+τ− < 115 GeV, Eτ+τ− < 125 GeV, 100
GeV < Mcolapp < 170 GeV, 100 GeV < Ecolapp < 280 GeV, and 112 GeV < Mrecoil < 160 GeV,
where Mτ+τ− and Eτ+τ− is the invariant mass and energy without using collinear approxima-
tion, Mcolapp and Ecolapp is the invariant mass and energy with collinear approximation, respec-
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tively. The histograms of all cut variables are shown in Figures 37 - 49 (page 14 - 16). Table 3
shows the cut statistics of this mode. After the cuts, the signal events and background events
were remained 1026 and 554.4. The statistical significance of Z → qq̄ mode is calculated to be
S/

√
S + B = 1026/

√
1026 + 554.4 = 25.8σ.

Table 3: The cut statistics of Z → qq̄ mode.
qqH ZH with llH ττH qqqq qqll qqττ qqlν qqτν other signi.

H → ττ no τ SM bkg

No cut 4233 4.829 × 104 5377 2596 4.038 × 106 3.563 × 105 4.169 × 104 2.788 × 106 1.326 × 106 1.494 × 1010 0.035

preselection 1647 578.8 2761 765.4 1.230 × 104 6.378 × 104 1.161 × 104 1.249 × 105 4.948 × 104 2.570 × 107 0.32

# of tracks 1644 549.8 2680 765.4 1.230 × 104 6.059 × 104 1.146 × 104 1.214 × 105 4.806 × 104 5.190 × 105 1.9

Evis 1607 492.3 1015 744.2 4443 2.106 × 104 1.107 × 104 1.192 × 105 4.693 × 104 2.383 × 105 2.4

cos θmiss 1572 474.7 860.5 725.1 2127 8315 1.021 × 104 1.171 × 105 4.415 × 104 5939 3.6
MZ 1440 376.1 791.3 682.8 778.6 4987 8674 8189 3288 997.3 8.3
EZ 1429 352.0 782.7 528.7 505.0 4797 7857 7703 3061 609.9 8.6

cos θ
τ+τ− 1386 46.28 442.2 255.6 191.4 1468 2001 2831 1154 475.6 13.7

d0sig 1338 30.29 235.1 244.3 131.4 854.9 1928 1786 1044 248.1 15.1
z0sig 1287 19.54 105.0 234.7 81.77 408.2 1845 909.9 883.4 244.6 16.6

M
τ+τ− 1286 19.39 103.2 234.7 72.05 349.1 1837 883.5 883.4 243.9 16.7

E
τ+τ− 1282 19.39 103.0 234.7 72.05 324.7 1836 873.2 883.4 243.9 16.7

Mcolapp 1065 3.074 18.76 47.94 10.28 72.83 616.9 150.8 137.0 0.746 23.1
Ecolapp 1062 2.454 18.01 46.72 10.28 71.27 612.1 93.05 93.52 0.454 23.7
Mrecoil 1026 2.144 14.54 21.24 9.938 57.07 366.3 39.64 43.31 0.161 25.8

5 Summary

We evaluated the measurement accuracy of the branching ratio of the H → τ+τ− mode at
√

s =
250 GeV at the ILC with ILD_00 detector model. We assumed MH = 120 GeV, Br(H → τ+τ−) =
8.0 %,

∫
L dt = 250 fb−1, and the polarization P (e+, e−) = (+0.3, −0.8). The obtained values

were summarized in Table 4.

Table 4: The analysis results of
√

s = 250 GeV.

mode Z → e+e− Z → µ+µ− Z → qq̄

significance 8.0σ 8.8σ 25.8σ

From these results, the combined significance was calculated to be
√

8.02 + 8.82 + 25.82 =
28.4σ. Therefore, the measurement accuracy ∆(σ ·Br)/(σ ·Br) was calculated to be ∆(σ ·Br)/(σ ·
Br) = 1/28.4 = 3.5 %.

The results are extrapolated to the case of MH = 125 GeV by scaling the signal yields by the
e+e− → ZH cross section and the branching ratio Br(H → τ+τ−) → 6.32 % [9]. We assumed
that the selection efficiencies the same. The results are summarized in Table 5.

Table 5: The results of the extrapolation to MH = 125 GeV.

Z → e+e− Z → µ+µ− Z → qq̄ Combined
∆(σ · Br)

σ · Br

6.8σ 7.4σ 21.9σ 24.1σ 4.2 %
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A Monte-Carlo Samples

Table 6: Monte-Carlo information which used in this analysis. From the left line, the process
ID, process, beam polarization (ep for positrons, em for electrons), cross section in the unit of
fb, number of Monte-Carlo events, integrated luminosity in the unit of fb−1, are shown. This list
continues to Table 7.
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Table 7: Monte-Carlo information which used in this analysis. From the left line, the process
ID, process, beam polarization (ep for positrons, em for electrons), cross section in the unit of fb,
number of Monte-Carlo events, integrated luminosity in the unit of fb−1, are shown. This list is
series of Table 6.
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B Histograms of cut variables

B.1 Z → e+e− mode

Figures 17 - 28 show the histograms of cut variables. The blue lines in all histograms show the
signal process ZH → e+e−τ+τ−.
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Figure 17: Number of tracks ≤ 8.
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Figure 18: 115 GeV < Evis < 230 GeV.
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Figure 19: | cos θmiss| < 0.99.

all
Entries  22825
Mean      110
RMS     61.39

0 20 40 60 80 100 120 140 160 180 2001

10

210

310

410

510

all
Entries  22825
Mean      110
RMS     61.39

All
ττeeH, H->
ττH, H->µµ

ττH, H->ττ
ZH, H->others
eeee

µµee
ττee
µµµµ
ττµµ

ττττ
bhabha BG

 BGγe
 BGγγ

other SM BG

all

Figure 20: 81 GeV < MZ < 113 GeV.
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Figure 21: cos θe− < 0.92.
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Figure 22: cos θe+ > −0.92.
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Figure 23: Ee− < 90 GeV.
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Figure 24: Ee+ < 90 GeV.
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Figure 25: cos θτ+τ− < −0.45.
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Figure 26: cos θτ− < 0.92.
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Figure 27: cos θτ+ > −0.92.
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Figure 28: 116 GeV < Mrecoil < 142 GeV.

B.2 Z → µ+µ− mode

Figures 29 - 36 show the histograms of cut variables. The red lines in all histograms show the
signal process ZH → µ+µ−τ+τ−.
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Figure 29: Number of tracks ≤ 8.
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Figure 30: 115 GeV < Evis < 235 GeV.
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Figure 31: | cos θmiss| < 0.98.
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Figure 32: 72 GeV < MZ < 107 GeV.
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Figure 33: Ee− < 90 GeV.
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Figure 34: Ee+ < 90 GeV.
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Figure 35: cos θτ+τ− < −0.5.
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Figure 36: 118 GeV < Mrecoil < 143 GeV.

B.3 Z → qq̄ mode

Figures 37 - 49 show the histograms of cut variables. The blue lines in all histograms show the
signal process ZH → qq̄τ+τ−.
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Figure 37: 9 ≤ number of tracks < 50.
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Figure 38: 110 GeV < Evis < 235 GeV.
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Figure 39: | cos θmiss| < 0.98.
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Figure 40: 77 GeV < MZ < 135 GeV.
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Figure 41: 80 GeV < EZ < 135 GeV.
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Figure 42: cos θτ+τ− < −0.5.
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Figure 43: log10(|d0/σ(d0)|)(τ−) +
log10(|d0/σ(d0)|)(τ+) > −0.7.
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Figure 44: log10(|z0/σ(z0)|)(τ−) +
log10(|z0/σ(z0)|)(τ+) > −0.1.

all
Entries  38952
Mean     56.1
RMS     25.19

0 20 40 60 80 100 120 140 160

1

10

210

all
Entries  38952
Mean     56.1
RMS     25.19

All
ττqqH, H->

qqH, H->others
llH

Hττ
qqqq

->qqqqγγ
qqll

ττqq
->qqllγγ

ττ->qqγγ
νqql
ντqq

ν->qqlγγ
ντ->qqγγ

other SM bkg

all

Figure 45: Mτ+τ− < 115 GeV.

all
Entries  38231
Mean    73.13
RMS     27.86

0 20 40 60 80 100 120 140 160

-110

1

10

210

all
Entries  38231
Mean    73.13
RMS     27.86

All
ττqqH, H->

qqH, H->others
llH

Hττ
qqqq

->qqqqγγ
qqll

ττqq
->qqllγγ

ττ->qqγγ
νqql
ντqq

ν->qqlγγ
ντ->qqγγ

other SM bkg

all

Figure 46: Eτ+τ− < 125 GeV.
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Figure 47: 100 GeV < Mcolapp < 170 GeV.
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Figure 48: 100 GeV < Ecolapp < 280 GeV.
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Figure 49: 112 GeV < Mrecoil < 160 GeV.
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Abstract

The statistical uncertainty of σ(νeν̄eH) · Br(H → µ+µ−) for a 125 GeV/c2 Standard Model
Higgs boson is evaluated, in the context of the 1 TeV ILC [1] e+e− linear collider with beam
state polarisation (Pe− , Pe+)=(-0.8,+0.2), and a total integrated luminosity of 500 fb−1. The study
is performed in the ILD [2] detector concept using full simulation. All relevant Standard Model
backgrounds are taken into account. The effect of the underlying γγ → hadrons is taken into
account by overlaying realistic amounts of γγ → hadrons onto both signal and background events.
The cross section times the branching ratio can be measured with a statistical accuracy of 44 ± 3
%.

187



Contents

1 Introduction 2

2 Software 2

3 Event Samples 2
3.1 Signal Sample . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
3.2 Main Backgrounds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

4 Event Selection 4
4.1 Preselection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
4.2 Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

5 Branching Ratio Precision 6
5.1 Pseudoexperiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

6 Results 7

7 Conclusion 8

A Samples Description 9

B Event Distributions 11

C Optimization Scans 12

D Event Distributions After Optimization 13

E Cut Flow Table 14

1

188



1 Introduction

Figure 1: Higgs couplings to SM particles as a function of their masses (left) Higgs branching ratios as
a function of the Higgs mass (right).
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The SM predicts a linear relation between Higgs couplings to SM particles and their masses (Fig. 1).
A deviation from this prediction would be a strong indication of new physics. The precise measurement
of those couplings is one of the main goals of the ILC physics program.

The recent discovery at ILC of a higgs-like boson with a mass ∼ 125 GeV/c
2

makes possible to
study many branching ratios of the decay of this boson at the ILC (Fig. 1).

In this note we study νeν̄eH,H → µ+µ− at 1 TeV and beam state polarisation (Pe− , Pe+)=(-
0.8,+0.2), and we determine the expected statistical uncertainty for σ(νeν̄eH) · Br(H → µ+µ−).

The measurement νeν̄eH,H → µ+µ− is quite challenging due to the very low branching ratio Br(H →
µ+µ−), only 0.02% for a Higgs boson mass of 125 GeV/c

2
. After recording 500 fb−1 of data with beam

polarization state (Pe− , Pe+)=(-0.8,+0.2) we expect only 45 νeν̄eH,H → µ+µ− events. For the right-
handed beam polarisation state (Pe− , Pe+)=(+0.8,-0.2) we expect less than 4 events.

2 Software

The event samples used in this analysis were created in the context of the ILD DBD mass production.
The event generation is performed using WHIZARD [3] v1.95. The fragmentation is taken by PYTHIA [4].
The decays of τ leptons are handled by TAUOLA [5]. The simulation of the ILD detector is carry out
with GEANT4 [6]. Since the events are generated as head-on collisions in WHIZARD, the crossing angle of
7 mrad is taken into account in the simulation step by boosting all particles accordingly. The event
reconstruction is perform inside ILCSOFT [7] v01-16 framework. The analysis is done using ROOT [8]
v5.32.00 and the TMVA [9] and RooFit [10] v3.50 software packages.

3 Event Samples

This section introduces the different samples used in the analysis. Table 1 lists the cross sections and
the generated luminosity for all processes. Samples ea ell, ae ell, aa 4f and 5f were generated with fast
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simulation [11]. All the other samples were fully simulated. In Appendix A it is described the actual
final state for every considered process.

Processes σ [fb] L[ab−1]
Full Simulation

hmumu (signal) 0.089 64.8
4f sznu l 254.9 0.99996
4f zzorww l 190.9 0.99999
4f sze l 8534 0.04762
4f ww l 184.7 0.99999
2f z l 929.6 0.65653
2f z h 5270.8 0.02317
2f z bhabhag 1580.1 0.02112
4f ww h 1812.0 0.02320
4f ww sl 2223.5 0.23174
4f zzorww h 1510.7 0.02320
4f zz h 167.4 0.02320
4f zz l 13.3 0.98921
4f zz sl 142.38 0.02311
4f sw l 1838.5 0.02242
4f sw sl 5503.9 0.22426
4f sze sl 2464.3 0.02061
4f sznu sl 1237.5 0.02320
4f szorsw l 950.4 0.02233
6f ttbar 449 0.75790

Fast Simulation
ea ell 105041.2 0.10000
ae ell 104896.4 0.99999
aa 4f 132.9 1.00000
5f 51.78 1.00001

Table 1: Summary of event generation samples. The quoted cross sections and integrated luminosity
are referred to the beam polarisation state: (Pe− ,Pe+)=(−0.8,+0.2), at sqrt(s)=1 TeV. The list of SM
process with 4 fermions in the final state is exhaustive.

3.1 Signal Sample

The signal events used in this analysis have been created by generating events with a final state of
νeν̄eH using WHIZARD. The decay of the higgs boson in PYTHIA was forced into two muons. The width
of a 125 GeV/c

2
Standard Model Higgs is negligible compared with the invariant mass resolution of

the detector. The topology of the event comprises two muons and missing energy. Figure 2 shows the
Feynman diagrams to e+e− → νeν̄eH , H → µ+µ− in the ILC. In this analysis the contribution from
Higgsstrahlung is negligible compared with WW-fusion.

3.2 Main Backgrounds

The main background comes for those processes with final state νν̄µ+µ−, where the pair of muons
are not from a Higgs decay. The initial state could be e+e− or γγ. The ratio of the production cross

3

190



Figure 2: Feynman diagrams for signal: Higgsstrahlung (left) and WW-fusion (right). The WW-fusion
is the dominant process at 1 TeV and (Pe− , Pe+)=(-0.8,+0.2). In this analysis, the contribution from
Higgsstrahlung process is negligible compared with WW-fusion.
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sections between these backgrounds and signal exceed 103. Table 1 list all the cross sections for those
backgrounds.

4 Event Selection

The event selection is done in two steps. First, preselection of the events with two large energy muons
in the final state, with invariant mass around to the Higgs mass peak. The final selection cuts are
obtained by means an optimization process.

4.1 Preselection

Only events with two reconstructed muons with E > 15 GeV are used. The identification of the muons
is based on the deposited energy over the calorimeters. Objects not being produced in the primary
vertex. are rejected with the requirement |d0/∆d0| < 5.

The missing energy of the event /E is defined as the center-of-mass energy less the total observed
energy. A minimum value of /E>300 GeV is required to accept the event. The hadronic/semileptonic
modes are rejected requiring less than 4 charged PFO’s with energy higher than 15 GeV , and less than
3 leptons with E > 15 GeV. Table 2 shows the preselection cuts. No isolation requirement is made.
The signal efficiency after these preselection requirements is 85 %.
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Muons
charged PFO
E > 15 GeV

EcalE/(EcalE + EcalH) < 0.5

(EcalE + EcalH)/|~P | < 0.3
|d0/∆d0| < 5

Dimuon system
Opposite sign charges

Emuon1 + Emuon2 < 400 GeV

|M(µ+, µ−) − 125| < 30 GeV/c
2

/E > 300 GeV
# charged PFO’s with E > 15 GeV< 4
# charged leptons with E > 15 GeV< 3

Table 2: Preselection cuts: EcalE (EcalH) is the deposited energy on the electromagnetic (hadronic)
calorimeter by the muon, P is the momentum of the muon and d0 its impact parameter. The cut on
the maximum energy of the dimuon system select one of the process (WW-fusion) in Fig. 2.
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4.2 Optimization

A cut based selection is performed using the following variables: /ET , /E, PT(µ+)+PT(µ−), PT(µ+, µ−),
cos(µ+, µ−). Optimization of the final cuts is performed using as score function the significance defined
by:

S√
S + B

(1)

where S is the number of signal events passing selection on every scan with dimuon invariant mass
inside (124, 126) GeV/c

2
; B is the number of background events inside sidebands (normalized to the

signal window size). The sidebands are defined as: (115, 120) and (130, 135).

• Variables are scanned until we rise a stable point.

– var1 → var2 → varN−1 → var1

– If the vari best value changes we scan var1 again.

– If no variables change in a full cycle (var1 → var1): we found a stable point.

• A new variable is added varN and we scan it.

• New cycle of scans to find a new stable point: var1 → var2 → varN → var1

The performed scans are included in Appendix C. After the last scan the significance (Eq. 1) reaches
≈ 2.3.

Table 3 summarizes the optimization results. A requirement on the maximum energy deposited on
the forward calorimeters is added to supress background contributions as γe± → ellνν, γγ → llνν.
Figure 3 shows the dimuon invariant mass distribution before and after optimization.

Table 3: Result of the optimization.

/ET > 40 GeV
/E> 550 GeV

PT(µ+)+PT(µ−)> 130 GeV/c
cos(µ+, µ−) > −0.45

BCal < 70 GeV

5 Branching Ratio Precision

In Section 4.2 it is shown that a statistical significance around σ ≈ 2.3 is reached after the optimization

process. This correspond with a statistical precision ∆(σ·Br)
σ·Br = 1

σ ≈ 43 %; similar value can be obtained

from the data after applying the final selection: defining a signal mass window (124, 126) GeV/c
2

the
signal (background) contribution inside this window is S = 14.95 (B = 21.96), thereby we estimate the
precision to be

√
S + B/S ≈ 41 %.

This value is sensitive to fluctuations in the number of events; signal sample was obtained from high
statistics Monte Carlo samples, but the simulated statistics for the background is lower.
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Figure 3: Dimuon Invariant Mass after preselection (left) and after optimization (right).
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5.1 Pseudoexperiments

The background after optimization is flat (Fig. 3 with a value ≈ 4. A number of 105 independent
background toy-samples were randomly generated using the background from data as template. For
every sample, the value B of events inside (124, 126) GeV/c

2
is extracted and use to fill the distribution√

S + B/S 1.
Figure 4 shows the distribution

√
S + B/S over all these pseudoexperiments with S (B) the number

of signal (background) events within the mass window (124, 126) GeV/c
2

. A gaussian fit return the
values: mean = 0.44, σ = 0.015.

Figure 4: Distribution
√

S + B/S over all the pseudoexperiments; S (B) are the signal (background)

events passing selection with invariant dimuon mass inside (124, 126) GeV/c
2
.

/SS+B
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6 Results

In Section 4.2 the statistical significance for σ · Br is estimated as 41 − 43 %. This value is obtained
directly from the data samples after the final selection, and it is sensitive to fluctuations in the observed
number of events.

1The number of signal events, S, is the one observed on the data sample
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In Sec. 5 an alternative toy Monte Carlo based approach is followed: many independent background
samples are randomly generated from the background shape observed in the data. The number of signal
events on the data, S, and the number of background events on every of the toy samples, B, both inside
a mass window (124, 126)GeV/c

2
are used to fill the distriution

√
S + B/S (4). The expected statistical

precision for σ · Br is estimated as ±2σ of the peak value of that distribution, thereby,
∆(σ·Br)

σ·Br = 44 ± 3 %.

7 Conclusion

The statistical uncertainty for a measurement of the cross section times branching ratio of a light
Standard Model Higgs boson, with a mass of 125 GeV/c

2
decaying into two muons has been evaluated.

At the ILD, with a center-of-mass energy of 1 TeV , beam polarisation state (Pe− , Pe+)=(-0.8,+0.2),

and total integrated luminosity of 500 fb−1, ∆(σ·Br)
σ·Br ∼ 44 ± 3 %.
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A Samples Description

This appendix list the final state of the samples used in this analysis.
In the final states of the 6f ttbar samples:

• e refers to an electron-positron and l other charged lepton.

• v refers to one neutrino.

• x is up-type quark and y is down-type quark (Some channels have one or more final quarks given
explicitly).

• ae ell, ea ell, aa 4f and 5f samples were generated with fast simulation.

• All other samples were fully simulated.

Full detail about all these samples can be found in [12].
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Label Process

hmumu e−e+ → νeν̄eH,H → µ+µ− , (signal)
4f sznu l e−e+ → νeν̄e l+l−; l = µ, τ
4f zzorww l e−e+ → νlν̄l l

+l−; l = µ, τ
4f sze l e−e+ → e+e−l+l− , e−e+ → νiν̄ie

+e−; i = µ, τ ; l = e, µ, τ
4f sw l e−e+ → ντ τ+ν̄ee

−

4f zz l e−e+ → l−l−l+l+, νiν̄il
−l+; i, l = µ, τ

4f ww l e−e+ → νµµ+ν̄ττ−

4f szorsw l e−e+ → νee
−e+ν̄e

2f z l e−e+ → l+l−; l = µ, τ
2f z h e−e+ → qq̄; q = u, d, s, c, b
2f z bhabhag e−e+ → e+e−γ
ww h e−e+ → q1q2q̄2q̄1; q1 = u, c; q2 = d, s

4f zz h

e−e+ → q1q̄1q2q̄2, q1q̄1q2q̄3; q1 = u, c; q2, q3 = d, b
e−e+ → q1q1q̄1q̄1, q1q2q̄1q̄2 q1 = d, s, b; q2 = d, s, b

e−e+ → q1q1q̄1q̄1, q1q2q̄1q̄2 q1 = u, c; q2 = u, c
e−e+ → q1q̄1q2q̄2, q1q̄1q2q̄3; q1 = u; q2, q3 = s, b

4f ww sl e−e+ → q1q̄2l
−ν̄l; q1 = u, cq2 = d, b, s; l = µ, τ

4f zz sl
e−e+ →µ−µ+q1q̄1, q2q̄2µ

−µ,νlν̄lq1q̄1, ; q1 = u, c; q2 = d, s, b; l = µ, τ
e−e+ → νlν̄lq2q̄2, q2q̄2τ

−τ+; q2 = d, s, b; l = µ, τ
4f sw sl e−e+ → q1q̄2e−νe; q1 = u, c; q2 = d, s, b
4f sznu sl e−e+ → νeν̄eq1q̄1, νeν̄eq1q̄2; q1, q2 = b, s, c, d, u(Q(q1) = Q(q2))
4f sze sl e−e+ → −eq

1q̄1, q1q̄1e
−e; q1 = u, c

6f ttbar

yyveev
yyvelv
yyveyx
yyvlev
yyvllv
yyvlyx
yyxyev
yyxylv
yyuyyu
yyuyyc
yycyyu
yycyyc

ea ell e−γ → e+ l+l− , l = µ, τ
ae ell γe+ → e+ l+l− , l = µ, τ
aa 4f γγ → νeν̄e l+l−; l = µ, τ

5f
e+l+l−νiν̄i; l = µ, τ ; i = e, µ, τ

e+l+1 l−2 νiν̄i; l1, l2 = µ, τ ; i = e, µ, τ
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B Event Distributions

This appendix contains the event distributions after preselection.
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C Optimization Scans

This appendix contains the steps in the optimization process.
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D Event Distributions After Optimization

This appendix contains the event distributions after optimization.
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E Cut Flow Table

This appendix contains the analysis cut table. The quoted number of events referes to the Monte
Carlo statistics (no applied weights); it includes all the beam polarisation states contribuing to the
current process. The efficiency for every process can not be obtained just as the ratio of two columns.
In order to obtain the efficiency it is necessary separate all the pure polarisation states taking in account
their different cross sections. Thereby, the efficiency is defined as:

Nobs

Nexp

with Nobs (Nexp) the total number of observed (expected) events under the experimental conditions,
that is, L = 500 fb−1and beam state polarisation (Pe− , Pe+)=(-0.8,+0.2). The efficiency is included in
the last column.

Sample/Cut generated preselection missEt missE ptSum cosD bcalE effi

vvh mumu 19800 10839 9553 8290 5948 5122 4943 .318356
4f sznu l 477413 11004 9163 8335 4171 3795 3734 .039122
4f sze l 1611426 2309 152 7 1 0 0 0
2f z h 338147 5 0 0 0 0 0 0
2f z l 2106528 9946 241 132 28 9 9 .000003
4f sw l 87453 11 10 7 1 1 1 .000002
4f sw sl 2611402 6 3 3 0 0 0 0
4f ww h 78039 5 0 0 0 0 0 0
4f ww l 343337 1048 680 540 134 46 45 .000632
4f ww sl 957247 970 410 40 3 1 1 .000001
4f zz h 9671 1 0 0 0 0 0 0
4f zz l 37386 352 169 112 42 37 33 .000007
4f zzorww h 65524 4 0 0 0 0 0 0
4f zzorww l 360269 2685 1776 1499 703 285 253 .001985
4f zz sl 8316 16 1 0 0 0 0 0
yycyyc 329537 2 1 0 0 0 0 0
yycyyu 137616 3 0 0 0 0 0 0
yyuyyc 138426 3 1 0 0 0 0 0
yyuyyu 139987 1 0 0 0 0 0 0
yyvelv 42873 30 22 7 1 0 0 0
yyveyx 140251 2 2 0 0 0 0 0
yyvlev 42869 4 4 1 0 0 0 0
yyvllv 53867 664 569 193 69 27 26 .001111
yyvlyx 193651 292 220 6 1 1 1 .000042
yyxyev 170823 3 2 0 0 0 0 0
yyxylv 193929 272 214 12 2 0 0 0
ae ell 10489608.00 67767 3797 134 5 4 2 0
ea ell 10504152.00 68295 3929 140 4 1 1 .000015
aa 4f 132939 7531 4513 4213 762 410 357 .000751
ae ellvv 10356.60 450 289 197 37 25 11 0
ea ellvv 15526.80 466 299 208 41 28 16 .001544
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Higgs branching ratio study for DBD detector benchmarking in ILD

Hiroaki Ono1, ∗

1Nippon Dental University School of Life Dentistry at Niigata

Precise measurement of Higgs boson branching ratios (BRs) is one of the key issues for the

International Linear Collider (ILC) project to reveal a particles mass generation mechanism

via Higgs and particles mass coupling relation. Even though the Higgs boson accurate

measurement will be conducted at the center-of-mass (CM) energy of 250 GeV to adapt the

125 GeV of the mass of Higgs-like particle observed at the Large Hadron Collider (LHC)

experiments [1, 2], ILC will also keep an extendability of CM energy up to 1 TeV to explore

the new particles. In order to demonstrate the detector capability even at the 1 TeV,

Higgs BRs measurement is also assigned as one of the detector benchmarking process for

the Detailed Baseline Design (DBD) study. In this study, measurement accuracies of the

product of the cross section and branching ratio into; two jet final state of h → bb̄, cc̄, and

gluons; four jet final state of h → WW∗ → 4j, are evaluated with a full detector simulation

adopting the International Large Detector (ILD) [3].

Keywords: ILC, Higgs boson, Branching ratio

I. INTRODUCTION

Higgs boson branching ratio measurement at the CM energy of 1 TeV in ILC project is one

of the detector performance benchmarking processes listed in Detailed Baseline Design document

(DBD) to demonstrate the detectors performance capability at higher energy.
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FIG. 1: Higgs production process via (a) Higgs-strahlung (e+e− → Zh) and (b) WW-fusion (e+e− → νeν̄eh)

∗Electronic address: ono@ngt.ndu.ac.jp
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At the CM energy below 500 GeV, Higgs boson mainly produced via Higgs-strahlung process:

e+e− → Zh (Fig. 1 (a)) assuming a Higgs mass of 125 GeV and largest Higgs production cross

section is obtained around the Zh production threshold of 250 GeV, as shown in Fig. 2. On the other

hand, at the CM energy above 500 GeV, Higgs boson is mainly produced via WW-fusion process:

e+e− → νeν̄eh (Fig. 1 (b)) and much larger production cross section is obtained around the CM

energy of 1 TeV than 250 GeV as shown in Fig. 2 (a) with assuming the P(e−, e+) = P(−0.8, +0.2)

left-handed beam polarization. Higgs production cross section assuming the right-handed beam

polarization of P(+0.8, − 0.2) is also shown in Fig. 2 (b) and νeν̄eh production via WW-fusion

process is suppressed at
√

s = 1 TeV.
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FIG. 2: Higgs production cross sections as a function of CM energies at the Higgs mass of 125 GeV with

(a) P(e−, e+) = P(−0.8, + 0.2) left-handed and (b) P(+0.8, − 0.2) right-handed beam polarizations.

In DBD benchmarking study, Standard Model (SM) Higgs BRs [4] are used to generate Higgs

signal samples and Higgs BRs at different Higgs masses are shown in Fig. 3. Taking into account

of the observation of Higgs-like particle in LHC experiments [1, 2], Higgs mass is selected as 125

GeV. From the Fig. 3, Higgs BRs measurement at the Higgs mass around 125 GeV is very suitable

for accessing to the most of Higgs decay channels into both Fermions and Bosons. Higgs BRs at

the Higgs mass of 125 GeV are summarized in Table I and Higgs mainly decays into bb̄.
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FIG. 3: SM Higgs BRs as a function of Higgs mass referred from [4].

TABLE I: Higgs BRs for each particle at the Higgs mass of 125 GeV.

Higgs decay channels bb̄ cc̄ gg WW∗ µ+µ− τ+τ− ZZ∗ γγ Zγ

Higgs BRs 57.8% 2.7% 8.6% 21.6% 0.02% 6.4% 2.7% 0.23% 0.16%

II. SIMULATION AND RECONSTRUCTION TOOLS

A. ILD standard samples for DBD

In the detector benchmarking study for ILD DBD, standard Higgs signals (f f̄h) selecting its mass

of 125 GeV and SM background samples were centrally generated employing whizard 1.95 [5].

All the generated standard signal and background samples are summarized in Table II.

From the Table II, Higgs is mainly produced via WW-fusion process thus large missing energy

and transverse momentum is in final state forming multi-jets. Taking into account of this final

state, eνW and ννZ, WW/ZZ final state from e+e− → 4f channels are supposed to be major

background, which makes mass peak around Z and closed to the Higgs mass peak. eγ → νqq from

eγ → 3f channel also considered as major background, since electrons or photons escapes to the

beam pipe, invisible particles contribute as missing energy. Two photon backgrounds of γγ → ννqq

are also considered as similar final state of signal channel.

Simulation and reconstruction were performed employing latest ilcsoft v01-16-p03 [6]. Gen-
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TABLE II: Production cross sections and expected number of events of Higgs and supposed SM back-

grounds in this study assuming the integrated luminosity of 500 fb−1 for each beam polarization P(e−, e+) =

P(∓0.8, ±0.2).

Higgs signals (Mh = 125 GeV,
√

s = 1 TeV)

Processes σ(−0.8, +0.2) (fb) σ(+0.8, −0.2) (fb) N(−0.8, +0.2) N(+0.8, −0.2)

νν̄h 404 33 202,022 16,549

qq̄h 18 12 8,885 6,058

ℓℓh 25 16 12,501 8,089

ff̄h 447 61 223,408 30,697

Processes SM backgrounds (
√

s = 1 TeV)

e+e− → 2f 7,780 5,399 3.9 × 106 2.7 × 106

e+e− → 4f 27,028 13,060 13.5 × 106 6.5 × 106

e+e− → 6f 693 239 0.4 × 106 0.1 × 106

eγ → 3f 460,783 398,016 230.4 × 106 199.0 × 106

eγ → 5f 1,370 872 0.8 × 106 0.4 × 106

γγ → 4f 3,137 3,137 1, 6 × 106 1.6 × 106

erated signals were passed through the detector simulation in Mokka [7] employing the latest ILD de-

tector model of ILD o1 v05. Simulated hits were digitized and reconstructed in the MarlinReco [8].

III. SGV fast simulation

Due to the time limitation of the full detector simulation and reconstruction, several background

samples are separately simulated using SGV fast simulator [9], which can reproduce the Mokka

detector simulation well. Higgs signal and e+e− → 2f, 4f, 6f channels are fully simulated and

reconstructed by full simulation but other eγ → 3f, 5f, and γγ → 4f are simulated with SGV

fast simulator. In this study, ILD standard generated and reconstructed samples are used. At

the analysis stage, each sample is scaled to be the integrated luminosity of 500 fb−1 or 1 ab−1

and generated 100% polarized samples are mixed with appropriate factors to obtain the expected

P(e−, e+) = P(∓0.8, ± 0.2) polarized beam condition.
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A. Beam related γγ → hadron background

At the CM energy of 1 TeV, beam induced backgrounds are not negligible even in the lepton

collider and 4.1 events of γγ → hadron backgrounds are estimated per one bunch crossing. For each

simulated sample, γγ → hadron backgrounds are overlaid on the simulated hits. But note that

current reconstructed samples using SGV are not overlaid γγ backgrounds, but same kt algorithm

is applied at the reconstruction stage. To treat these beam related backgrounds, kt jet clustering

algorithm implemented in FastJet [10] package is employed, which is commonly used for the

hadron collider experiment to treat the beam related backgrounds.

In exclusive kt jet algorithm, beam induced particles are combined as beam jet (Jbeam) and

not used as clustered jets [11]. After applying the kt jet clustering, beam related PFOs mainly
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FIG. 4: γγ → hadron background removal employing kt jet algorithm on (a) cos θ of PFOs and (b) invariant

mass distribution in νν̄h channel with or without background overlay.

distributed at the forward region are well subtracted as shown in Fig. 4 (a) and exceeded visible

particles are suppressed shown in Fig 4 (b).

In kt jet algorithm, following distance between particle i and j are calculated:

dij = min(E2
ti, E

2
tj) ·

∆R2
ij

R2
(1)

where ∆R2
ij = (yi −yj)

2 +(ϕi −ϕj)
2 and Eti, yij , and ϕij are a transverse momentum, rapidity, and

azimuthal angle of i − th particle and R is a jet-radius parameter. If dij is closed to the beam axis

dibeam, these particles are merged as beam jet and these particles are treated as not related to any

jets and removed. After removing γγ → hadron backgrounds using kt algorithm, flavor tagging
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is performed for all the clustered particles employing LCFIPlus [12] implemented in MarlinReco

package, which was coded in C++ and replaced from the previous LCFIVertex [13] implemented

in FORTRAN. Neuralnet output for b and c quarks; Btag, Ctag, and their combination of BCtag

(=Ctag/(Btag+Ctag)) from LCFIPlus, are used as input of flavor templates.

x − likeness =
x1x2

x1x2 + (1 − x1)(1 − x2)
(x = b, c, bc), (2)

where x1/2 is a neuralnet output of Btag, Ctag, and BCtag from LCFIPlus.

IV. h → bb̄, cc̄, gg CHANNEL ANALYSIS

A. Reconstruction and background reduction at
√

s = 1 TeV

For the h → bb̄, cc̄, and gg channel analysis at the CM energy of 1 TeV, γγ → hadrons

background should be considered. At first forced two jet clustering is applied employing exclusive

kt algorithm selecting R = 1.1.
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FIG. 5: Reconstructed Higgs mass distribution employing kt jet clustering algorithm with different R pa-

rameters for h → bb̄, cc̄, gg selected by MC information.

After applying kt jet clustering, LCFIPlus flavor tagging is applied for the particles clustered

into jets and reclustered with jet clustering algorithm implemented in the LCFIPlus based on the

Durham jet clustering algorithm [14]. After the reconstruction procedure, event selection and

background reduction is performed for each cut condition, summarized on the Table III.
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TABLE III: Cut flow summary of h → bb̄, cc̄, gg channel analysis.

1. Visible energy on beam calorimeter EBCAL < 50 GeV

2. Thrust value Thrust < 0.95

3. Visible energy 100 < Evis < 400 GeV

4. Transverse visible momentum PT > 50 GeV

5. Number of charged particle flow object NChdPFO > 15

6. Azimuthal angle of Higgs flight direction | cos θh| < 0.95

7. Reconstructed dijet mass 110 < Mjj < 150 GeV

In order to identify the electrons or photons going into beam pipe direction from eγ or γγ

process, energy on the beam calorimeter (EBCAL) is used to eliminate the two photon backgrounds

event. Further reduction of huge eγ processes is efficiently obtained by cut on the thrust variable

defined as:

Thrust T = max
n⃗

∑
i |p⃗i · n⃗|∑

i |p⃗i|
,

where p⃗i is a momentum of i-th particle and n⃗ is an unit vector of the thrust axis which maximize

the thrust value T .

Since νν̄h final state has large missing energy and transverse momentum, cuts on the visible

energy (Evis) and visible transverse momentum (PT) are applied to suppress fully hadronic decay

and low PT channels. Cuts on the number of charged particle flow objects (NChdPFO) and azimuthal

angle of the flight direction of reconstructed Higgs (cos θh) are required to suppress the leptonic

decay channels or particles going into forward region. Finally Higgs signals are selected with its

mass range between 110 to 150 GeV. All the cut variables and cut conditions are shown in Fig. 6.

After passing all the selections, selection efficiencies are obtained as 35.0% (h → bb̄), 37.3%

(h → cc̄), and 35.9% (h → gg), respectively. An example of reconstructed Higgs mass distribu-

tion requiring additional b-likeness cut (b − likeness > 0.6) to select h → bb̄ is shown in Fig. 7.

According to the Fig. 7, most of backgrounds are significantly eliminated by b-tagging.

In the DBD detector benchmarking study, both left- and right-handed P(∓0.8, ± 0.2) polar-

ized beam runs are expected accumulating the integrated luminosity of same 500fb−1 with each

polarization. From the Fig. 2 (b), even though main signal production process is significantly re-

duced, but WW-fusion production process is still achieved the largest cross section at 1 TeV with

respect to the P(+0.8, − 0.2) beam polarization. Hence same cut conditions are adopted even

for right-handed polarization to select WW-fusion production process. Background reduction on

right-handed polarization are summarized in Table V.
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FIG. 6: Cut variables for h → 2j channel reconstruction with integrated luminosity of 500 fb−1 regarding

P(−0.8, + 0.2) left-handed beam polarization.

B. Template fitting and accuracies of σBR

In order to evaluate the σBR with separating h → bb̄, cc̄, and gg, we apply the flavor template

fitting to employ the flavor-likeness template calculated as Eq. 2.

After the all above selections, signal flavor templates of h → bb̄, cc̄, and gg and background

template of the all other Higgs decay channels and SM background are prepared. In order to
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TABLE IV: Summary table of cut flow for h → bb̄, cc̄, and gg channel at
√

s = 1 TeV with L = 500 fb−1

regarding P(e−, e+) = P(−0.8, + 0.2) polarization. Note that 3f, 5f, γγ → 4f channels contributions were

simulated and estimated using SGV fast simulation sample.

Signals Higgs other decays

Cut flow h → bb̄ h → cc̄ h → gg h → WW∗ h → ZZ∗ h → ττ h → ss̄

No cut 128,700 6,058 19,045 48,320 5,979 14,291 90

1. EBCAL 125,021 5,875 18,514 46,958 5,809 13,896 88

2. Thrust 104,305 4,910 15,506 35,780 4,569 10,248 80

3. Evis 96,807 4,572 14,179 26,199 3,303 6,208 73

4. PT 74,849 3,577 11,296 20,859 2,544 4,193 63

5. NChdPFO 70,005 3,152 11,133 16,402 2,074 113 50

6. | cos θh| 65,273 2,913 10,421 15,835 1,981 109 48

7. Mjj 44,988 2,258 6,845 4,419 685 32 41

Efficiency 35.0% 37.3% 35.9% 9.1% 11.5% 0.2% 45.7%

SM backgrounds

Cuts 3f 5f γγ → 4f 2f 4f 6f

No cut 223,626,000 615,361 1,538,560 3,890,180 13,514,000 346,419

1. EBCAL 110,066,000 498,059 1,374,030 3,354,840 8,473,960 318,340

2. Thrust 39,901,400 338,787 971,486 622,544 2,600,550 205,792

3. Evis 10,449,800 203,570 662,748 208,035 1,233,480 64,422

4. PT 5,595,070 102,081 225,666 13,986 782,962 48,951

5. NChdPFO 3,268,180 47,640 106,017 6,120 475,624 37,700

6. | cos θh| 3,175,530 38,739 94,914 4,076 441,836 33,997

7. Mjj 44,725 7,106 18,486 219 27,172 6,139

Efficiency 2.0 × 10−4 1.2 × 10−2 1.2 × 10−2 5.6 × 10−5 2.0 × 10−3 1.8 × 10−2

estimate the measurement accuracy of σBR(h → s) (s = bb̄, cc̄, gg),

σBR(s) = rs × σBRSM(s) (s = bb̄, cc̄, gg, bkg), (3)

where σBR(s) and σBRSM(s) are observed and expected products of cross section and branching

ratio and rs is a fluctuation from the SM prediction. From the Eq. 3, the measurement accuracy

of σBR(s) is estimated as

∆σBR(h → s)

σBR
=

∆rs
rs

. (4)

Relative uncertainties of the rs are estimated with the binned log-likelihood fitting for flavor
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FIG. 7: Example of the reconstructed Higgs mass distribution at
√

s = 1 TeV in h → bb̄ channel assuming

the b-likeness cuts (b − likeness > 0.6).

templates. Assuming the Poisson statistics, probability of entry in each bin is determined as;

Pijk =
µne−µ

n!
, (5)

where n ≡ Ndata
ijk is a expected number of data entries in (i, j, k) bin, and µ represents the sum of

each template sample entries at (i, j, k) bin, which is defined as Ntemplate
ijk :

Ntemplate
ijk =

∑

s=bb, cc, gg

rs · Ns
ijk + Nbkg

ijk , (6)

where Ns
ijk is a number of entries in each template bin predicted in SM and Nbkg

ijk is a sum of

entries from h → others and SM backgrounds in (i, j, k) bin. Two dimensional images of the three

dimensional b−, c−, and bc− flavor-likeness template samples for h → bb̄, cc̄, gg, others, and SM

backgrounds are shown in Fig. 8.

The uncertainty of the rs is evaluated by the 5,000 times of Toy-MC with log-likelihood fitting by

fluctuating the Data samples assuming the Poisson statistics in each bin. After applying template

fitting, accuracies of σBR are extracted from the Gaussian fitting for parameter rs.

Fitted results and extracted accuracies of σBRs assuming the integrated luminosity of L =

500 fb−1 with both beam polarization P(e−, e+) = P(∓0.8, ±0.2) are summarized on the Table VI.

Concerning the precision measurement of the Higgs boson σBRs, left-handed beam polarization

P(−0.8, + 0.2) with accumulating the integrated luminosity of L = 1 ab−1 is also evaluated on

the same table. Note that these results are only considered the statistical uncertainty of σBR.
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TABLE V: Summary table of background reduction for h → bb̄, cc̄, and gg at
√

s = 1 TeV with L = 500 fb−1

and P(e−, e+) = P(+0.8, − 0.2) right-handed beam polarization. Note that 3f, 5f, γγ → 4f channels

contributions were simulated and estimated using SGV fast simulation sample.

Signal Other Higgs decays

Cut flow h → bb̄ h → cc̄ h → gg h → WW∗ h → ZZ∗ h → ττ h → ss̄

No cut 17,768 812 2,566 6,592 830 1,992 10

1. EBCAL 17,054 783 2,463 6,331 794 1,917 9

2. Thrust 10,999 512 1,628 3,743 457 1,068 7

3. Evis 8,049 366 1,152 2,230 282 567 6

4. PT 6,045 284 898 1,722 211 377 5

5. NChdPFO 5,608 248 882 1,328 171 24 4

6. | cos θh| 5,171 224 815 1,262 157 21 4

7. Mjj 3,542 172 537 354 56 4 3

Efficiency 19.9% 21.2% 20.9% 5.4% 6.7% 0.2% 29.5%

SM backgrounds

Cut flow 3f 5f γγ → 4f 2f 4f 6f

No cut 205,529,000 415,380 1,538,560 2,699,560 6,530,160 119,252

1. EBCAL 92,815,300 310,618 1,374,030 2,288,410 2,174,560 103,473

2. Thrust 28,610,000 206,465 971,486 401,722 606,529 67,684

3. Evis 4,870,840 131,761 662,748 135,701 252,878 17,727

4. PT 1,947,590 60,325 225,666 8,963 130,966 12,774

5. NChdPFO 1,095,980 28,418 106,017 2,634 74,999 10,265

6. | cos θh| 1,060,520 23,195 94,914 1,497 69,081 9,228

7. Mjj 15,749 4,417 18,486 144 3,493 1,575

Efficiency 7.7 × 10−5 1.1 × 10−2 1.2 × 10−2 5.3 × 10−5 5.3 × 10−4 1.3 × 10−2

V. h → WW∗ CHANNEL ANALYSIS

In the h → WW∗ analysis, high energetic neutrinos are generated via the production process

of νν̄h, therefore h → WW∗ fully hadronic decay channel (h → WW∗ → qq̄qq̄) is analyzed with

reconstructing four jet final state.

In order to suppress the γγ → hadron backgrounds, exclusive four jet clustering with kt al-

gorithm is applied for selecting R = 0.9. Owing to this algorithm, beam related backgrounds

are well removed, then LCFIPlus flavor tagging is applied for all the reconstructed particles and

re-clustered as four jets forcibly by Durham [14] base jet clustering in the LCFIPlus package.
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FIG. 8: 2D image of the 3D flavor template samples for Data, h → bb̄, cc̄, gg, others, and SM BGs.

TABLE VI: Estimated measurement accuracies of σBR for h → bb̄, cc̄, and gg channels at
√

s = 1 TeV

with respect to the L = 500 fb−1 for both P(e−, e+) = (∓0.8, ± 0.2) beam polarizations or accumulating

L = 1 ab−1 regarding P(−0.8, + 0.2) left-handed polarization. Here these results are taken only statistical

uncertainties into account.

Integrated luminosity 500 fb−1 500 fb−1 1 ab−1

Beam polarization P(e−, e+) P(−0.8, + 0.2) P(+0.8, − 0.2) P(−0.8, + 0.2)

rbb 1.000±0.005 0.999±0.021 1.000±0.004

rcc 1.002±0.057 1.034±0.380 1.001±0.039

rgg 0.998±0.039 1.025±0.263 0.998±0.028

∆σBR/σBR(h → bb̄) 0.54% 2.1% 0.39%

∆σBR/σBR(h → cc̄) 5.7% 36.8% 3.9%

∆σBR/σBR(h → gg) 3.9% 25.7% 2.8%
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FIG. 9: Four jet reconstruction employing kt algorithm with different R parameters.
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At the Higgs mass of 125 GeV, one W should be off-shell and only one W has mass close to the

W mass (MW ). The best jet pair combination is selected as closest dijet mass as MW, which has

minimum mass difference of |Mjj−MW|. Selected W candidate is defined as W1 and remaining dijet

is described as W2, where they are mostly contributed from on-shell and off-shell W, respectively.

After the jet clustering and pairing, following cuts are applied to suppress SM backgrounds and

other Higgs decay channel contributions.

TABLE VII: Cut flow summary of h → WW∗ channel analysis.

1. Visible energy on beam calorimeter EBCAL < 50 GeV

2. Thrust Thrust < 0.95

3. Visible energy 100 < Evis < 400 GeV

4. Visible transverse momentum PT > 50 GeV

5. Total number of charged particle flow object NChargedPFO > 25

6. Azimuthal angle of each jet | cos θj| < 0.90

7. Y34 value − log10(Y34) < 3.0

8. Y23 value − log10(Y23) < 2.2

9. Sum of B-tagging output for four jets Btag4j < 0.8

10. W1 mass (Closest to MW) 60 < MW1 < 95 GeV

11. W2 mass (Remaining dijet mass) 15 < MW2 < 60 GeV

12. Higgs mass 110 < Mh < 140 GeV

First requiring energetic jets final state to suppress semi-leptonic decay channels in 2f and 4f

(WW, ZZ) requiring large visible energy and transverse momentum. In addition, cut on NPFO and

Nj are required to suppress the leptonic and semileptonic decay channel from WW → ℓνqq. Cuts

on the threshold value of jet clustering y value used in the Durham jet algorithm from i to j=i+1

jets (− log10(Yij)) are applied to reduce non-four jets like events. In order to suppress the other

Higgs decay channels contribution, mostly comes from the h → bb̄ by largest fraction of the Higgs

decay; sum of Btag output for four jets is required (Btag4j < 0.8). After applying b-tagging cut,

remaining contribution from other Higgs decay channel is mainly coming from h → gg.

Reconstructed Higgs mass distribution regarding h → WW∗ hadronic decay channel is shown

in Fig. 11. P(+0.8, − 0.2) right-handed beam polarization running with the same integrated

luminosity of 500 fb−1 is also estimated. According to the right-handed electron beam polarization,

production process via WW − fusion contributed by the t-channel diagram is suppressed, hence

both main signal production channel νeν̄eh and WW background productions are reduced.

Therefore, same cut flow is applied as left-handed polarization case which optimized for WW-
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FIG. 10: Cut variables of h → WW∗ analysis.

fusion process. Backgrounds reductions are summarized on the Table VIII and IX.

After passing all the selections, signal significance S/
√

(S + B), where S is a number of selected

signal samples and B is a total number of background samples; is obtained from the final selected

samples as 27.9 with P(−0.8, 0.2) left-handed and 4.2 with P(+0.8, − 0.2) right-handed beam

polarizations assuming the same integrated luminosity of L = 500 fb−1.

As a result, ∆σBR/σBR(h → WW∗) is estimated as 3.6% with P(−0.8, +0.2) and 23.7% with

P(+0.8, −0.2) polarizations. Assuming further statistics of 1 ab−1 only running with P(−0.8, +0.2)

left-handed polarization, measurement accuracy is expected to be improved as 2.5%. Note that
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TABLE VIII: Summary table of background reduction on h → WW∗ → 4j channel assuming L = 500 fb−1

with respect to the P(−0.8, + 0.2) left-handed beam polarization at
√

s = 1 TeV. 　 Note that 3f, 5f,

γγ → 4f channels contributions were simulated and estimated using SGV fast simulation sample.

Signal Other Higgs decays

Cut flow h → WW∗ → 4j h → bb̄ h → cc̄ h → gg h → ZZ∗ h → ττ h → ss̄

No cut 21,976 128,700 6,058 19,045 5,979 14,291 90

1. EBCAL 21,348 124,986 5,873 18,514 5,797 13,747 88

2. Thrust 19,256 109,860 5,188 16,530 5,006 11,601 84

3. Evis 14,534 82,950 4,108 12,709 2,924 4,828 66

4. PT 12,185 67,792 3,375 10,607 2,341 3,388 61

5. NChdPFO 8,992 38,071 1,534 9,115 1,350 32 24

6. | cos θj| 5,330 20,555 868 5,325 782 10 15

7. Btag4j 5,027 651 769 4,958 501 6 15

8. −logY34 4,363 304 289 2,916 420 5 6

9. −logY23 3,792 215 203 2,034 348 3 4

10. MW1 3,177 162 167 1,684 280 2 3

11. MW2 3,025 140 145 1,539 257 2 3

12. Mh 2,732 118 124 1,366 231 1 3

Efficiency 12.4% 0.1% 2.0% 7.2% 3.9% 0.0% 3.1%

SM backgrounds

Cut flow 3f 5f γγ → 4f 2f 4f 6f

No cut 223,628,000 615,361 1,538,560 3,890,180 13,514,000 346,419

1. EBCAL 72,750,600 483,560 1,284,930 3,347,830 8,442,530 317,394

2. Thrust 23,633,100 408,482 1,102,330 771,237 2,929,920 260,408

3. Evis 4,967,370 105,205 606,486 133,143 803,488 30,640

4. PT 2,750,240 38,794 95,691 6,925 524,360 22,308

5. NChdPFO 289,052 7,034 11,092 171 112,904 12,726

6. | cos θj| 170,938 3,393 5,782 60 48,634 7,736

7. Btag4j 168,176 3,227 5,641 25 35,396 3,946

8. −logY34 89,374 2,882 4,746 13 15,194 3,395

9. −logY23 51,723 2,716 4,395 13 9,464 3,249

10. MW1 8,879 2,397 3,400 13 4,889 3,005

11. MW2 6,064 792 2,369 0 3,350 783

12. Mh 2,568 164 850 0 1,206 113

Efficiency 1.1 × 10−5 2.7 × 10−4 5.5 × 10−4 0.0 8.9 × 10−5 3.2 × 10−4
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TABLE IX: Summary table of background reduction in h → WW∗ → 4j channel assuming L = 500 fb−1

with respect to the P(+0.8, − 0.2) right-handed beam polarization at
√

s = 1 TeV. 　 Note that 3f, 5f,

γγ → 4f channels contributions were simulated and estimated using SGV fast simulation sample.

Signal Other Higgs decays

Cut values h → WW∗ → 4j h → bb̄ h → cc̄ h → gg h → ZZ∗ h → ττ h → ss

No cut 2,972 17,768 812 2,566 830 1,992 10

1. EBCAL 2,870 17,048 782 2,463 794 1,906 9

2. Thrust 2,055 12,071 559 1,824 527 1,259 7

3. Evis 1,126 6,456 315 981 242 430 5

4. PT 928 5,218 255 811 191 302 5

5. NChdPFO 683 2,921 116 698 109 7 2

6. | cos θj| 405 1,589 67 411 64 3 1

7. Btag4j 381 48 58 382 39 3 1

8. −logY34 327 22 21 221 32 2 0

9. −logY23 284 16 15 155 27 1 0

10. MW1 237 12 12 128 22 1 0

11. MW2 212 10 10 107 19 1 0

12. Mh 193 8 9 95 17 0 0

Efficiency 6.5% 0.0% 1.1% 3.7% 2.1% 0.0% 0.0%

SM backgrounds

Cut values 3f 5f γγ → 4f 2f 4f 6f

No cut 205,530,000 415,380 1,538,560 2,699,560 6,530,160 119,252

1. EBCAL 60,587,000 301,833 1,284,930 2,282,960 2,155,180 103,093

2. Thrust 15,111,000 249,963 1,102,330 486,424 626,178 82,263

3. Evis 2,317,670 69,903 606,486 87,755 143,697 6,761

4. PT 935,773 21,219 95,691 5,672 74,944 4,289

5. NChdPFO 96,284 3,251 11,092 117 13,979 2,712

6. | cos θj| 56,987 1,454 5,782 28 4,744 1,691

7. Btag4j 56,091 1,387 5,641 25 3,606 491

8. −logY34 29,965 1,245 4,746 13 1,641 440

9. −logY23 17,261 1,171 4,395 13 1,033 421

10. MW1 3,057 1,006 3,400 13 531 390

11. MW2 1,801 269 1,796 0 320 62

12. Mh 766 79 769 0 143 12

Efficiency 3.7 × 10−6 1.9 × 10−4 5.0 × 10−4 0.0 2.2 × 10−5 1.0 × 10−4

16

218



Higgs mass (GeV)
50 100 150 200

E
nt

rie
s

200

400

600

800

Signal+All BG

 gg,others+SM BG)→All BG (h

SM BG

 4j)→ WW*→Signal (h

 gg→h

 others→h

FIG. 11: Reconstructed Higgs mass distribution for h → WW∗ hadronic decay channel at
√

s = 1 TeV with

respect to the L = 500 fb−1 with P(−0.8, +0.2) beam polarization.

TABLE X: Measurement accuracies of σBR in h → WW∗ → 4j channel with respect to the L = 500 fb−1 for

both P(∓0.8, ± 0.2) beam polarizations or accumulating L = 1 ab−1 regarding P(−0.8, + 0.2) left-handed

polarization.

Integrated luminosity 500 fb−1 500 fb−1 1 ab−1

Beam polarization P(e−, e+) P(−0.8, + 0.2) P(+0.8, − 0.2) P(−0.8, + 0.2)

Signal significance (S/
√

S + B) 27.9 4.2 39.7

∆σBR/σBR(h → WW∗ → 4j) 3.6% 23.7% 2.5%

current cut based analysis still remains h → gg and ZZ contribution after the all cuts but not taken

into account for the systematic uncertainty of σBR(h → WW∗). Further improvement is needed

to reduce the uncertainty from other Higgs decay channels.

VI. CONCLUSION

Measurement accuracies of the σBR for the Higgs decay channels of h → bb̄, cc̄, gg, and

WW∗ → 4j are analyzed at the CM energy of 1 TeV. All results are summarized on Table XI

assuming the L = 500 fb−1 and 1 ab−1 regarding both P(∓0.8, ±0.2) beam polarizations. Owing

to the good background separation by B-tagging, h → bb̄ channel can also achieve good situation

even with right-handed polarization, but that is degraded for other channel case significantly, which

is mainly caused by eγ → νqq or γγ → qqqq. h → cc, gg, WW∗ are affected by this background

except for the h → bb. γγ → qqqq contribution is relatively increased with the right-handed beam
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polarization case. Note that all the results are only considered statistical uncertainty of σBR and

systematic uncertainty from other decays and backgrounds should be also taken into account in

further study.

TABLE XI: Summary table of the measurement accuracies of σBR at
√

s = 1 TeV assuming L = 500 fb−1

with P (∓0.8, ± 0.2) both polarizations or 1 ab−1 only accumulating P(−0.8, + 0.2) left-handed beam

polarization. Results are only considered statistical uncertainty.

Integrated luminosity 500 fb−1 1 ab−1

Beam polarization P(e−, e+) P(−0.8, + 0.2) P(+0.8, −0.2) P(−0.8, + 0.2)

∆σBR/σBR(h → bb̄) 0.54% 2.1% 0.39%

∆σBR/σBR(h → cc̄) 5.7% 36.8% 3.9%

∆σBR/σBR(h → gg) 3.9% 25.7% 2.8%

∆σBR/σBR(h → WW∗ → 4j) 3.6% 23.7% 2.5%
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Appendix

Appendix A: Higgs BR study at 500 GeV

1. Reconstruction and background reduction at 500 GeV

At the CM energy of 500 GeV, large amount of reconstructed signal and SM background samples

are available for which were produced the study of ILD Letter of Intent (LOI), even though these

samples were generated employing the Higgs mass of 120 GeV in whizard-1.40. Higgs BRs are

calculated by Pythia [17] instead of used in DBD analysis, where the BRs for h → bb̄, cc̄, and

gg are BR(h → bb̄) = 65.7%, BR(h → cc̄) = 3.6%, and BR(h → gg) = 5.5%, respectively. These

generated samples are also simulated with previous ILD 00 detector model in Mokka. For the flavor

tagging, LCFIVertex package [13] was used. In the h → bb̄, cc̄, and gg reconstruction, Durham

jet clustering [14] was applied and forcibly clustered as two jet. Note that at the
√

s = 500 GeV,

γγ beam induced background contribution is relatively smaller than 1 TeV, thus γγ → hadron

backgrounds were not overlaid to the samples.

In order to select the νeν̄eh WW-fusion process, at first cut on missing mass is applied to

suppress Zh process. Cuts on PT, PZ, Pmax, and Nchd are required to suppress semi-leptonic decay

channels. Finally Higgs signal is selected with the cut on reconstructed Higgs mass region.
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TABLE XII: Cut flow for
√

s = 500 GeV analysis

1. Missing mass Mmiss > 220 GeV

2. Transverse visible momentum PT > 20 GeV

3. Longitudinal visible momentum |PZ| < 150 GeV

4. Maximum momentum PFO Pmax < 50 GeV

5. Number of charged tracks Nchd > 10

6. Reconstructed Higgs mass 100 < Mh < 130 GeV

TABLE XIII: Background reduction summary at
√

s = 500 GeV with L = 500 fb−1 regarding P(−0.8, +0.3)

beam polarization. ννℓℓ and ℓℓℓℓ processes are completely suppressed.

Cuts h → bb h → cc̄ h → gg h → all νν̄qq̄ νℓqq̄ ℓℓqq qqqq ZWW ZZZ

Gen 59,921 3,336 5,053 90,029 367,779 5,042,400 682,517 4,288,940 513,824 2,681

1 51,619 2,811 4,185 78,712 239,835 192,350 3,739 114,929 28,140 1,068

2 47,889 2,629 4,017 72,087 213,867 155,999 1,230 43,028 26,009 927

3 46,431 2,552 3,895 69,132 197,487 134,599 1,136 42,930 25,679 910

4 43,604 2,308 3,711 61,308 175,734 58,380 613 15,006 16,581 777

5 43,307 2,280 3,711 57,126 166,037 56,281 610 14,976 15,894 699

6 35,054 2,040 3,711 45,473 15,405 16,657 90 663 4,372 226

Efficiency 55.6% 46.0% 64.5% 41.2% 1.7 × 10−2 2.2 × 10−3 1.5 × 10−4 1.7 × 10−4 7.1 × 10−3 7.4 × 10−2

2. Measurement accuracies of σBR at the
√

s = 500 GeV

After applying all above cuts, flavor templates on h → bb̄, cc̄, and gg are prepared using the

Neuralnet-output for b, c, bc flavor from LCFIVertex. 5,000 times of Toy-MC is applied and

extracted the accuracies of σBR. Fitted results by template fitting Toy-MC are shown in Fig. 12

and summarized on the Table XIV.

FIG. 12: Fitted rs distribution for h → bb̄, cc̄, and gg at
√

s = 500 GeV with assuming the L = 500 fb−1

and P(−0.8, + 0.3) left-handed beam polarization.
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TABLE XIV: Reduction summary for h → bb̄, cc̄, gg channels at
√

s = 500 GeV assuming L = 500 fb−1

and P(−0.8, + 0.3) beam polarization at the Higgs mass of 120 GeV.

Integrated luminosity 500 fb−1

Beam polarization P(e−, e+) P(−0.8, + 0.3)

rbb 1.000 ± 0.006

rcc 1.002 ± 0.052

rgg 1.000 ± 0.050

∆σBR/σBR(h → bb̄) 0.6%

∆σBR/σBR(h → cc̄) 5.2%

∆σBR/σBR(h → gg) 5.0%
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Study of Higgs self-coupling at the ILC based on the full detector simulation at√
s = 500 GeV and

√
s = 1 TeV

Junping Tian

High Energy Accelerator Research Organization (KEK), Tsukuba, Japan

(Dated: January 30, 2013)

In this analysis we investigated the feasibilities of the measurement of Higgs self-coupling at the
International Linear Collider (ILC) during its two phases of operation with centre-of-mass energy
of 500 GeV and 1 TeV. Three combinations of the decay modes of double Higgs strahlung process
e+e− → ZHH , where Z → l+l−, Z → νν̄ and Z → qq̄ accompanying with both Higgs decay into bb̄,
were analyzed together at 500 GeV. The decay mode of WW fusion process e+e− → νν̄HH , where
both Higgs decay into bb̄ was analyzed at 1 TeV. Both the signal and background event samples
are generated by a full detector simulation based on the International Large Detector (ILD). At
500 GeV, assuming an integrated luminosity of 2 ab−1 and the Higgs mass of 120 GeV, an excess
of the e+e− → ZHH events with a statistical significance of 5.0σ is expected to be observed in
case of the polarized electron and positron beams, P (e−, e+) = (−0.8,+0.3). The cross section of
e+e− → ZHH can be measured to the precision of 27%, corresponding to the precision of 44% on
the Higgs trilinear self-coupling. At 1 TeV, in case of P (e−, e+) = (−0.8,+0.2), we can expect the
precision of self-coupling to be 18%.
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I. INTRODUCTION

The Higgs sector is the piece of Standard Model which is responsible for the spontaneous breaking of electroweak
symmetry and offers the source of mass generation for both the gauge bosons and fermions; the expected Higgs boson
is the last particle of the Standard Model to be found by experiment. Once a Higgs-like boson is discovered, we need
to verify that it is indeed the Higgs boson that condenses in the vacuum and gives masses to all the standard model
particles. Higgs self-coupling is just the force that makes the Higgs boson condense in the vacuum, therefore probe of
this coupling is one of the most decisive tests of the Higgs sector.

In the Standard Model, after the electroweak symmetry breaking, the Higgs potential, given as

V (H) = λv2H2 + λvH3 +
1

4
λH4, (1)

where H is the physical Higgs field, v ≈ 246 GeV is the vacuum expectation value of the neutral component of Higgs
field and λ is the Higgs self-coupling, is uniquely determined by the Higgs self-coupling. There are three terms in
this potential, the first is the Higgs mass term, with the mass MH =

√
2λv2; the second term is a trilinear Higgs

self interaction, with the trilinear self-coupling λHHH = 6λv; the third term is a quartic Higgs self interaction, with
the quartic Higgs self-coupling λHHHH = 6λ. Considering that all the interactions discovered up to now are gauge
interactions, the second and third terms predict non-gauge interactions, which would be a completely new type of
interaction. To fully verify the shape of Higgs potential, we need to measure these three terms respectively. The mass
term is possible to first be measured at the Tevatron and the LHC and then precisely determined at the ILC. The
quartic Higgs self-coupling turns out to be very difficult to be measured at the Tevatron, LHC and the ILC due to
the very small cross section of three Higgs bosons production (less than 0.001 fb). Therefore, it becomes crucial to
investigate the feasibilities of measuring the trilinear Higgs self-coupling.

On the other hand, alternatively to the Higgs Sector in the standard model, which is the simplest way spontaneously
breaking the electroweak symmetry, there are several extended Higgs theories. To reveal these new physics models,
the Higgs self-coupling is one of the most important discriminative quantities. One of the latest articles [1] gives a
clear conclusion from the theoretical calculation in those extended theories that the Higgs self-coupling measurement
is quite useful to explore new physics. In addition, studies of the Higgs self-coupling in the framework of the Minimal
Supersymmetric extension of the Standard Model (MSSM) or the general Two Higgs Doublet Model (THDM), where
typically there are five Higgs bosons instead of one, can be found in these references [1–4], showing that the Higgs
self-coupling can significantly deviate from the standard model value, at the level of order 100% in some scenarios.
The Higgs self-coupling can also be a common signature of the Higgs sector with the strong first order electroweak
phase transition [5–10], which is required for a successful scenario of electroweak baryogenesis [11–13]. The new
physics model with the sequential fourth generation fermions also predict large one loop contributions to the Higgs
self-coupling [14]. Therefore, the precision measurement of trilinear Higgs self-coupling could directly reveal the nature
of the extended Higgs sector.

II. MEASURING THE HIGGS SELF-COUPLING AT THE ILC

The measurement of trilinear Higgs self-coupling can be carried out at the ILC through two leading processes:
double Higgs-strahlung process e+e− → ZHH [15–17] and WW fusion process e+e− → νν̄HH [18, 19]. Figure 1
shows the cross sections of these two processes as a function of the center of mass energy. The double Higgs-strahlung
process is expected to be dominant at around the center of mass energy of 500 GeV and to be taken over by the WW
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fusion process at higher energy at around 1 TeV. Their tree-level Feynman diagrams are respectively shown in Figure
2 and Figure 3. However, in both cases, there exist the irreducible Feynman diagrams which have the same final-
state particles but don’t concern the Higgs self-coupling. The interferences between the interested Higgs self-coupling
related diagrams and these irreduciable diagrams make the measurement of the Higgs self-coupling more complicated.
As a result of the interferences, the cross sections (σ) of e+e− → ZHH and e+e− → νν̄HH , as a function of the
Higgs self-coupling (λ), can be formulated as σ = aλ2 + bλ+ c, where constant a comes from the contribution of Higgs
self-coupling diagram, c comes from the contribution of the irreducible diagrams and b comes from the contribution
of the interference between them. For a particular value of the Higgs mass of MH = 120 GeV, Figure 4 shows these
functions, by which we can infer the Higgs self-coupling from the cross sections of the two processes. And at the value
of the standard model, the precision of the Higgs self-coupling ( δλλ ) is determined to be 1.8 times of the precision of

the cross section of e+e− → ZHH ( δσσ ) at 500 GeV,

δλ

λ
= 1.8

δσ

σ
. (2)

In case of e+e− → νν̄HH at 1 TeV, the factor will be 0.85,

δλ

λ
= 0.85

δσ

σ
. (3)

Here we see the complication caused by the interference, without which the factor will always be 0.5. A new weighting
method developed recently [20] shows we can enhance the coupling sensitivity, as a result of which the above factors
can be improved correspondingly to 1.66 and 0.76
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FIG. 1: The separate and combined production cross sections for the ZHH and νν̄HH processes as a function of the center of
mass energy assuming the Higgs mass of 120 GeV. The red line is for the ZHH process, the blue line is for the νν̄HH fusion
process and the green line is for the combined result.

III. SIMULATION FRAMEWORK

[This Part is to be added later, which nevertheless is common for all the DBD benchmark analyses.
In this analysis the γγ to low pt hadrons background has not been overlaid.]
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FIG. 2: Feynman diagrams for the double Higgs strahlung process e+e− → ZHH . (a): involving trilinear Higgs self-coupling;
(b), (c), (d): the irreducible diagrams.
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FIG. 3: Feynman diagrams for the WW fusion process e+e− → νν̄HH . (a): involving trilinear Higgs self-coupling; (b), (c),
(d): the irreducible diagrams.
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FIG. 4: The evaluation of cross section as a function of the Higgs self-coupling. left: for e+e− → ZHH at 500 GeV; right:
for e+e− → νν̄HH at 1 TeV. The λHHH stands for the Higgs trilinear self-coupling and λHHH(SM) stands for the standard
model value, which is indicated by the vertical line. The red ones are without weighting method and the blue ones are with
weighting method.

A. Accelerator and Detector

B. Event Generator

C. Simulation and Reconstruction

IV. ANALYSES OF e+e− → ZHH AT 500 GEV

A. Analysis of the mode ZHH → l+l−HH → l+l−bb̄bb̄ at 500 GeV

1. Pre-selction

In this search mode, the final state of a candidate signal event contains two isolated charged leptons and four b
quarks segmenting into four jets. For the pre-selection, we first require there are two isolated oppositely charged
leptons and then force all the particles other than the two selected leptons to four jets and pair the four jets to two
Higgs boson candidates.

a. Isolated Lepton Selection Isolated electrons and muons are identified from all of the PFOs. Each PFO contains
the information from different sub-detectors, such as energies deposited in the ECAL and HCAL. An electron deposits
almost all the energy in ECAL while a muon deposits very small fraction of its energy in both ECAL and HCAL.
Other charged particles, being mainly hadrons, deposit most of their energy in HCAL. These pieces of information
are used for electron and muon identification. The following two quantities are checked for each PFO. One is the
E(ecal)
E(total) ratio, the other is the E(total)

P ratio, where E(total) = E(ecal) +E(hcal), E(ecal) and E(hcal) are the energies

deposited in ECAL and HCAL and P is the momentum. Some constraints are added to the vertex position which
can reduce the selection of the leptons from B-hadrons.

• For electron identification, two samples of PFOs from the process e+ +e− → e+e−HH are investigated by using
MC truth information. One is the real prompt charged electrons, and the other is all the charged PFOs other
than the two prompt charged leptons. Figure 5 shows the distributions of the above two quantities for these
two samples, where the red histogram is for the prompt electrons and the blue is for non-prompt charged PFOs.
Since the red and blue distributions are very different it is straightforward to add requirements on these two
quantities

e :

{
E(ecal)
E(total) > 0.9

0.8 < E(total)
P < 1.2

(4)
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FIG. 5: The distribution of E(ecal)
E(total)

(left) and E(total)
P

(right) for PFOs in sample e+ + e− → e+e−HH. The red histogram is

for prompt electrons and the blue one is for other charged non-original PFOs.

After these requirements, the mis-identified electrons are mainly from: (i) charged pions, which become neutral
pions through charge exchange interaction with the nuclei inside ECAL, decaying into photons which deposit
almost all of their energies in ECAL; (ii) electrons from weak decays of b or c quarks, such as b→ cW− → ce−ν̄e;
(iii) electrons from a Higgs boson decaying into WW ∗ followed by a semi-leptonic W decay. Type (i) and (ii)
mis-identified PFOs usually have smaller momenta and more PFOs around them due to parton showering and
fragmentation than the prompt electrons. It is hence possible to further reduce the mis-identification by using
the cone energy. For each PFO, define a cone with angle θ, around the momentum of that PFO as shown in
Figure 6, and sum up the energies of the other PFOs which are inside this cone. This energy sum is called the
cone energy. If only the charged PFOs are considered, then the sum is called the charged cone energy. The
effect of bremsstrahlung tends to give the prompt electrons a sizable cone energy. This makes the charged cone
energy more discriminative to separate the prompt electrons from the other PFOs. Figure 7 shows a scatter
plot of charged cone energy versus momentum of the PFOs from these two samples, where the red points denote
prompt electrons and the blue points denote the remaining mis-identified non-prompt charged PFOs. By using
Fisher classification, we decided to impose

θ
"p

FIG. 6: Schematic view of a cone around a particle with momentum ~p. The cone angle is θ.

P − 0.25Econe > 12.6 GeV (5)

• For muon identification, the strategy is very similar to the electron identification, plus that we require the
energy deposited in Yoke to be larger than 1.2 GeV. Samples for prompt muons and the other charged PFOs

are from the e+ +e− → µ+µ−HH process. The distributions of E(ecal)
E(total) and E(total)

P are shown in Figure 8. The

requirements to these two quantities are

µ :

{
E(ecal)
E(total) < 0.5
E(total)

P < 0.3
(6)

In this case, the mis-identified muons are mainly from: (i) charge pions which have small momentum and do
not reach HCAL, thereby having small energy deposits in ECAL and HCAL; (ii) and (iii) are similar to the
electron case, namely from weak decays of b, c quarks and from Higgs decaying into WW ∗. Also, the charged
cone energy and momentum can be used to further reduce the mis-identification. A scatter plot of the charged
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FIG. 7: Scatter plot of charged cone energy versus momentum for PFOs in sample e+ + e− → e+e−HH. Red points denote
original electrons and blue ones denote other charged PFOs.
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cone energy versus momentum for the samples of prompt muons and the other non-prompt PFOs are shown in
Figure 9. We require
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FIG. 9: Scatter plot of charged cone energy versus momentum for PFOs in the e+ + e− → µ+µ−HH sample. Red points
denote prompt muons and blue ones denote the other charged PFOs.

P − 0.1Econe > 17.1 GeV. (7)

The angle of the cone in Figure 6 is expected to affect the performance of charged lepton selection. To minimize
the mis-identification, the value of the cone angle θ is scanned from cos θ = 0.8 to cos θ = 1. At each value, while
fixing the efficiency for the prompt lepton identification to 98%, we looked at the efficiency of the other charged
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PFOs being identified. The result is shown in Figure 10. The optimized cone angle cos θ = 0.98 giving the minimal
mis-identification efficiency is adopted.
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FIG. 10: Optimization of cone angle using PFOs in the e+ + e− → e+e−HH sample.

For each event, at least two oppositely charged PFOs are required to be both identified as electron or muon. If
there are more than two PFOs identified, we look at all the pairs which have opposite charge. The pair of which the
invariant mass is the nearest to the mass of Z, M(Z) = 91.18 GeV, is selected as the two prompt charged leptons,
effectively suppressing type (iii) mis-identification. As a loose requirement, the invariant mass of the two selected
charged leptons M(l+l−) should satisfy

|M(l+l−)−M(Z)| < 40 GeV. (8)

The distribution of M(l+l−) for the signal events after the above selection is shown in Figure 11, where the
bremsstrahlung and FSR effects are recovered by using algorithms in ZFinder.
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FIG. 11: Invariant mass of the two selected charged leptons. Left one is for the electron mode of the signal e+ +e− → e+e−HH
process; Right one is for the muon mode of the signal e+ + e− → µ+µ−HH process.

b. Jet Clustering and Jet Pairing After the two charged leptons are selected, all the other PFOs are forced to
four jets by using the Durham jet algorithm. Then the four jets j1, j2, j3 and j4 are combined to two pairs, each of
which contains two jets. Among all the possible combinations, the one which minimizes the χ2 is selected. The χ2 is
defined by

χ2 =
(M(j1, j2)−M(H))2

σ2
H

+
(M(j3, j4)−M(H))2

σ2
H

(9)

where M(j1, j2) is the invariant mass of jets j1 and j2, M(H) is the nominal Higgs mass, and σH is the Higgs mass
resolution, which doesn’t affect the combination here. The two jets pairs are reconstructed as two Higgs bosons. The
order of the two Higgs bosons are determined by the order of jets output from the jet clustering algorithm. Usually
a jet output earlier has a relatively larger momentum. While pairing, M(j1, j2) and M(j3, j4) are required to satisfy
loose cuts:

|M(j1, j2)−M(H)| < 80 GeV, |M(j3, j4)−M(H)| < 80 GeV. (10)
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2. Final Selection

The remaining signal and background events can be grouped into four: first one, called full hadronic background,
such as bbcsdu, bbuddu, bbcssc and bbbb, without leptons in the parton level final states; second one, called jets-poor
background, such as llbb, only two partons with two leptons in the parton level final states; third one, called semi-
leptonic background, such as lνbbqq, with one charged lepton, one missing neutrino and four partons in the parton
level final states; the last one, called the most signal-like background, such llbbbb and llbbH, with two charged leptons
and four partons in the parton level final states. Since the event topologies and the amounts of contamination from
these four groups are very different, it is not very efficient if we use only one multivariate classification for the whole
backgrounds. Actually it is almost impossible to find any global minimum if we put together the backgrounds with
very different topologies and very different weights, considering the limited MC statistics. Instead of one multivariate
classification, the strategy adopted is to use a separate multivariate classification to suppress the backgrounds in each
group.

a. Full Hadronic Backgrounds The full hadronic backgrounds, which mainly come from e+ + e− → tt̄, WWZ
and ZZ, are significantly suppressed by the pre-selection mainly due to the requirement of two charged leptons. Even
though, the number of remaining events is still much larger than that of the signal. For these backgrounds, the
selected charged leptons must have come from the hadronization and decay, as a result of which the momenta of
the charged leptons should relatively be smaller and the cone energy relatively larger. A natural strategy to further
suppress them is to apply tighter cuts on the cone energy and momenta of the two selected charged leptons. Figure
12 shows the scatter plot of the total cone energy (Econe12) versus the total charged cone energy (EconeCharge12) of
the two leptons, and the distribution of the total momentum (pLep1 + pLep2). Tighter requirements are imposed to
further suppress the full hadronic backgrounds, which is denoted as Cut1:
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FIG. 12: The scatter plot of Econe12 versus EconeCharge12(left) and the distribution of pLep1 + pLep2 (right). Red denotes
signal and blue denotes full hadronic backgrounds.

Cut1 :

{
Econe12 + 4EconeCharge12 < 60 GeV
pLep1 + pLep2 > 80 GeV

(11)

After these tighter requirements, the full hadronic backgrounds are almost completely eliminated.

b. Jets-Poor Backgrounds The jets poor backgrounds llbb and llcc, which mainly come from ZZ, ZZ∗, bb̄Z and
l+l−Z, are the dominant backgrounds after the pre-selection. Though there are only two partons in their parton
level final states, due to the gluon to qq and the imperfection of the jet clustering algorithm, they can be clustered to
four jets and some of them survived the mass constraints in Eqn. 10. To suppress these backgrounds while keeping
as many signal events as possible, one of the multivariate data analysis methods, neural-net is used. The following
discriminative quantities are included for the neural-net training:

• Y value, which is given by the jet clustering algorithm. Because there are only two partons for these jets poor
backgrounds, their Y values are relatively smaller than that of the signal events. Among all the Y values, Y4→3

and Y3→2 turned out to be the most discriminative. The distributions of Y4→3 and Y3→2 are shown in Figure
13, respectively denoted by “yminus”and “yplus2”.
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• Thrust, which is derived from the quantity

p =

∑
i |~pi · ~n|∑
i |~pi|

(12)

where ~pi is the momentum of a PFO, ~n is any possible unit vector |~n| = 1 and the summation is over all the
PFOs in each event. The thrust is defined to be the maximum of p, and the corresponding ~n is called the axis
of the event. The thrust value reflects the anisotropy of an event, indicating if there is any special direction
favored by this event. Because these jets poor backgrounds are mainly from two-body t-channel processes, most
of the PFOs in each event are very forward or backward. Their thrust is much closer to 1 than that of the
signal, which is from a three-body process. The axis of these backgrounds is much closer to the beam direction
than that of the signal. The distributions of the thrust value and the polar angle of the thrust axis are shown
in Figure 13, respectively denoted by “pthrust” and “cosaxis”.

• Reconstructed Z mass. Some of these backgrounds are from ZZ, Zγ, or γγ fusion processes and from s-channel
processes, where two charged leptons in the final states are not from a Z decay. In this case, the reconstructed Z
mass does not peak at the nominal Z mass, as indicated by the flat part in the distribution of the reconstructed
Z mass in Figure 13, denoted by “mz”.

• The total number of PFOs. For this background, the total number of PFOs is much smaller than that of the
signal, because there are only two partons. The distribution of this quantity is shown in Figure 14, denoted by
“npfos”.

• The smallest number of PFOs in a jet. For the same reason, the smallest number of PFOs in a jet is much
smaller than that of the signal. The distribution of this quantity is shown in Figure 14, denoted by “npfomin”.

• The largest jet momentum when reconstructed as two jets. If we force the PFOs other than the two selected
charged leptons to two jets, the momenta of these jets for the background will be relatively larger than signal.
The Distribution of this quantity is shown in Figure 14, denoted by “pjmaxjets2”.

• The largest angle between the reconstructed Z and the other two jets. Some of these backgrounds come from
e+ + e− → bb̄Z, where Z is radiated from one of the two b partons. In this case, the Z is very close to one of
the two b jets. The distribution of this quantity is shown in Figure 13, denoted by “cosjzmax2”.

These quantities are used as input variables by the MLP method in the TMVA package [21]. A neural-net is
trained for the signal and the llbb background. For the neural-net training, additional statistically independent signal
e+e−HH, µ+µ−HH and background llbb samples are used. The weights for different processes are normalized to the
corresponding cross sections. The statistics of the training samples are higher than 2 ab−1 for both the signal and
the background. The neural-net outputs and cut efficiencies for the signal and the background are shown in Figure
15. The llbb background is well separated by the neural-net output (MLPllbb). A cut, MLPllbb > 0.56, is imposed to
suppress the llbb background, denoted by MLP1. Though the neural-net is trained for the llbb background, another
jets-poor background llcc is also significantly suppressed by this cut.

c. Semi-leptonic Backgrounds The semi-leptonic backgrounds such as e−ν̄bb̄c̄s̄, e−ν̄bb̄ūd̄, and their corresponding
muon or tau modes, together with their conjugate modes, are mainly from tt̄ and W+W−Z. After the pre-selection,
they are the second dominant backgrounds, being hundreds times more than the signal events. Unlike the jets-poor
backgrounds, these semi-leptonic backgrounds have four quarks, but only one prompt charged leptons. We trained
another neural-net to suppress these backgrounds by using the following quantities:

• Visible energy and missing Pt. Because there’s one prompt neutrino in the backgrounds, the visible energy is
smaller and the missing Pt is larger for the backgrounds than for the signal. The distributions of these two
quantities are shown in Figure 16, respectively, denoted by “evis” and “mpt”.

• Cone energy and momentum of the lower momentum selected charged lepton. Because there’s only one prompt
charged lepton in the backgrounds, the other selected charged lepton must have originated from hadronization
and decay, which has larger charged cone energy and smaller momentum. The distributions of these two
quantities are shown in Figure 16, respectively, denoted by “econec2” and “plmin”.

• Reconstructed Z mass. The invariant mass of the two selected charged leptons should be very different for the
backgrounds, as indicated in Figure 17, denoted by “mz”.
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FIG. 13: Discriminative quantities for the signal (blue) and the jets-poor backgrounds llbb (red). The variable names are
explained in the text.
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FIG. 14: Discriminative quantities for the signal (blue) and the jets-poor backgrounds llbb (red). The variable names are
explained in the text.

• The total number of PFOs. During parton showering, a b quark usually results in more particles than light
quarks. So the total number of PFOs for the backgrounds is smaller than that of the signal. This information
is independent of the b tagging algorithm. The distribution of this quantity is shown in Figure 17, denoted by
“npfos”.

• Reconstructed W mass. The four jets are ordered from the largest b-likeness to the smallest. The backgrounds
contain two b quark jets and two light quark jets. The two light quarks are from a W decay. The invariant mass
of the 3rd and 4th jets are reconstructed as the W mass. The distribution of this quantity is shown in Figure
16, denoted by “massb34”.

• Angle between two b jets. A large fraction of these backgrounds come from tt̄, where the angle between two
prompt b jets is relatively large. The angle between 1st and 2nd jets are reconstructed as the angle between the
two prompt b jets. The distribution of this quantity is shown in Figure 16, denoted by “cosbmax”.

Statistically independent llHH signal sample and the lvbbqq background samples are used for the neural-net train-
ing. The statistics are higher than 2 ab−1 for both the signal and the background. The neural-net outputs and cut
efficiencies for signal and background are shown in Figure 18. The lvbbqq background can well be separated by the
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FIG. 15: (left): The neural-net output for the signal versus the llbb background, where the blue histogram is for the signal and
the red one is for llbb. (right): The cut efficiencies for the signal and background at different cut values on neural-net output,
where the solid blue curve is for the signal and the red one is for llbb.
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FIG. 16: Discriminative quantities for the signal (blue) and the semi-leptonic backgrounds lvbbqq (red). The variable names
are explained in the text.

neural-net output (MLPlvbbqq). A cut, MLPlvbbqq > 0.81, is applied to suppress the lvbbqq background, denoted by
MLP2.

d. Backgrounds with Same Final States These backgrounds including llbbbb and llbbH mainly come from ZZZ
and ZZH. Though their cross sections are not as large as the previous backgrounds, they have the same parton
level final states as the signal, and, consequently, are more difficult to suppress. The quantities used in the previous
neural-nets are of little use, requiring quantities related to the invariant mass and angular distributions to suppress
them. For this purpose yet another neural-net is trained using the following quantities:

• Reconstructed Higgs mass. The two Higgs bosons masses should be the most discriminative to separate
these backgrounds. The distributions of these two quantities are shown in Figure 20, respectively, denoted
by “mh1” and “mh2”.

• Reconstructed Z, H and Z, Z masses. In order to take maximal use of the mass information, in addition to
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and the red one is for lvbbqq. (right): The cut efficiencies of the signal and background at different cut values of the neural-net
output, where the solid blue curve is for the signal and the red one is for lvbbqq background.

the two Higgs boson masses reconstructed as from the signal process, the four jets are also paired as from the
l+l−ZH and l+l−ZZ processes. The reconstructed Z and Higgs masses in the case of l+l−ZH pairing, though
correlated with the two Higgs masses in the case of l+l−HH pairing, can offer some additional discriminative
power to suppress the llbbH background. The distributions of these reconstructed Z and Higgs masses are
shown in Figure 20, respectively, denoted by “mzzh” and “mhzh”. Similarly, the reconstructed two Z masses
in the case of l+l−ZZ pairing are useful to suppress the llbbbb background, distributions of which are shown in
Figure 20, respectively, denoted by “mz1zz” and “mz2zz”.

• t-channel characteristics. The processes e+ + e− → ZZZ and e+ + e− → ZZH are dominated by diagrams
stem from the t-channel process e+ + e− → ZZ, with one more Z boson strahlung from the electron line or one
more Higgs strahlung from a Z, as shown in Figure 19. This feature makes the two Z bosons emitted from the
electron line move very fast and very forward. To effectively use this information, each event is re-reconstructed
as from ZZZ or ZZH, and the boson candidate with the largest momentum among the three is identified for the
both hypotheses. The largest momentum and its polar angle reflect the t-channel characteristics, distributions
of which are shown in Figure 21, respectively, denoted by “p1zzz” and “cos1zzz”in case of ZZZ, “p1zzh” and
“cos1zzh”in case of ZZH.

For the neural-net training, statistically independent llHH signal samples and the llbbbb and llbbH background
samples are used, with each sample having statistics higher than 2 ab−1. The neural-net outputs and cut efficiencies
for the signal and backgrounds are shown in Figure 22. The llbbbb and llbbH backgrounds are not as well separated as
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FIG. 20: The discriminative quantities for the signal (blue) and the same final states backgrounds llbbbb, llbbH (red). The
variable names are explained in the text.

the previous two backgrounds. A requirement to the neural-net output MLPllbbbb > −0.5 is imposed to suppress the
same final states background, denoted by MLP3. Because the two Higgs masses are the most discriminative quantities
in this neural-net, this cut is also effective to suppress all the other backgrounds.

e. B tagging Though the jets-poor backgrounds and the semi-leptonic backgrounds are significantly suppressed
by the neural-net, the number of remaining background events is still much larger than that of the signal. On the
other hand, so far we have only considered the backgrounds which contain at least two b quarks in the parton level
final states. Information of flavour tagging can be used to eliminate the backgrounds with less than two b quarks,
and further suppress the jets-poor and the semi-leptonic backgrounds.

For each jet, three outputs (b-likeness, c-likeness and bc-likeness) are calculated. The signal mode is supposed to
have four b jets. The b-likeness of the four jets are investigated. To make the difference between the signal and
the background more significant, the four jets are ordered by the b-likeness from the largest to the smallest. The
distributions of the four b-likeness values are shown in Figure 23, denoted by Bmax1, Bmax2, Bmax3 and Bmax4,
where Bmax1 > Bmax2 > Bmax3 > Bmax4. One can see that Bmax1 is usually large and Bmax4 is usually small for
both the signal and the backgrounds. Bmax3 turn out to have the most discriminative power. The following cut on
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FIG. 21: The discriminative quantities for the signal (blue) and the same final states backgrounds llbbbb, llbbH (red). The
variable names are explained in the text.
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FIG. 22: (left): The neural-net outputs for the signal and the llbbbb, llbbH backgrounds, where the blue histogram is for the
signal and the red one is for llbbbb and llbbH. (right): The cut efficiencies for the signal and the background at different cut
values on the neural-net output, where the solid blue curve is for the signal and the red one is for llbbbb, llbbH.

Bmax3, denoted by B tagging, is applied to suppress the backgrounds:

Bmax3 > 0.19. (13)

3. Results

The number of the signal and background events remained after the final selection are shown in the reduction table
I and II, where all the events are separated into two categories, electron-type and muon-type. The finally cuts in
these two categories are summarized as following:

• For electron-type category, the final cuts are
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FIG. 23: Distributions of the four b-likeness values, top left for Bmax1, top right for Bmax2, bottom left for Bmax3 and bottom
right for Bmax4. Red histograms are for the signal, blue ones for the semi-leptonic background lvbbqq, the green and the yellow
ones for the jets-poor backgrounds llbb and llcc, and pink ones for the same final states background llbbbb.

1. Cut1: Econe12 + 4EconeCharge12 < 60 GeV and |M(ll)−M(Z)| < 32 GeV.

2. Cut2: MLPllbb > 0.56.

3. Cut3: MLPlvbbqq > 0.81.

4. Cut4: Bmax3 > 0.19.

5. Cut5: MLPllbbbb > 0.5.

• For muon-type category, the final cuts are

1. Cut1: Econe12 + 4EconeCharge12 < 60 GeV, pLep1 + pLep2 > 80 GeV and |M(ll)−M(Z)| < 27 GeV.

2. Cut2: MLPllbb > 0.53.

3. Cut3: MLPlvbbqq > 0.2.

4. Cut4: Bmax3 > 0.16.

5. Cut5: MLPllbbbb > 0.52.

4. Summary of the llHH mode

In the search mode e+e− → l+l−HH, assuming a Higgs mass of 120 GeV and an integrated luminosity of 2 ab−1

with the beam polarization P (e−, e+) = (−0.8,+0.3), category a) it is expected to observe 3.7 signal events with
4.3 backgrounds events, corresponding to a ZHH excess significance of 1.5σ and a ZHH cross section measurement
significance of 1.1σ; category b) it is expected to observe 4.5 signal events with 6.0 backgrounds events, corresponding
to a ZHH excess significance of 1.5σ and a ZHH cross section measurement significance of 1.2σ. [the definition of
excess significance and measurement significance can be found in the appendix.]
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TABLE I: The reduction table for the signal and backgrounds after the final selection for the electron-type category of llHH
mode, together with the number of expected events and generated events. The cuts names are explained in text.

Process expected generated pre-selection electron-type Cut1 Cut2 Cut3 Cut4 Cut5

llHH 46.5 3.88× 105 26.5 13.1 12.3 10.1 8.6 4.64 3.73
eebb 2.84× 105 4.18× 106 3950 3950 2762 75.4 57.8 3.88 0.81
µµbb 4.96× 104 1.00× 106 1944 0.74 0.10 0 0 0 0
eνbbqq 2.48× 105 1.51× 106 2437 2437 928 675 25.7 1.93 0.46
µνbbqq 2.46× 105 1.48× 106 239 24.5 0.52 0.36 0 0 0
τνbbqq 2.46× 105 1.35× 106 156 148 38.6 30.3 1.50 0.25 0
bbqqqq 6.24× 105 3.90× 106 107 106 3.93 3.93 1.04 0.16 0.16
bbbb 4.02× 104 1.02× 106 5.84 5.76 0.10 0 0 0 0
llbbbb 69.5 1.06× 105 15.0 7.42 6.69 5.44 4.68 4.18 0.97
llqqh 157 6.30× 104 138 68.1 65.0 51.1 46.9 9.92 1.93
BG 1.74× 106 1.46× 107 8992 6748 3806 842 138 20.3 4.32

TABLE II: The reduction table for the signal and backgrounds after the final selection for the muon-type category of llHH
mode, together with the number of expected events and generated events. The cuts names are explained in text.

Process expected generated pre-selection electron-type Cut1 Cut2 Cut3 Cut4 Cut5

llHH 46.5 3.88× 105 26.5 13.3 13.0 10.6 10.4 5.76 4.47
eebb 2.84× 105 4.18× 106 3950 0 0 0 0 0 0
µµbb 4.96× 104 1.00× 106 1944 1943 1750 73.3 72.8 7.28 2.33
eνbbqq 2.48× 105 1.51× 106 2437 0 0 0 0 0 0
µνbbqq 2.46× 105 1.48× 106 239 215 95.7 65.7 33.3 2.78 0
τνbbqq 2.46× 105 1.35× 106 156 7.76 2.62 1.82 0.8 0 0
bbqqqq 6.24× 105 3.90× 106 107 1.09 0 0 0 0 0
bbbb 4.02× 104 1.02× 106 5.84 0.08 0 0 0 0 0
llbbbb 69.5 1.06× 105 15.0 7.57 7.10 5.92 5.90 5.38 1.29
llqqh 157 6.30× 104 138 69.7 68.4 54.3 54.0 12.8 2.36
BG 1.74× 106 1.46× 107 8992 2244 1924 201 167 28.2 5.97

B. Analysis of e+ + e− → νν̄HH → νν̄bb̄bb̄ at 500 GeV

In this search mode, the final state of a candidate signal event contains two missing neutrinos and four b quarks
fragmenting into four jets. The three types of neutrinos νe, νµ and ντ are considered together. The analysis strategy
is quite similar with the lepton pair mode. For pre-selection, we reject the isolated lepton and cluster the events to
four jets and pair them by minimizing the χ2 of two Higgs masses, loose mass cut and b-tagging cut are added. In the
final selection, first we use missing energy and missing pt to suppress the full hadronic background. Then we train
three neural-nets to suppress the dominant bbbb, lνbbqq and ννbbbb backgrounds. And eventually tight b-tagging is
added. The reduction table of this searching mode is shown in Table III and the all the final cuts are summarized as
following:

• Pre-selection: |M(bb)−M(H)| < 80 and Bmax3 > 0.2

• Final-selection:

1. Cut1: Evis− 0.83MissPt < 360 GeV, MissMass > 60 GeV.

2. Cut2: NpfosMin >= 8, 92 GeV < M(H1) < 136 GeV, 94 GeV < M(H2) < 130 GeV, M(HH) >
200 GeV.

3. Cut3: MLPbbbb > 0.83.

4. Cut4: MLPlνbbqq > 0.56.

5. Cut5: MLPννbbbb > 0.61.

6. Cut6: Bmax3 +Bmax4 > 1.14.
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TABLE III: The reduction table for the signal and backgrounds after the final selection for ννHH mode, together with the
number of expected events and generated events. The cuts names are explained in text.

Process expected generated pre-selection Cut1 Cut2 Cut3 Cut4 Cut5 Cut6

ννHH 103 7.06× 105 45.0 43.6 26.0 22.7 20.6 17.1 8.47
ννbb 2.73× 105 4.79× 105 861 758 9.17 4.25 4.25 3.02 0
eνbbqq 2.48× 105 1.51× 106 3884 2126 504 451 72.6 54.9 0
µνbbqq 2.46× 105 1.48× 106 1637 951 22.3 195 72.8 52.1 0
τνbbqq 2.46× 105 1.59× 106 37440 24728 2591 3890 959 724 2.07
bbqqqq 6.24× 105 3.88× 106 58457 1212 178 71.5 38.6 37.2 0
bbbb 4.02× 104 7.06× 105 30826 3684 350 13.2 9.82 7.87 2.99
ννbbbb 97.1 8.22× 104 82.1 80.5 10.1 6.90 5.66 2.03 0.87
ννqqh 469 7.41× 104 82.1 79.0 21.5 17.5 13.0 5.86 1.93
BG 1.33× 105 33619 5887 4650 1176 887 7.86

1. Summary of the ννHH mode

In the e+ + e− → νν̄HH search mode, assuming the Higgs mass of 120 GeV, the integrated luminosity of 2 ab−1,
and the beam polarization P (e−, e+) = (−0.8,+0.3), it is expected to observe 8.5 signal and 7.9 backgrounds events,
corresponding to a ZHH excess significance of 2.5σ and a ZHH cross section measurement significance of 2.1σ.

C. Analysis of e+ + e− → qq̄HH → qq̄bb̄bb̄ at 500 GeV

In this search mode, the final state of a candidate signal event contains four of six b quarks each fragmenting into
a b jet. In the pre-selction, we require no isolated lepton and cluster the particles to six jets, which are then paired
to form two Higgs bosons and one Z boson. The third larges b-likeness of the four jets from two Higgs is required
to be larger than 0.16 in the pre-selection. In the final selection, all the events are separated into two categories
according to the flavor tagging of the two jets from Z decay, which are correspondingly bbHH dominant and light
qqHH dominant. The sum of b-likeness of the two jets from Z decay is used to achieve the separation. The dominant
background in this analysis are bbbb from ZZ(bbZ), full hadronic bbqqqq from tt̄, qqbbbb from ZZZ and ZZH, each of
which is suppressed with a neural-net. The reduction table of this searching mode is shown in Table IV and V, and
the all the final cuts are summarized as following:

• bbHH dominant category

1. Cut1: sum of b-likeness of the two jets from Z > 0.54.

2. Cut2: MissPt < 60 GeV, Npfos < 245, 30 GeV < M(Z) < 139 GeV, 73 GeV < M(H1) < 170 GeV,
73 GeV < M(H2) < 148 GeV.

3. Cut3: MLPbbbb > 0.47.

4. Cut4: MLPbbqqqq > 0.33.

5. Cut5: MLPqqbbbb > 0.16.

6. Cut6: Bmax3 +Bmax4 > 1.17.

• light qqHH dominant

1. Cut1: sum of b-likeness of the two jets from Z < 0.54.

2. Cut2: MissPt < 60 GeV, Npfos < 245, 60 GeV < M(Z) < 131 GeV, 97 GeV < M(H1) < 133 GeV,
84 GeV < M(H2) < 136 GeV.

3. Cut3: MLPbbbb > 0.48.

4. Cut4: MLPbbqqqq > 0.51.

5. Cut5: MLPqqbbbb > 0.09.

6. Cut6: Bmax3 > 0.85, Bmax3 +Bmax4 > 1.21.
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TABLE IV: The reduction table for the signal and backgrounds after the final selection for bbHH dominant category, together
with the number of expected events and generated events. The cuts names are explained in text.

Process expected generated pre-selection Cut1 Cut2 Cut3 Cut4 Cut5 Cut6

qqHH 310 3.73× 105 111 26.9 25.1 23.0 22.4 21.1 13.6
lνbbqq 7.40× 105 3.56× 106 17240 363 103 18.7 15.9 12.8 0.03
bbuddu 1.56× 105 8.87× 105 565 11.4 11.3 10.0 7.65 6.92 0.55
bbcsdu 3.12× 105 1.26× 106 6109 89.0 78.4 67.6 51.2 45.1 1.01
bbcssc 1.56× 105 1.17× 106 12456 263 246 212 147 129 3.69
bbbb 4.02× 104 7.19× 105 22889 2319 733 16.5 15.0 11.8 5.25
qqbbbb 140 1.23× 105 82.9 13.9 12.7 9.80 9.19 5.78 3.03
qqqqh 818 5.98× 104 154 27.5 25.4 22.5 21.6 18.5 10.9
ttz 2.20× 103 8.49× 104 172 17.2 13.6 12.5 12.3 11.4 2.88
ttbb 2.11× 103 8.25× 104 450 47.8 29.9 26.0 24.5 22.6 3.40
BG 60119 3152 1253 395 304 264 30.7

TABLE V: The reduction table for the signal and backgrounds after the final selection for light qqHH dominant category,
together with the number of expected events and generated events. The cuts names are explained in text.

Process expected generated pre-selection Cut1 Cut2 Cut3 Cut4 Cut5 Cut6

qqHH 310 3.73× 105 111 84.0 36.9 34.2 31.0 30.8 18.8
lνbbqq 7.40× 105 3.56× 106 17240 16877 408 147 74.0 73.2 1.07
bbuddu 1.56× 105 8.87× 105 565 554 102 96.7 48.4 47.9 5.93
bbcsdu 3.12× 105 1.26× 106 6109 6020 1200 1094 501 492 15.7
bbcssc 1.56× 105 1.17× 106 12456 12193 2308 2111 848 829 16.0
bbbb 4.02× 104 7.19× 105 22889 20570 273 22.0 18.1 17.2 10.0
qqbbbb 140 1.23× 105 82.9 68.9 11.1 9.49 7.92 6.95 4.07
qqqqh 818 5.98× 104 154 126 37.8 34.0 30.5 29.9 16.1
ttz 2.20× 103 8.49× 104 172 155 30.3 29.4 25.7 25.5 7.74
ttbb 2.11× 103 8.25× 104 450 402 62.4 59.3 49.0 48.6 14.0
BG 60119 56967 4433 3603 1603 1570 90.6

1. Summary of the qqHH mode

In this e+ + e− → qq̄HH search mode, assuming the Higgs mass of 120 GeV and the integrated luminosity of 2
ab−1, with the beam polarization P (e−, e+) = (−0.8,+0.3), in bbHH dominant category, it is expected to observe
13.6 signal events with 30.7 backgrounds events, corresponding to a ZHH excess significance of 2.2σ and a ZHH cross
section measurement significance of 2.0σ; in light qqHH dominant category, it is expected to observe 18.8 signal
events with 90.6 backgrounds events, corresponding to a ZHH excess significance of 1.9σ and a ZHH cross section
measurement significance of 1.8σ. .

V. COMBINED RESULT OF e+e− → ZHH AT 500 GEV

The results of the three searching modes of e+e− → ZHH are shown in Table VI for the beam polarization
P (e−, e+) = (−0.8,+0.3), which is favored benefiting with higher cross section. The ZHH excess significance (i) and
the measurement significance (ii) are also shown there. Notice that there are two independent parts in the qq̄HH
mode. In this section, we will combine these results and try to answer the following two crucial questions:

• Can we observe the ZHH events? How much is the combined ZHH excess significance?

• Can we observe the trilinear Higgs self-interaction? How precisely can we measure the trilinear Higgs self-
coupling?

242



20

TABLE VI: The numbers of the remaining signal and background events in each search mode of the e+e− → ZHH analysis
based on the full detector simulation at 500 GeV, with the beam polarization P (e−, e+) = (−0.8,+0.3). The last two columns
are ZHH excess significance (i) and cross section measurement significance (ii). The qqHH mode and llHH mode are both
separated into two categories: (a) bbHH dominant, (b) light qqHH dominant, (c) electron-type llHH, (d) muon-type llHH.

Search Mode Signal Background Significance (i) Significance (ii)
qqHH (a) 13.6 30.7 2.2σ 2.0σ
qqHH (b) 18.8 90.6 1.9σ 1.8σ
ννHH 8.5 7.9 2.5σ 2.1σ
llHH (c) 3.7 4.3 1.5σ 1.1σ
llHH (d) 4.5 6.0 1.5σ 1.2σ

A. Statistical independence of the three modes

Before deriving the combined result, it is necessary to check the statistical independence of the three modes.

• Due to the very different visible energy requirement in the ννHH mode and the other two modes, events selected
for the ννHH mode will not satisfy the selection criteria for the other two modes. Thus the ννHH mode is
statistically independent of the llHH and qqHH modes.

• Due to the very energetic isolated lepton requirement for the llHH mode, all fully hadronic events will not be
selected, so that the llHH mode is statistically independent of the qqHH mode.

Thus we conclude that all the three modes are statistically independent.

B. Combined ZHH excess significance

A hypothesis test is used to calculate the combined ZHH excess significance. Define the null hypothesis:

H0 : there is only background (B). (14)

and the alternative hypothesis:

H1 : there are ZHH signal and background (S+B). (15)

Then define the test variable

χ2 ≡ −2ln
Ls+b
Lb

(16)

where the likelihood Ls+b is defined as

Ls+b =
∏

i

e−(si+bi)(si + bi)
ni

ni!
(17)

and the Lb is defined as

Lb =
∏

i

e−bibni
i

ni!
. (18)

The si and bi are the expected numbers of remaining signal and background events in mode i (search modes i = 1, .., 4).
The ni is the total number of observed events in mode i, which is a Poisson random variable, with mean value si + bi
under hypothesis H1, and with mean value bi under hypothesis H0.

Figure 24 shows the distributions of the χ2 test variable under hypothesis H0, denoted by blue line, and under
hypothesis H1, denoted by red line, produced using a Toy Monte-Carlo. The black line shows the observed value of
the test χ2. The significance of the observed value under no signal hypothesis is obtained to be sσ = 5.0σ, meaning
that a statistical significance of 5.0σ is expected to observe the excess of ZHH events.
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FIG. 24: The distribution of the test χ2 under the background only hypothesis (blue) and the signal + background hypothesis
(red). The black vertical line denotes the observed value of the test χ2 variable.

C. Extracting the Cross Section of ZHH

The precision of the Higgs self-coupling is determined by the precision of the ZHH cross section, as introduced in
Eqn 2. The cross section measurement can be carried out by parameter estimation through Maximum Likelihood.
Define the combined likelihood

Ls+b =
∏

i

e−(si+bi)(si + bi)
ni

ni!
, (19)

where bi is the expected number of background events, which is known from MC simulations; ni is the number of
observed events, which is known from the measurement; si is related to the cross section σZHH , which is the unique
parameter. The relation between si and σZHH is

si = (σZHH + σi) · Lumi · Bri · Effi (20)

where Lumi is the integrated luminosity; Bri is the branch ratio of mode i; Effi is the selection efficiency of mode
i; σi is the fusion contribution for mode i, which is negligible at 500 GeV. The Likelihood hence contains only one
parameter σZHH . The minimization of χ2 = −2ln L

Lmax
is shown in Figure 25. The result is

σZHH · Lumi = 443+122
−115. (21)

For the integrated luminosity of 2 ab−1, we then have

σZHH = 0.22± 0.06 fb. (22)

The precision of the cross section is 26.7%. Recalling the sensitivity of Higgs self-coupling to the cross section in
Figure 4 (left), the Higgs self-coupling can be measured to the precision of 48% in case of without weighting. If we
use the weighting method, the precision on Higgs self-coupling would be further improved to 44%.

VI. ANALYSIS OF e+e− → νν̄HH AT 1 TEV

In this searching mode, the strategy is quite similar as that in ννHH at 500 GeV. The dominant background here
are from the semi-leptonic decay of tt̄ and ννZH from WW fusion process, which are suppressed by two neural-nets.
The pre-selection and final selection are summarized as following and the reduction table is shown in Table VII.

• Pre-selection:

– no isolated lepton.

– cluster all pros to 4 jets, each at least with 7 pfos and the third largest b-likeness to be larger than 0.2.
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FIG. 25: The χ2 as a function of σZHH · Lumi.

– visible energy less than 900 GeV, missing pt large than 5 GeV, and missing mass larger than 0.

• Final-selection:

1. Cut1: Evis < 700 + 5MissPt GeV.

2. Cut2: MLPlνbbqq > 0.84.

3. Cut3: MLPννbbbb > 0.36.

4. Cut4: Bmax3 +Bmax4 > 0.71.

TABLE VII: The reduction table for the signal and backgrounds after the final selection for ννHH at 1 TeV mode, together
with the number of expected events and generated events. The cuts names are explained in text.

Process expected generated pre-selection Cut1 Cut2 Cut3 Cut4

ννHH (fusion) 272 1.05× 105 127 107 77.2 47.6 35.7
ννHH (ZHH) 74.0 2.85× 105 32.7 19.7 6.68 4.88 3.88
yyxyeν 1.50× 105 6.21× 105 812 424 44.4 11.0 0.73
yyxylν 2.57× 105 1.17× 106 13457 4975 202 84.5 4.86
yyxyyx 3.74× 105 1.64× 106 18951 4422 38.5 26.7 1.83
ννbbbb 650 2.87× 105 553 505 146 6.21 4.62
ννccbb 1070 1.76× 105 269 242 63.3 2.69 0.19
ννqqh 3125 7.56× 104 522 467 257 30.6 17.6
BG 7.86× 105 34597 11054 758 167 33.7

1. Summary of the ννHH at 1 TeV

In this e+ + e− → νν̄HH searching mode, assuming the Higgs mass of 120 GeV and the integrated luminosity of
2 ab−1, with the beam polarization P (e−, e+) = (−0.8,+0.2), it is expected to observe 35.7 signal events with 33.7
backgrounds events, expecting the measurement significance of 4.3σ. The cross section of ννHH from fusion can be
measured to the precision of 23%, corresponding to the precision of 20% on the Higg self-coupling according to the
sensitivity in Figure 4 (right). And with the weighting method, the precision on Higgs self-coupling would be further
improved to 18%. Another important information from this analysis is that the double Higgs production excess with
a statistical significance of 7.2σ is expected to be observed.
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VII. SUMMARY
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Appendix A: Definition of Significance

(i) excess significance. Assuming there’s only background, the p value is defined as the probability of observing
events equal to or more than the number of the expected events, NS +NB :

p =

∫ ∞

NS+NB

f(x;NB)dx (A1)

where f(x;NB) is the probability density function for the number of observed events when only the background
exists, with the expected number NB . Here, the number of observed events is a Poisson random variable

f(n;NB) =
e−NBNn

B

n! , the p value is calculated as

p =
∞∑

n=NS+NB

f(n;NB) (A2)

corresponding to the significance:

1− p =

∫ sσ

−∞
N(x; 0, 1)dx (A3)

where N(x; 0, 1) is the normal gaussian probability density function. The significance sσ is defined as the excess
significance. In the large statistics limit where if f(x) becomes gaussian, this definition leads to the familiar
significance formula NS√

NB
.

(ii) measurement significance. Assuming both signal and background exist, the p value is defined as the probability
of observing events equal to or less than the expected number of background events:

p =

∫ NB

−∞
f(x;NB +NS)dx. (A4)

This definition of significance is called “measurement significance”. In the large statistics limit where if f(x)
becomes gaussian, this definition leads to the familiar significance formula NS√

NS+NB
.
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Abstract

We investigate a method for determining theCP nature of a neutral Higgs boson or spin-zero

resonanceΦ at a future lineare+e− collider (ILC) in its Φ → τ−τ+ decay channel. Our

procedure is applicable if the production vertex of the Higgs boson can be measured. This

will be the case, for example, for the Higgs-strahlung processe+e− → Z + Φ. We show

that the method is feasible for both the leptonic and the hadronic 1-prong tau decay modes,

τ± → l± +ντ +νl, τ± → a±
1 , ρ±, π± → π± +X .
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I. INTRODUCTION

Recently, the ATLAS and CMS experiments reported the discovery of a neutral boson of

mass∼ 126 GeV at the LHC [1, 2]. The experimental findings disfavor the option of a

spinJ = 1 resonance. The experimental results [1, 2] are compatible with the hypothesis of

identifying this resonance with the Standard Model (SM) Higgs boson; however, much more

detailed investigations will be necessary to establish this conjecture. The investigations of the

properties of this resonance will probably be possible at the LHC to a large extent.

A high-energy lineare+e− collider would be an ideal machine to investigate the properties

of this resonance, i.e., its couplings, decay modes, spin, andCP parity, in great detail (and,

of course, also of other, not too heavy resonances of similar type if they exist). As it is likely

that the ATLAS and CMS resonance is a spin-zero (Higgs) boson, one may revert, for as-

sessing the prospects of exploring this particle at a future linear collider, to the many existing

phenomenological investigations, within the SM and many of its extensions, of Higgs-boson

production and decay ine+e− collisions. As to the prospects of exploring the spin andCP

properties of a Higgs boson, there have been a number of proposals and studies, including

[3–28] that are relevant for Higgs-boson production and decay at a linear collider.

In this workshop contribution we apply a method [26, 27] for the determination of the CP

properties of a neutral spin-zero (Higgs) bosonΦ in its τ+τ− decays to the production of

Φ at a futuree+e− linear collider (ILC). For definiteness, we considere+e− → ZΦ, but the

analysis outlined below is applicable to any otherΦ production mode. In our analysis all

major 1-prongτ decays are taken into account. We demonstrate that the CP properties ofΦ
can be determined with our method in an unambiguous way.

II. CROSS SECTION AND OBSERVABLES

Here we consider the production of a neutral Higgs bosonΦ or, more general, of a spin-

zero resonance of arbitraryCP nature by the Higgs-strahlung process in high energye+e−

collisions:

e+e− → Z +Φ . (1)

For definiteness, we usemΦ = 126 GeV in the following. The following remark is in order

here. As is well known, for a pure pseudoscalar bosonΦ = A, theAZZ vertex must be loop-

induced4. We assume here, for the sake of choosing a definiteΦ production mode, that (1)

applies also to the production of a pure pseudoscalar.

ForZ boson decays into an electron or a muon pair, the precise reconstruction of the produc-

tion vertex and of the 4-momentum of theZ boson will be possible. As toΦ, we consider

4 The strength of the loop-inducedAZZ vertex was investigated for a number of SM extensions in [29].
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here the decay mode into tau pairs, with subsequent 1-prongτ± decays:

Φ → τ−τ+ → a−a+ +X , (2)

wherea± = {e±,µ±,π±} andX denotes neutrinos and, possibly, neutral pions. We assume

that the tau-decay mode of theΦ has a reasonably large branching fraction, which is the case

in the Standard Model and in many of its extensions. The interaction of a Higgs bosonΦ of

arbitraryCP nature (JPC = 0++, JPC = 0−+, orCP mixture) toτ leptons is described by the

general Yukawa Lagrangian

LY = −(
√

2GF)1/2mτ (aτ τ̄τ +bτ τ̄iγ5τ)Φ , (3)

whereGF denotes the Fermi constant andaτ , bτ are the reducedτ Yukawa coupling constants.

In the following we take into account in (2) the main 1-prongτ decay channels

τ → l +νl +ντ ,

τ → a1 +ντ → π +2π0+ντ ,

τ → ρ +ντ → π +π0+ντ ,

τ → π +ντ . (4)

Our method that will be applied in the following does not require the knowledge of theτ
rest frame. Therefore we can include also the leptonicτ decays in our analysis for which the

presence of two, respectively four neutrinos would preclude the reconstruction of theτ± rest

frames. We do not consider hereτ decays into 3 prongs, for instanceτ → a1 → 3 charged

pions, because in this case the reconstruction of theτ four-momentum should always be

possible. This would considerably facilitate the measurement of the tau spin correlations that

will be discussed below. (A corresponding analysis forΦ production at the LHC was made in

[25].) As an aside, we remark that it will be helpful, but not essential for future experimental

analyses if the different hadronicτ-decays can be experimentally distinguished.

Our method to determine theCP properties of a spin-zero boson was first developed for the

case ofΦ production inpp collisions at the Large Hadron Collider in [26] and was then

applied to an analysis that included the combination of all 1-prongτ decay channels in [27].

The method is based on the fact that theCP quantum number of a neutral spin-zero resonance

Φ can be determined in a definite way through itsτ−τ+ mode by measuring the twoτ spin

correlationsS = sτ− · sτ+ andSCP = k̂τ · (sτ− × sτ+), wherek̂τ = kτ/|kτ | is the normalized

τ− momentum vector in the zero-momentum frame (ZMF) of theτ−τ+-pair [5, 16]. For a

scalarΦ, the expectation value ofS is 〈S〉 = 1/4, whereas for a pseudoscalar,〈S〉 = −3/4.

TheCP-odd andT -odd spin correlationSCP probes whether or notΦ is a mixedCP state. If

Φ is aCP mixture, i.e., if the neutral Higgs sector violatesCP (that is,aτbτ 6= 0 in (3)), then

a non-zero expectation value ofSCP is generated already at tree level [5] and can be as large

as 0.5.
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The spin of theτ can not be measured directly; however it induces, in the spectrum of po-

larized tau decayτ± → a±, a correlation with the direction of flight of the charged particle

a±:

1
Γ(τ∓ → a∓ +X)

dΓ(τ∓(ŝ∓) → a∓(q∓)+X)

dEa∓dΩa∓/(4π)
= n(Ea∓)

(
1±b(Ea∓) ŝ∓ · q̂∓)

. (5)

Here, ŝ∓ denote the normalized spin vectors of theτ∓ and q̂∓ the direction of flight ofa∓

in the respectiveτ rest frame. The functionb(Ea) encodes theτ-spin analyzing power of

particle a. The correlation of theτ-spins, ŝ+ · ŝ−, leads to a nontrivial distribution of the

opening angle∠(q̂+, q̂−), whereas theCP-odd observablêk · (ŝ+ × ŝ−) induces the triple

correlationk̂ · (q̂+ × q̂−). The strength of these correlations depends, for a given strength of

the reduced Yukawa couplingsaτ ,bτ , on the productb(Ea′−)b(Ea+), while n(Ea′−)n(Ea+) is

responsible for the rate ofτ+τ− decay intoa+a′− final states.

In order to use these observables in an experimental analysis, one has to be able to reconstruct

theτ± anda± momenta in theτ± andΦ rest frames. This is, in general, not possible for the

leptonicτ-decay channel and very difficult in the case of hadronicτ decays, because at a

linear collider beamstrahlung effects can shift the initial center of mass energy by a large

amount. In [26] it was shown that one can, nevertheless, construct experimentally accessible

observables that have a high sensitivity to theCP quantum numbers of theΦ. The crucial

point is to employ the zero-momentum frame of thea+a′− pair. The distribution of the angle

ϕ∗ = arccos(n̂∗+
⊥ · n̂∗−

⊥ ) (6)

discriminates betweenCP = ±1 states. Herên∗±
⊥ are normalized impact parameter vectors

defined in the zero-momentum frame of thea+a′− pair. These vectors can be reconstructed

[26] from the impact parameter vectorsn̂∓ measured in the laboratory frame by boosting

the 4-vectorsnµ
∓ = (0, n̂∓) into the a′−a+ ZMF and decomposing the spatial part of the

resulting 4-vectors into their components parallel and perpendicular to the respectiveπ∓

or l∓ momentum. We emphasize thatϕ∗ defined in Eq. (6) is not the true angle between

theτ decay planes, but nevertheless, it carries enough information to discriminate between

CP-even andCP-odd Higgs bosons. The role of theCP-odd andT -odd triple correlation

introduced above is taken over by the triple correlationO∗
CP = p̂∗

− · (n̂∗+
⊥ × n̂∗−

⊥ ) between the

impact parameter vectors just defined and the normalizeda′− momentum in thea′−a+ ZMF,

which is denoted bŷp∗
−. Equivalently, one can determine the distribution of the angle [26]

ψ∗
CP = arccos(p̂∗

− · (n̂∗+
⊥ × n̂∗−

⊥ )) . (7)

Before presenting results we would like to point out the difference of our method as compared

to a previous analysis of how to determine theCP parity of a Higgs boson in itsτ+τ− decays

at a linear collider. Refs. [20–22] analyzed the hadronic 1-prong decayτ → ρν. The observ-

able used by these authors, namely the acoplanarity angle of theρ+ andρ− decay planes,

requires the reconstruction of theρ+ρ− ZMF, i.e., the measurement of theπ± and theπ0
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momenta, and the reconstruction of approximateτ± rest frames. As emphasized above, our

method is applicable to all 1-prongτ decays, in particularτ → l.

III. RESULTS

For predicting the distributions of the observablesϕ∗ andψ∗
CP, for a specificΦ-decay mode

(2), in terms of the unknown reduced Yukawa couplingsaτ ,bτ , one needs to know the spectral

functionn(Ea) and in particularb(Ea), which determines, as mentioned, the tau-spin analyz-

ing power of particlea± = l±,π± and therefore the shapes of theϕ∗ andψ∗
CP distributions.

For the purpose of our analysis, the major 1-prongτ decays (4) can be considered to be ex-

perimentally well established Standard Model physics, and the respective spectral functions

are known within the SM to sufficient accuracy, cf. [25, 27] and references therein.

At a lineare+e− collider, a Higgs bosonΦ produced by the Higgs-strahlung process (1) will

have on average a much larger transverse momentum as compared toΦ production at the

LHC by its major production modegg → Φ. This calls for a study – independent of the

LHC analyses [26, 27] – of the question how theCP properties of a (pseudo)scalar boson

are reflected in the distributions ofϕ∗ andψ∗
CP. In addition, for future experimental analyses,

differences between LHC and ILC can be expected from the fact that the ILC detectors will

be able to measure theτ decay products at transverse momenta as small as about 10 GeV.

As outlined above, our method is based on the reconstruction of the normalized spatial impact

parameters of theτ-decay products with respect to the production vertex of the Higgs boson.

In the Higgs-strahlung processe+e− → Φ + Z at the ILC the normalized impact parameters

can be reconstructed for events where theZ boson decays into electron or muon pairs,Z →
e+e−, µ+µ− and forΦ → ττ decays with sufficiently longτ-decay lengths. Here, we use

this process to study theϕ∗ andψ∗
CP distributions. We apply the following acceptance cuts

appropriate for the ILC:

pl,π
T ≥ 10GeV,

15◦ < θl,π < 165◦ .

Let us first consider the decaysτ−τ+ → l−l′+4ν, wherel, l′ = e,µ. The functionsn(El) and

b(El), whereEl is the energy ofl in the τ rest frame, are shown in Fig. 1a. The function

b(El), which determines the correlation of theτ spin with the momentum ofl, changes sign

at El = mτ/4. For a Higgs boson with specifiedCP parity (and specified reduced Yukawa

couplings), the sign of the productb(El)b(El′) determines the functional form of theϕ∗

distribution and in particular the sign of the associated asymmetry

Aϕ∗ =
N(ϕ∗ > π/2)−N(ϕ∗ < π/2)

N(ϕ∗ > π/2)+N(ϕ∗ < π/2)
. (8)

As an illustration we apply the cutEl > mτ/4 in theτ rest frames to allow only for contri-

butions withb(El) < 0. The resulting normalizedϕ∗ distributions are shown as black dotted
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Figure 1: (a) The spectral functionsn(El) and b(El), Eq. (5), for the leptonicτ decays. The function

n(El) is given in units of GeV−1. (b) Normalizedϕ∗ distribution for al+l′− final state for a Higgs

boson with mass of 126 GeV produced at
√

s = 250 GeV. Scalarφ = H, pseudoscalarφ = A. The

dashed lines show the distribution if no cuts are applied, the solid lines refer to the case where a cut

EΦ−rest
l ≥ 20 GeV was applied on both lepton energies in the Higgs rest frame. The dotted lines show

the results for the ideal cutEτ−rest
l ≥ mτ/4.

lines in Fig. 1b. For aCP-odd boson it has its maximum atϕ∗ = 0 and its minimum atϕ∗ = π ,

while for aCP-even boson (red dotted line) the distribution is flipped,ϕ∗ ↔ π − ϕ∗. If one

applies instead, either forτ+ or τ− decay (but not for both), the cutEl < mτ/4 which leads to

b(El) > 0, the behavior of theH andA distributions with increasingϕ∗ will be interchanged.

The magnitude of the resulting asymmetry (8) becomes smaller because the maximum of

|b(El)| is smaller forEl < mτ/4 than the maximum of|b(El)| for El > mτ/4. In addition,

with the cutEl < mτ/4 the total decay rate is smaller than forEl > mτ/4. This would make

a measurement more difficult. Without a cut on the lepton energy, the asymmetry of the

normalizedϕ∗-distributions is reduced, but remains non-zero because the averaging over the

different signs ofb(El) is weighted by the spectral functionn(El) displayed in Fig. 1a. The

result is shown in Fig. 1b (dashed lines, black for a pseudoscalar, red for a scalar boson).

Obviously, it would be an advantage if one could apply a cut onEl to separate the contribu-

tions that involve different signs ofb(El). However, this would require to reconstruct the full

τ 4-momentum in order to perform the necessary boost into theτ rest frame. On the other

hand, the energy of the leptonl in the Higgs rest frame,EΦ
l , is correlated with the energyEl

in theτ rest frame and a cut on the former can enrich the event sample with events in the de-

sired range of the latter. The Higgs rest frame can, in fact, be reconstructed for the production

processe+e− → Φ + Z, because theZ-boson 4-momentum is known forZ → e, µ decays,

provided that initial state radiation is negligible or can be corrected for. This should be the

case at least for the TESLA design [30]. In Fig. 1b we show the resultingϕ∗ distributions

6
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with a cutEΦ
l ≥ 20 GeV applied to both leptons fromτ± decay. The solid black line (solid

red line) shows the distribution for aCP-odd (CP-even) Higgs boson. The sensitivity of the

distributions to theCP parity of Φ is clearly enhanced compared to the case where no cut is

applied (dashed lines). These distributions are only slightly less sensitive than those with the

ideal cutEτ−rest
l > mτ/4 (dotted lines).

In the 2-body decayτ → π + ντ , the π is monochromatic in theτ rest frame. (Itsτ-spin

analyzing power is maximal.) A cut on the energy of the charged prong, i.e., of the charged

pion, is very important for the hadronic 1-prong decaysτ± → ρ±ν → π± + π0ν andτ± →
a±

1 ν → π± +2π0ν. For example, for the decayρ± → π± + π0, the functionb(Eπ) changes

sign within the range ofEπ (see, e.g., Fig. 4a in [27]) and theϕ∗ distributions for both a scalar

and a pseudoscalar boson turn out to be flat if no cut was applied. The same is true for the

τ → a1 decay mode. As in the case ofτ → l, a cut on the energy of the charged pion in the

Higgs-boson rest frame such thatb(Eπ) is either positive or negative for the selected events

significantly enhances the discriminating power of theϕ∗ distribution. Provided that the event

rate is large enough, a value forEΦ
π,cut may be chosen such as to optimize the separation of

events with positive and negativeb(Eπ), and both sets of events could be used to determine

theCP nature ofΦ.
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Figure 2: Influence of a cut on the energy of the charged pion inl + ρ final states for a scalar boson

φ = H with a mass of 126 GeV produced at
√

s = 250 GeV: (a) on theϕ∗ asymmetry, (b) on the cross

section. The black full lines correspond to applying the cutEΦ
π < EΦ

π,cut, while the red dashed lines are

for EΦ
π > EΦ

π,cut.

We illustrate this in Fig. 2 for the decayΦ → l−ρ+ +3ν of a scalar boson. The effect can be

quantified by calculating the associated asymmetry (8). The dashed red line in Fig. 2a shows

the asymmetry for events withEΦ
π > EΦ

π,cut. The valueEΦ
π,cut = 0, not shown in the figure,

corresponds to the case without cut. In this case the asymmetry is rather small; applying

a cut, the asymmetry increases to almost−12% for EΦ
π,cut = 35 GeV. However, increasing

EΦ
π,cut will decrease the cross section as shown in Fig. 2b. (The cross section was computed

for the Standard Model Higgs boson.) Without any cut the cross section is about 1.5 fb; it
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Figure 3: Normalizedψ∗
CP distribution for lρ final states for different types of Higgs bosons with

mass of 126 GeV produced at
√

s = 250 GeV. A minimum cut on theπ+ energy of 25 GeV in the

Higgs rest frame was applied.

decreases to 0.2 fb for the cutEΦ
π,cut = 45 GeV.

On the other hand, the complementary regionEΦ
π < EΦ

π,cut leads to a positive asymmetryAϕ∗

for cut values. 35 GeV due to the fact thatb(Eπ) has changed sign. For small values ofEπ ,

one findsAϕ∗ ∼ +9%, but the cross section is tiny, about 0.05 fb. The asymmetry decreases

to almost−2% for EΦ
π,cut = 45 GeV. It is clear that a judicious choice of this cut, taking into

account experimental conditions and the available luminosity, is required to reach an optimal

discrimination between aCP-even andCP-odd boson.

Theϕ∗ distribution is well suited to distinguish betweenCP-even andCP-odd states. How-

ever, if the Higgs boson is aCP-mixture, or if there would exist two (almost) mass-degenerate

bosons that escape experimental resolution, one of which hasCP parity+1 and the other one

−1, theϕ∗ distribution would be flat, assuming the cross sections are of comparable magni-

tude. The distribution with respect to the angleψ∗
CP defined in Eq. (7) would be appropriate

to resolve these scenarios. A typical result is shown in Fig. 3 which applies to the decay chain

Φ → τ+τ− → l−π+ +3ν via hadronicτ → ρ decay. The solid blue line shows the normal-

ized ψ∗ distribution of a maximallyCP-mixed boson (|aτ | = |bτ | > 0) and we have chosen

aτ = −bτ . For the scenario of mass degenerate bosons with oppositeCP parities theψ∗
CP

distribution is shown by the horizontal dashed black line. The dotted blue line corresponds to

the case of a non-maximal mixture with reduced Yukawa couplingsaτ = −2bτ . If aτ andbτ

have the same sign, the distribution is flipped,ψ∗
CP ↔ π − ψ∗

CP. The resulting asymmetry of

theψ∗
CP distribution will clearly be observable, provided the event rates are large enough.

We have also performed a Monte Carlo study to estimate the uncertainty of the measurement

of the impact parameters. We applied a simple Gaussian smearing withσimpact = 25◦ [21]

on the direction of the normalized impact parameter vectors. We found that theϕ∗ andψ∗
CP

distributions are only mildly affected by such an uncertainty.
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IV. CONCLUSIONS

Using the method of [26, 27] we have shown that the CP nature of a neutral Higgs bosonΦ
produced at a future lineare+e− collider can be determined in a definite way in theΦ → τ+τ−

decay channel with subsequent 1-prongτ decays. We have considered the production ofΦ
with massmΦ = 126 GeV by the Higgs-strahlung process, but our method can also be applied

to Higgs bosons with other masses and to any otherΦ production mode. Our approach does

not require the knowledge of theτ rest frames; therefore, all 1-prongτ decays, including

τ → l can be used. The joint measurement of the distributions and associated asymmetries of

the anglesϕ∗ andψ∗
CP allows to discriminate between a number of scenarios, some of which

were discussed above. For a statistically significant determination of theCP parity ofΦ, only

very few 1-prong events are required. We will elaborate on this and on other related issues in

future work [31].
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The Higgs boson is the most anticipated discovery at the LHC, which can only partially explore its true
nature. Thus one of the most compelling arguments to build a future linear collider is to investigate
properties of the Higgs boson, especially to test the predicted linear dependence of the branching ratios
on the mass of the final state. At a 3 TeV CLIC machine the Higgs boson production cross section is
relatively large and allows for a precision measurement of the Higgs branching ratio to pairs of b and
c quarks, and even to muons. The cross section times branching ratio of the decays H → bb̄, H → cc̄
and H → µ+µ− can be measured with a statistical uncertainty of approximately 0.22%, 3.2% and 15%,
respectively.

The electroweak symmetry breaking mechanism, called Higgs mechanism, predicts a fundamental spin-0
particle, whose existence currently is being investigated at the LHC. The answer to the question about its
existence is expected in 2013. The Standard Model predicted linear dependence of the branching ratios on
the mass of the final state could be altered by non-Standard Model couplings. The LHC can deliver only
very limited measurements of the Higgs sector, but a detailed exploration is crucial for a deep understanding
of its nature.

The compact linear collider (CLIC) is a proposed e+e− collider with a maximum centre-of-mass energy√
s = 3 TeV, based on a two-beam acceleration scheme [1]. In the following we present the analysis of the

measurement of the branching ratios H→ bb̄, H→ cc̄ [2] and H→ µ+µ− [3] at such a machine. The studies
are based on fully simulated and reconstructed samples in the CLIC SiD [4] detector concept and take into
account the relevant background processes as well as the main beam-related background.

1 The CLIC SiD detector concept

The CLIC SiD detector, used in the full simulation of samples, is based on the SiD detector concept [5]
developed for the ILC project. It is designed for particle flow calorimetry using highly granular calorimeters
and has been adapted [4] to the specific requirements at CLIC.

A superconducting solenoid with an inner radius of 2.9 m provides a central magnetic field of 5 T. The
calorimeters are placed inside of the coil and consist of a 30 layer tungsten-silicon electromagnetic calorimeter
with 3.5× 3.5 mm2 segmentation, followed by a tungsten-scintillator hadronic calorimeter with 75 layers in
the barrel region and a steel-scintillator hadronic calorimeter with 60 layers in the endcaps. The read-out
cell size in the hadronic calorimeters is 30×30 mm2. The iron return yoke outside of the coil is instrumented
with 9 double RPC layers with 30× 30 mm2 read-out cells for muon identification.

The silicon-only tracking system consists of 5 20 × 20 µm2 pixel layers followed by 5 strip layers with a
pitch of 25 µm, a read-out pitch of 50 µm and a length of 92 mm in the barrel region. The tracking system in
the endcap consists of 5 strip disks with similar pitch and a stereo angle of 12◦, complemented by 7 pixelated
disks of 20× 20 µm2 in the vertex and far-forward region at lower radii.

2 Analysis framework and data samples

The physical processes are generated with the Whizard [6, 7] event generator, with fragmentation and
hadronization done by Pythia [8]. The full simulation and reconstruction is performed in the software
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Process σ [fb] Nevents Short label
e+e− → Hνeνe; H→ µ+µ− 0.120 21000 H→ µ+µ−

e+e− → Hνeνe; H→ bb̄ 285 45000 H→ bb̄

e+e− → Hνeνe; H→ cc̄ 15 130000 H→ cc̄

e+e− → µ+µ−νν 132∗ 5000000 µ+µ−νν
e+e− → µ+µ−e+e− 346∗ 1350000 µ+µ−e+e−

e+e− → µ+µ− 12∗ 10000 µ+µ−

e+e− → τ+τ− 250∗ 100000 τ+τ−

e+e− → τ+τ−νν 125∗ 100000 τ+τ−νν
e+e− → qq̄ 3100 96000 qq
e+e− → qq̄νν 1300 170000 qqνν
e+e− → qq̄e+e− 3300 90000 qqe+e−

e+e− → qq̄eν̄e 5300 91000 qqeν
γγ → µ+µ− (generator level only) 20000∗ 1000000 γγ → µ+µ−

Table 1: List of processes considered for this analysis with their respective cross section σ and the number
of simulated events Nevents. The cross section takes into account the CLIC luminosity spectrum and initial
state radiation. Cross sections marked with * include a cut on the invariant mass of the muon pair at
generator level to lie between 100 and 140 GeV.

framework of the CLIC SiD detector concept.

The event simulation is performed using SLIC [9], a wrapper for Geant4 [10], while the reconstruction is
done by lcsim and PandoraPFA packages. We assume a total accumulated luminosty of 2 ab−1, corresponding
to 4 years of data taking at the nominal machine parameters. Table 1 lists the physics processes that were
taken into account in the analyses, together with their cross sections and the number of simulated events.

The dominant Higgs boson production channel at 3 TeV is the WW fusion channel e+e− → Hνν̄ with
a cross section of σHνν̄ = 420 fb. The main background for all channels is the Z boson production via WW
fusion, which has similar kinematics as the signal processes.

Beamstrahlung effects on the luminosity spectrum as well as initial and final state radiation are taken into
account. For the default configuration of a 3 TeV CLIC [1], 3.2 γγ → hadrons events per bunch crossing are
expected on average. With a spacing of 0.5 ns between bunches, these necessarily pile up in the subdetectors,
for which we assume integration times of 10 ns, except for the barrel hadronic calorimeter, which has
an integration time of 100 ns. To approximate the CLIC beam structure and background conditions, the
equivalent of 60 bunch crossing of γγ → hadrons events were mixed with every simulated event. In the
H→ µ+µ− analysis, only the signal sample was mixed with events from γγ → hadrons background.

For the processes involving jets in the final state, fragmentation products of the hadronic systems are
forced to two jets using the exclusive kt algorithm of the FastJet package [11], where the parameter R is set
to 0.7. The LCFI vertexing package [12] is used to identify jets according to their quark content as b, c and
light quarks and computes the corresponding jet flavour tag values.

The event classification in H→ bb̄ and H→ cc̄ analyses is based on the open source Fast Artificial Neural
Network (FANN) package [13]. FANN was modified to account for event weights during the neural network
training. The event classification in the H → µ+µ− analysis is done using the boosted decision tree (BDT)
classifier implemented in the TMVA package [14].

3 Measurement of H→ bb̄ and H→ cc̄

The measurement of the H → bb̄ and H → cc̄ decays requires resolution of secondary vertices from the
primary vertex and is thus an important benchmark of the vertex tracking detector design.
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Figure 1: In the left plot, the mis-tag rate in the CLIC SiD detector for charm (blue) and light (green) jets
as a function of the b-tag efficiency is shown. The right plot shows the mis-tag rate for bottom (red) and
light (green) jets as a function of the c-tag efficiency. The mean pT of the jets is 70 GeV while the mean
energy is ∼ 130GeV .

3.1 Jet flavour tagging

The flavour identification package developed by the LCFI [12] collaboration consists of a topological ver-
tex finder ZVTOP, which reconstructs secondary interactions, and a multivariate classifier which combines
several jet-related variables to tag bottom, charm, and light quark jets. Displaced vertices are the most sig-
nificant characteristic of b quark decays. A combination of several vertex-related variables, complemented
by additional track-related variables, form an input for the tagging classifier. A detailed description of the
variables and the procedure are given in [12].

The probability to tag a jet with a false flavour, the so called mis-tag rate, is used to assess the performance
of the flavour tagging package. Figure 1 (left) shows the mis-tag rate for c-jets (blue line) and light jets
(green line) as b-jets versus the b-tag efficiency, while Figure 1 (right) shows the mis-tag rate for b-jets
(red line) and light jets (green line) as c-jets versus the c-tag efficiency. The presence of γγ backgrounds is
found to reduce the flavour tagging performance, although the effect is not dramatic. The degradation of
the flavour tag performance, shown in Figure 1, has two sources: the flavour tag degradation itself plus a
degradation of the jet quality due to a more difficult jet finding. For instance, at the b-tag efficiency of 70%
the mis-tag rate for c-jets (light jets) drops from 4.3% (0.19%) w/o overlay to 6.8% (0.33%) with overlay.

3.2 Results

The basic event selection requires two jets in each event. Apart from this selection, no further cuts are
explicitly imposed and a number of relevant variables is given to a neural net for the subsequent multivariate
analysis. The invariant mass of the jet pair is the major discriminant between decays of Higgs and of Z
bosons. It is used in a event classification neural network, together with the output of the b-flavor tagging
network and the following variables:

• The maximum of the absolute values of jet pseudorapidities.

• The sum of the remaining LCFI jet flavour tag values, i.e. c(udsb), c(b)-tags and b(uds)-tag1.

• Rηφ, the distance of jets in the η − φ plane.

1The notion indicates which flavour is tagged against which set of other flavours. For instance, c(b) is the c-flavour tagged
against the b-flavour only, while remaining (uds) flavours are not used during the neural net training.

3

260



Selection efficiency
0 0.2 0.4 0.6 0.8 1

S
ta

tis
tic

al
 e

rr
or

 [%
]

0

0.2

0.4

0.6

0.8

1

b b→H 

Selection efficiency
0 0.2 0.4 0.6 0.8 1

S
ta

tis
tic

al
 e

rr
or

 [%
]

0

2

4

6

8

10

12

14

c c→H 

Figure 2: Statistical uncertainty of the measurement of cross section times branching ratio versus selection
efficiency of the neural network. The neural network was trained to identify H → bb̄ decays from di-jet
backgrounds including H → cc̄ (left). The neural network was trained on H → cc̄ as signal and di-jets
backgrounds including H→ bb̄ (right).

• The sum of jet energies.

• The total number of leptons in an event.

• The total number of photons in an event.

• Acoplanarity of jets.

Two neural nets were trained to separate either the H → bb̄ or the H → cc̄ signals from background
samples accounting for event weights. Thus the amount of the information about the signal, compared to
the background, was proportional to its natural contribution. Such a solution delivers optimal results. It
is more appropriate than, for instance, choosing the same number of signal and background events with no
weights, or, training according to arbitrary sizes of the generated samples.

The neural network selection efficiency versus the statistical uncertainty on the measurement is shown in
Figure 2 for the two neural networks that were trained on H → bb̄ and H → cc̄ as signal, respectively. The
optimal selection is at the local minimum of the curve, at a selection efficiency of 55% for H → bb̄ with a
sample purity of 65%, and a selection efficiency of 15% for H→ cc̄ corresponding to a sample purity of 24%.
These values reflect the fact that b-jets can be distinguished from c-jets with high purity, while incompletely
reconstructed b-jets and light jets make up a large fraction of the background to c-jet selection. Using the
output of the reconstruction algorithms in neural networks leads to the minimal statistical uncertainty on
the measurement at the eventual cost of an increased dependence on systematic effects. We assume that
with sufficient experience at the running machine, the systematic variations are well enough understood so
that the systematic uncertainties are comparable to the statistical uncertainties of the H → cc̄ channel and
dominate in the H→ bb̄ channel.

The resulting statistical H→ bb̄ cross section uncertainty amounts to 0.22 % while preserving meaningful
values of both the sample purity (65.4 %) and of the signal selection efficiency (54.6 %). The H→ cc̄ channel
is more difficult to separate from the background and the statistical cross section uncertainty is 3.24 % with
a signal selection efficiency of 15.2%.
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Figure 3: Muon reconstruction efficiency for the signal sample with and without γγ → hadrons pile-up.

4 Measurement of H→ µ+µ−

The measurement of the rare decay H→ µ+µ− requires high luminosity operation and sets stringent limits
on the momentum resolution of the tracking detectors. The branching ratio of the decay of a Standard
Model Higgs boson to a pair of muons is important as the lower end of the accessible decays and defines the
endpoint of the test of the predicted linear dependence of the branching ratios to the mass of the final state
particles.

The events are selected by requiring two reconstructed muons, each with a transverse momentum of at
least 5 GeV. In this note, the most energetic muon is referred to as µ1 and the second most energetic muon
is referred to as µ2. In addition, the invariant mass of the two muons M(µ+µ−) is required to lie between
105 GeV and 135 GeV.

The muon reconstruction efficiency is shown in Figure 3 (left). The beam induced background from
γγ → hadrons leads to a small deterioration of the muon reconstruction efficiency. The average muon
reconstruction efficiency for polar angles greater than 10◦ is 98.4% with this background compared to 99.6%
without. The total reconstruction efficiency of the signal sample, requiring two reconstructed muons with
an invariant mass between 105 GeV and 135 GeV is 72% in the presence of background.

The event classification is done using boosted decision tree classifier implemented in TMVA [14]. The
BDT is trained to separate the µ+µ−νν signal events from the µ+µ−e+e− background. The µ+µ−, τ+τ−

and τ+τ−νν samples are not used in the training of the BDT, but are effectively removed by the classifier
nevertheless.

The variables used for the event selection by the BDT are:

• The visible energy excluding the two reconstructed muons Evis.

• The scalar sum of the transverse momenta of the two muons pT(µ1) + pT(µ2).

• The helicity angle cos θ∗(µ+µ−) = ~p′(µ1)·~p(µ+µ−)
|~p′(µ1)|·|~p(µ+µ−)| , where ~p′ is the momentum in the rest frame of the

di-muon system. Since the two muons are back-to-back in the rest frame of the di-muon system there
is no additional information to be gained from calculating a similar angle for µ2.

• The relativistic velocity of the di-muon system β(µ+µ−), where β = v
c .

• The transverse momentum of the di-muon system pT(µ+µ−).

• The polar angle of the di-muon system θ(µ+µ−).

The major discriminant is the visible energy whenever there is an electron within the detector acceptance.
Otherwise the background can be rejected by the transverse momentum of the di-muon system or the sum

5

262



of the two individual transverse momenta. Figure 3 (right) shows the Higgs peak in the invariant mass
distribution after the event selection.

The dominant background from e+e− → e+e−µ+µ− events, is effectively reduced by forward electron
tagging. While the forward calorimeters were not part of the full detector simulation, assuming a tagging
efficiency of 95% down to an angle of 40 mrad for electrons of several hundred GeV to over one TeV is a
conservative estimate, even in the presence of γγ → hadrons background. It is found that Bhabha events
prevent further rejection of this background at lower angles. The results quoted are based on a ad-hoc
rejection of 95% of the electrons in the Luminosity Calorimeter.

4.1 Invariant mass fit

The distribution of the invariant mass in the H→ µ+µ− sample has a tail towards lower masses because of
final state radiation. The shape can be described best by two half Gaussian distributions with an exponential
tail. Together with the mean value this results in five free parameters in the fitted function, which can be
written as

f(x) = n





e
−(x−m0)2

2σ2
L

+αL(x−m0)2 , x ≤ m0

e
−(x−m0)2

2σ2
R

+αR(x−m0)2 , x > m0

,

where m0 is the mean of both Gaussian distributions, σL and σR are the widths, and αL and αR are the tail
parameters of the left and the right Gaussian distribution, respectively; n is a normalization parameter. The
background is well described by an exponential parameterization, obtained from a background-only sample.

The number of signal events is obtained from a maximum likelihood fit to the sample containing signal
plus background after the event selection.

The average muon momentum resolution of the fully simulated sample is 4×105 GeV−1 corresponding to
a statistical uncertainty of 23% without the forward electron tagging. If the background from e+e− → µ+µ−

can be reduced using tagging of electrons down to an angle of 40 mrad with an efficiency of 95%, the cross
section times branching ratio can be measured to a precision of 15%.

5 Summary

The sensitivity to the decay branching ratios of a neutral 120 GeV Standard Model Higgs boson to bottom
and charm quarks and to muons has been studied at the CLIC centre-of-mass energy of

√
s = 3 TeV and

integrated luminosity of 2 ab−1. The analysis is based on full simulation and realistic event reconstruction
in the CLIC SiD detector. We have demonstrated the feasibility of such measurements and estimated their
statistical uncertainty.

For the measurement of Higgs decays to quarks, 0.22% and 3.2% statistical uncertainty can be achieved
for the decays H → bb̄ and H → cc̄, respectively. This includes the effect of background from γγ → hadrons
on the flavor tagging.

For the rare decay H→ µ+µ−, the cross section times branching ratio can be measured to a precision of
15% if the background from e+e− → µ+µ− can be reduced using tagging of electrons down to an angle of
40 mrad with an efficiency of 95%. The effect of γγ → hadrons has been taken into account conservatively
by only including it in the signal sample and thus reducing its reconstruction efficiency.

From experience of the LEP experiments one can assume that the systematic uncertainties related to
detector effects are of the order of 1% or less. For the measurement of σZ0→µ+µ− at LEP the systematic

uncertainty was between 0.1 and 0.4%, depending on the experiment. Thus we expect that the systematic
uncertainty of the H → µ+µ− analysis will be negligible compared to the statistical uncertainty, the un-
certainty of H → bb̄ analysis will be dominated by the systematic and theoretical uncertainties and in the
H→ cc̄ analysis the uncertainty sources will contribute comparably.
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After the discovery of a Higgs boson, the next step is to measure its properties and test their accordance
with the predictions of the Standard Model, in particular the couplings of the Higgs boson. In this talk
we discuss what information the LHC will be able to give us over the coming years, and what remains
as a task for a future Linear Collider.

Using the well-established SFitter framework, we map measurements onto a weak-scale effective theory
with general Higgs boson couplings. Our sophisticated error treatment allows us to take all theory and
experimental errors, including arbitrary correlations, fully into account.

1 Introduction

Completing our understanding of the electro-weak symmetry-breaking mechanism is one of the main tasks
for present and future particle colliders. In the Standard Model (SM), this is accomplished by introducing
a complex SU(2) doublet, the Higgs field, which obtains a vacuum expectation value (vev) [1, 2, 3]. Three
of the four degrees of freedom form the longitudinal modes of W and Z bosons, while the remaining one
becomes a physical particle, the Higgs boson. Interactions between these gauge bosons and the Higgs field
are introduced automatically via the latter’s kinetic term, while interactions with fermions are added via
Yukawa-type couplings. Replacing the Higgs field by its vev then yields mass terms for the gauge bosons
and fermions. Therefore, the couplings of the Higgs boson to the other particles are fixed and proportional
to the measured masses and the vev.

The mass of the Higgs boson is the only remaining unknown parameter in the SM. Direct searches
by LEP [4], Tevatron [5] and in particular the LHC experiments ATLAS [6] and CMS [7] have excluded
large parts of the parameter space, leaving only a small window around 125 GeV. High-mass values, where
the experimental sensitivity drops again, are strongly disfavoured by indirect constraints from electro-weak
precision data [8, 9]. As mentioned before, the Higgs couplings in the SM are completely determined by
the known particle masses. Therefore, we can use these theoretically predicted values and compare them to
future measurements of Higgs boson channels [10, 11, 12, 13, 14, 15, 16]. Thereby, we assume that the discrete
quantum numbers, like its CP property or spin [17], are identical to the SM expectation. Many models of new
physics predict deviations in the Higgs couplings, which can then be measured. Examples include models
with an extended Higgs sector, like the two-Higgs doublet structure e.g. in supersymmetry [18], or also Higgs
portal models [19], but modifications can also be more elementary as in composite models [20], where the
Higgs boson emerges as a pseudo-Goldstone boson of a new strongly-interacting sector.

A correct treatment of all errors is important to obtain correct results. As in the Higgs boson channels
rates are measured, these statistical errors are of the Poisson type. Additionally, there are systematic errors,
which are correlated, and we implement the full correlation matrix between different measurements. Theory
errors are best described as box-shaped [3], using the prescription of the RFit scheme [21]. In the SFitter
tool [22] these different types of errors are fully implemented. As output we obtain a fully-dimensional
log-likelihood map, which we can then reduce to plotable one- or two-dimensional distributions via both
Bayesian (marginalisation) and Frequentist (profile likelihood) techniques. Furthermore, a list of best-fitting
points is obtained.

∗for the SFitter collaboration
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2 Setup of the Calculation

As the underlying model of our study we assume the Standard Model with a generalised Higgs sector, where
the Higgs couplings can take arbitrary values. These are parametrised in the following way: Couplings to
particles i, which are present at tree-level in the SM, are modified according to

giiH → gSM
iiH(1 + ∆iiH) . (1)

As a global sign flip of all couplings is not observable, we always take gWWH to be positive, i.e. ∆WWH > −1.
Additionally, there are two important loop-induced couplings present, namely those to gluons and photons.
They are altered in the following way:

giiH → gSM
iiH(1 + ∆SM

iiH + ∆iiH) . (2)

These can receive two types of contributions. First, there are contributions from changing the tree-level
couplings, ∆SM

iiH . Second, there can be additional dimension-five contributions ∆iiH . They originate from
new particles running in the loop, e.g. the supersymmetric partners in SUSY models. The numerical values
of the couplings are obtained from a modified version of HDecay [23]. Also the masses of the Higgs boson
and the top and bottom quark are added as free parameters and corresponding measurements constrain
them to their experimentally measured value. Additionally, we define ∆H as a single free parameter that
changes all (tree-level) couplings simultaneously.

The total width of the Higgs boson is too small to be measured directly at the LHC. Therefore we have
to make one single model assumption about how to treat the total width, which we take as

Γtot =
∑

obs

Γi(giiH) + generation universality .

This means that there are no further contributions from Higgs decays into invisible particles. The assumption
about generation universality is important as the Higgs has a significant branching ratio of several percent
into unobservable particles (e.g. charm quarks) for which at the LHC there is no possibility to measure
them, and neglecting them would introduce a bias. Further details of the setup have been described in
Refs. [11, 12]. We will not consider any couplings that can only be measured with very high luminosity or
not at all. This includes the only second-generation Yukawa coupling that might be measurable at the LHC,
namely those to muons [24, 25], as well as the Higgs self-couplings [26, 27, 28, 29].

3 Results

3.1 Expectations for the LHC at 14 TeV

The measurements that enter our analysis are derived from an ATLAS Monte Carlo study performed for an
integrated luminosity of 30 fb−1 and assuming a centre-of-mass energy of 14 TeV [11, 30]. We perform a
simulation with typically 5000 toy Monte Carlos, where we smear the signal and background expectations
according to their corresponding errors, and fit the resulting Higgs couplings.

In Fig. 1 we show the results of our analysis. The different curves denote the 68% CL errors on the
∆iiH parameter for the respective coupling. As input value for the signal strength we assume a SM Higgs
boson of the given mass value and note that for reduced couplings the change in the absolute value of the
errors is small. On the left-hand side of the figure we present results where additional contributions from
dimension-five operators have been neglected. Also shown is the result for the single-parameter modifier
∆H . On the right-hand side the dimension-five operators are taken into account as well. In both cases the
coupling of the Higgs to W bosons can be measured best, between 10 and 20% over the whole mass range.
The dimension-five operators thereby reduce the sensitivity to this coupling somewhat. Yukawa couplings
to bottom quarks and τ leptons can only be determined with good accuracy for Higgs masses below 140
to 150 GeV, as for larger masses the corresponding branching ratios become too small. The top quark
is strongly affected by the dimension-five operators Without these operators the gluon-fusion production
processes contribute to the precision of this coupling. Including them, the top-quark coupling needs to be
determined by the badly measurable top-quark-associated production modes, and gluon-fusion production
then pins down the size of the additional operators relative to the top quark coupling.
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Figure 1: Error on the Higgs-boson couplings as a function of the Higgs mass without (left) and including
(right) additional dimension-five operators. The left-hand plot also includes the result for a single-parameter
modification ∆H . Results are for the LHC at 14 TeV centre-of-mass energy and an integrated luminosity of
30 fb−1, assuming SM Higgs couplings. Figures taken from Ref. [31].
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Figure 2: Error on the Higgs-boson couplings as a function of the Higgs mass including (left) and without
(right) the subjet analyses in the Higgsstrahlung production processes with decays into bottom quarks.
Results are for the LHC at 7 TeV centre-of-mass energy and an integrated luminosity of 20 fb−1, assuming
SM Higgs couplings, obtained by extrapolating the 14-TeV-Monte-Carlo studies.

3.2 Extrapolation to 7 TeV

To get an estimate of what to expect from the LHC in the near future, we have extrapolated these studies
to a centre-of-mass energy of 7 TeV. For the backgrounds the inclusive cross sections of the individual
contributions were computed with Sherpa [32] and the event rate scaled according to the numbers obtained.
For the signal we assume that the signal efficiencies, i.e. the number of signal events remaining after the
selection cuts and detector acceptance corrections relative to the original rate, stays unchanged. The cross
sections themselves for both centre-of-mass energies are taken from Ref. [3]. As the expected precision on
the couplings will be rather low, only the case of vanishing additional dimension-five operators is considered
here.

In Fig. 2 we show the corresponding results for an integrated luminosity of 20 fb−1, corresponding to
approximately what is expected for the end of 20121. On the left-hand side we include all channels of the
14-TeV analysis. We observe the same principal behaviour as in Fig. 1, but with a significant increase in
the expected errors. Nevertheless, with this amount of data a determination of ∆H with a precision of

1The increased centre-of-mass energy of 8 TeV for the 2012 run can be approximated by a corresponding increase in the
integrated luminosity.
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14% is already possible for a Higgs boson mass of 125 GeV. On the right-hand side the channels making
use of subjet techniques [33] are removed. These consist of Higgs bosons produced in association with a
W or Z boson, where the Higgs decays into bottom quarks and the decay products are required to be
strongly boosted in order to reduce backgrounds. A significant drop in accuracy can be observed mainly
for two couplings. The coupling to Z bosons is now predominantly determined by the decay of the Higgs
to four leptons, which suffers from low event numbers for lighter Higgs masses. The bottom-quark Yukawa
coupling has to rely on the top-quark-associated production channel with decays into bottom quarks as well
as its contribution to gluon-fusion production. The first one suffers from a large combinatorial background,
while in the second case the bottom-quark loop is only a small contribution. The badly determined bottom
coupling then influences all other couplings via the total width.

3.3 Results and Expectations from Current Measurements

With direct search results available from the LHC, we can update the results of the previous subsection
using the actual background expectations and errors as described in the analyses [6, 7]. Thereby we assume
as input that there is a SM Higgs boson at the considered mass value and add a SM Higgs signal to the
background expectations. These results are depicted in Fig. 3. On the left we show errors on the Higgs
couplings using for each measurement the luminosity for which the analysis has been performed. With this
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data a precision of 14% on ∆H is already possible, and the couplings to the weak bosons can also be measured
fairly precisely. The error on the top-quark Yukawa coupling is mostly determined by Higgs production via
gluon-fusion decaying into a W pair. The sensitivity of this channel drops rapidly below 125 GeV, leading
to the observed behaviour of the top-quark coupling. On the right-hand side we present expectations when
extrapolating all analyses to an integrated luminosity of 20 fb−1. This extrapolation is done blindly, i.e.
the improvement is purely statistical. The precision on the single-parameter modifier now reaches 9% for a
Higgs mass around 125 GeV.

In Fig. 4 the different results shown previously are summarised for a hypothetical Higgs boson at 125
GeV assuming SM couplings as a central value. The three values on the right-hand side of the plot show
errors on ratios of couplings. While for the Z over W Higgs couplings at 7 TeV only a small improvement
over the absolute measurements is achievable, the situation is different for the two other ratios involving the
bottom Yukawa coupling. Here correlations are important and therefore the ratio is better determined. At a
14 TeV LHC the situation is different. Using ratios yields no improvement over absolute values in any case.

4 Models of New Physics

In physics models beyond the Standard Model the couplings between the Higgs boson and the gauge bosons
and fermions can be modified from the SM theory prediction. In this section we will discuss two such models,
a Higgs portal [19] as well as a strongly-interacting light Higgs [20].

4.1 Higgs Portal

In the Higgs portal model, an additional hidden sector is added which is a singlet under the SM gauge
groups. A connection to the SM is only possible via a term connecting the Higgs field of the SM Φs with
that of the hidden sector Φh

L ∝ Φ†
sΦsΦ

†
hΦh .

After electro-weak symmetry-breaking both fields obtain a vev. The two physical Higgs bosons of the SM
and the hidden sector mix and need to be rotated into mass eigenstates

(
H1

H2

)
=

(
cosχ sin χ

− sinχ cosχ

) (
Hs

Hh

)
. (3)

The parameter cosχ corresponds to our single-parameter modifier ∆H defined before. The cross sections
and branching ratios then change in the following way from their SM value for H1

σ = cos2 χ · σSM (4)

Γvis = cos2 χ · ΓSM
vis (5)

Γinv = cos2 χ · ΓSM
inv + Γhid . (6)

ΓSM
inv is induced by Higgs decays into four neutrinos, which has a negligible rate for light Higgs bosons.

The partial decay width into the hidden sector Γhid is a free parameter and depends on the structure, i.e.
couplings and masses, of the hidden sector particles, being zero if they are all heavy. Corresponding equations
hold for H2 with the replacement cosχ ↔ sin χ plus possibly decays H2 → H1H1 added, if this channel is
kinematically allowed.

In Fig. 5 we present the fitted cos2 χ as a function of the Higgs mass in a scenario where the Higgs contains
no additional decay modes into invisible particles. cos2 χ is a free parameter, which is not constrained to its
physical range. On the left-hand side the input value of cos2 χ is chosen as one, corresponding to the SM
scenario. Hence, this curve corresponds to the ∆H line of Fig. 1. The central value is correctly reproduced
by the fit. Errors at the 95% CL range between 25% and 50% with the highest precision obtainable for a
mass of 170 GeV. On the right-hand side the same plot is shown but now with an input value of cos2 χ = 0.6.
The central values are shifted down to smaller values, but the absolute size of the errors stays approximately
the same. This is due to the fact that most channels have large backgrounds, which are not affected by a
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reduction in signal cross section. At the chosen luminosity of 30 fb−1 these give the dominant effect. Also,
the value cos2 χ = 1 is outside the 95% CL band over almost the whole mass range. Therefore, in this
scenario the SM could be excluded at the 95% CL.

Figure 6 shows the fitted over the input cos2 χ for a Higgs boson mass of 120 GeV. Now decays into the
invisible sector are also included with a partial width of sin2 χ times the SM Higgs width. This corresponds
for example to the case where the hidden sector is an exact copy of the SM sector. Correspondingly, a
measurement of the branching ratio into invisible particles is added [34, 35, 36]. This will be possible only
with a rather low precision at the LHC. Therefore, the expected accuracy on cos2 χ is much lower than in
the previous case, as can be seen on the left-hand side of Fig. 6. Also, at low values of cos2 χ, we see a
deviation of the fitted value, tending to be larger than the input one. This is because only measurements
with a positive signal are taken into account. Positive fluctuations are hence always included, while negative
ones might get removed. The observation of a Higgs signal therefore favours larger values of the coupling.
On the right-hand side of Fig. 6 a correlation plot between the invisible decay width and the fitted cos2 χ is
depicted for an input value of cos2 χ = 0.6. A strong correlation between the two variables is visible, which
is the origin of the large errors on cos2 χ observed before. This correlation is due to the total width of the
Higgs boson, where the invisible decay width enters. As the denominator in the branching ratio it enters
into all measurements.

4.2 Strongly-interacting Light Higgs

In strongly-interacting light Higgs models [20], the Higgs boson emerges as a pseudo-Goldstone boson of
a new, strongly-interacting sector. As a pseudo-Goldstone boson, the Higgs can be much lighter than the
other particles of the theory and therefore be in the mass range still allowed by all experimental constraints,
while the other ones can be chosen heavy enough to avoid constraints from direct searches. Modifications of

the Higgs-boson couplings can be parametrised by ξ =
(

v
f

)2

, where v = 246 GeV is the SM Higgs vev and

f the Goldstone scale. The limit f → ∞ corresponds to the SM, while f = v are Technicolour models.
There are two important phenomenological implementations. In the first one, called MCHM4, all cou-

plings of the Higgs boson to other particles scale with
√

1 − ξ. Therefore, the results of the Higgs portal
in the previous subsection can be reused by identifying cos2 χ = 1 − ξ and setting invisible decay modes to
zero. In the second one, MCHM5, the couplings change differently for vector bosons and fermions

gV V H = gSM
V V H ·

√
1 − ξ

gff̄H = gSM
ff̄H · 1 − 2ξ√

1 − ξ
.

The latter one has the interesting feature that the coupling vanishes for ξ = 0.5 and flips its sign for values
below that. These models also show significant deviations in Higgs pair-production processes [37], which we
will not consider further here.

In Fig. 7 we depict the fitted value of ξ over the input one for an integrated luminosity of 30 (left) and
300 fb−1 (right) at the 14 TeV LHC. The shaded region around ξ = 0.5 denotes the region where the cross
sections are so low, that with the given luminosity no evidence of a Higgs boson is yet expected. For the
lower luminosity there are always two possible solutions. One corresponds to the correct solution, while
the other originates from the ambiguity in the fermion-Higgs coupling. The sign of the coupling is only
observable as interference between W -boson and top-quark loop in the effective photon coupling. With the
higher luminosity this degeneracy is lifted, as can be seen on the right-hand side of Fig. 7. This is further
demonstrated in Fig. 8. Here we show the log-likelihood for 30 fb−1 in the two individual channels which
contribute most to the parameter determination. Both channels vanish at ξ = 0.5 and therefore for this
value the log-likelihood is constant independent of the parameter. The left channel is gluon-fusion Higgs
production with decays into photons. For each input value two different solutions can be found that cannot
be distinguished, as they yield the same rate. On the right-hand side, we show the combination of vector-
boson associated production channels with decay into bottom quarks via subjet techniques, which are all
governed by the same coupling factors. Here for ξ . 0.4 only a single solution exists, while for larger values
additional solutions appear. These do not coincide with the secondary solution of the first channel, however,
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so for the nominal values the solution becomes unique. Therefore, the degeneracy is not a true one, but
induced by fluctuations due to errors and can be lifted with more data.

5 Conclusions

The determination of the Higgs-boson couplings is an important task to verify our understanding of electro-
weak symmetry breaking and the Higgs mechanism. We have studied how well we can measure these
couplings at the LHC and what remains as a task for a future linear collider. To be independent of any
specific new-physics model, we take as a model the Standard Model, where all Higgs couplings are left as free
parameters. Using the SFitter framework, all experimental and theory errors, as well as their correlations,
can be fully taken into account. For a single parameter modifying all couplings an error of 9% is achievable
for a Higgs boson mass of 125 GeV. We have also interpreted our results in terms of new-physics models,
namely a Higgs portal and a strongly-interacting light Higgs. For the former, invisible decay modes provide
an additional experimental challenge. In the latter case, statistical fluctuations lead to secondary solutions,
which also need to be considered.
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Abstract

We discuss the lower Higgs boson mass bounds which come from the absolute
stability of the Standard Model (SM) vacuum and from the Higgs inflation, as well
as the prediction of the Higgs boson mass coming from asymptotic safety of the
SM. We account for the 3-loop renormalization group evolution of the couplings
of the Standard Model and for a part of two-loop corrections that involve the
QCD coupling αs to initial conditions for their running. This is one step above
the current state of the art procedure (“one-loop matching–two-loop running”).
This results in reduction of the theoretical uncertainties in the Higgs boson mass
bounds and predictions, associated with the Standard Model physics, to 1−2 GeV.
We find that with the account of existing experimental uncertainties in the mass
of the top quark and αs (taken at 2σ level) the bound reads MH ≥Mmin (equality
corresponds to the asymptotic safety prediction), where Mmin = 129 ± 6 GeV.
We argue that the discovery of the SM Higgs boson in this range would be in
agreement with the hypothesis of the absence of new energy scales between the
Fermi and Planck scales, whereas the coincidence of MH with Mmin would suggest
that the electroweak scale is determined by Planck physics. In order to clarify the
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relation between the Fermi and Planck scale a construction of an electron-positron
or muon collider with a center of mass energy ∼ 200+200 GeV (Higgs and t-quark
factory) would be needed.

1 Introduction

The mass MH of the Higgs boson in the Standard Model is an important indicator of
the presence of new energy scales in particle physics. It is well known that if M stability

min <
MH < MLandau

max then the SM is a consistent effective field theory all the way from the
Fermi scale up to the (reduced) Planck scale MP = 2.44 × 1018 GeV. The upper limit
comes from the requirement that the Landau pole in the scalar self-coupling1 must not
appear at energies below MP [1–3]. The lower limit comes from the requirement of
the stability of the SM vacuum against tunneling to the states with the Higgs field φ
exceeding substantially the electroweak value 250 GeV [4–6] (see Fig. 1).

The estimates of MLandau
max give a number around 175 GeV [1–3, 7] which is in the

MH range excluded (at least in the range 129 − 525 GeV) by the searches for the SM
Higgs boson at the LHC and Tevatron [8, 9]. In other words, we already know that
the SM is a weakly coupled theory up to the Planck scale. Thus, we will focus on the
upgrade of existing computations of M stability

min and on the discussion of the significance
of the relation between the Higgs boson (to be discovered yet) mass MH and M stability

min

for beyond the SM (BSM) physics.
The computation of M stability

min has been already done in a large number of papers [10–
15]. It is divided into two parts. The first one is the determination of the MS parameters
from the physical observables and the second one is the renormalization group running
of the MS constants from the electroweak to a high energy scale. The most advanced
recent works [13, 14] use the so-called “one-loop-matching–two-loop-running” procedure.
It can determine the Higgs boson mass bounds with the theoretical accuracy of 2−5 GeV
(see the discussion of uncertainties in [14] and below). Meanwhile, the most important
terms in the 3-loop running of the gauge and Higgs coupling constants were computed in
[16, 17] (we thank K. Chetyrkin and M. Zoller for sharing these results with us prior to
publication). The present work accounts for O(ααs) corrections in the MS-pole matching
procedure, which were not known previously. This allows us to decrease the theoretical
uncertainties in the Higgs boson mass prediction/bounds, associated with the SM physics
down to 1−2 GeV. This is a new result, based on a superior partial “two-loop-matching–
three-loop-running” procedure. These findings are described in Section 2.2. We will see
that the experimental errors in the mass of the top-quark and in the value of the strong
coupling constant are too large to settle up the question of the stability of the electroweak
vacuum, even if the LHC will confirm the evidence for the Higgs signal presented by the
ATLAS and CMS collaborations [8, 9] in the region MH = 124− 126 GeV.

In Section 3 we will discuss the significance of the relationship between the true Higgs

1To be more precise, the scalar self-coupling is infinite in the one-loop approximation only. If higher
order terms are included, it may not become infinite, but move away from the region of the weak
coupling.
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boson mass MH and M stability
min for BSM physics. We will argue that if MH = M stability

min

then the electroweak symmetry breaking is likely to be determined by Planck physics
and that this would indicate an absence of new energy scales between the Fermi and
gravitational scales. We will also address here the significance of M stability

min for the SM
with gravity included. Of course, this can only be done under certain assumptions.
Specifically, we will discuss the non-minimal coupling of the Higgs field to the Ricci
scalar (relevant for Higgs-inflation [14, 18, 19]) and the asymptotic safety scenario for
the SM [20].

In Section 4 we present our conclusions. We will argue that if only the Higgs boson
with the mass around M stability

min and nothing else will be found at the LHC, the next step
in high energy physics should be the construction a new electron-positron (or muon)
collider—the Higgs and t-factory. It will not only be able to investigate in detail the
Higgs and top physics, but also elucidate the possible connection of the Fermi and Planck
scales.

Appendix A contains a full set of formulas required for the determination of the MS
coupling constants from the pole masses of the SM particles, including the corrections
of the orders of up to O(α3

s), O(α), and O(ααs). The computer code for the matching
is made publicly available at http://www.inr.ac.ru/~fedor/SM/.

2 The stability bound

The stability bound will be found in the “canonical” SM, without any new degrees of
freedom or any extra higher dimensional operators added, see Fig. 2.

2.1 The benchmark mass

It will be convenient for computations to introduce yet another parameter, “benchmark
mass”, which we will call Mmin (without any superscript). Suppose that all parameters
of the SM, except for the Higgs boson mass, are exactly known. Then Mmin, together
with the normalisation point µ0, are found from the solution of two equations:

λ(µ0) = 0, βλ(λ(µ0)) = 0, (1)

where βλ is the β-function governing the renormalisation group (RG) running of λ. Here
we define all the couplings of the SM in the MS renormalisation scheme which is used de-
facto in the most of the higher-loop computations. Clearly, if any other renormalization
scheme is used, the equations λ = βλ = 0 will give another benchmark mass, since the
definition of all the couplings are scheme dependent.

The procedure of computing Mmin is very clean and transparent. Take the standard
MS definition of all coupling constants of the SM, fix all of them at the Fermi scale
given the experimentally known parameters such as the mass of the top quark, QCD
coupling, etc., and consider the running Higgs self-coupling λ(µ) depending on the stan-
dard t’Hooft-Veltman parameter µ. Then, adjust Mmin in such a way that equations (1)
are satisfied at some µ0.
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Figure 1: Higgs self-coupling in the SM as a function of the energy scale. The top plot
depicts possible behaviors for the whole Higgs boson mass range—Landau pole, stable,
or unstable electroweak vacuum. The lower plots show detailed behavior for low Higgs
boson masses, with dashed (dotted) line corresponding to the experimental uncertainty
in the top mass Mt (strong coupling constant αs), and the shaded yellow (pink) regions
correspond to the total experimental error and theoretical uncertainty, with the latter
estimated as 1.2 GeV (2.5 GeV), see section 2 for detailed discussion.
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Figure 2: Schematic depiction of the SM effective potential V for the Higgs field for
MH > M stability

min (left) and MH < M stability
min (right).

For the stability bound one should find the effective potential V (φ) and solve the
equations

V (φSM) = V (φ1), V ′(φSM) = V ′(φ1) = 0, (2)

where φSM corresponds to the SM Higgs vacuum, and φ1 correspond to the extra vacuum
states at large values of the scalar field. Though the effective potential and the field φ
are both gauge and scheme dependent, the solution for the Higgs boson mass to these
equations is gauge and scheme invariant.

In fact, M stability
min is very close to Mmin. Numerically, the difference between them

is much smaller, than the current theoretical and experimental precisions for Mmin, see
below. The following well known argument explains why this is the case. The RG
improved effective potential for large φ can be written as [11, 12, 21]

V (φ) ∝ λ(φ)φ4
[
1 +O

( α
4π

log(Mi/Mj)
)]
, (3)

where α is here the common name for the SM coupling constants, and Mi are the
masses of different particles in the background of the Higgs field. If O(α) corrections
are neglected, the equations (2) coincide with (1), meaning that Mmin ' M stability

min . The
numerical evaluation for one loop effective potential gives ∆mstability ≡M stability

min −Mmin '
0.15 GeV, which can be neglected in view of uncertainties discussed below.

Note that in many papers the stability bound is shown as a function of the cutoff
scale Λ (the energy scale up to which the SM can be considered as a valid effective field
theory). It is required that V (φ) > V (φSM) for all φ < Λ. This can be reformulated
as λ(µ) > 0 for all µ < Λ with pretty good accuracy. Interestingly, if Λ = MP , this
bound is very close to the stability bound following from eq. (2), having nothing to do
with the Planck scale (see also below). Note also that the uncertainties in experimental
determinations of Mt and αs together with theoretical uncertainties, described in the
next section, lead to significant changes in the scale Λ. Fig. 1 illustrates that for Higgs
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boson masses 124 − 127 GeV this scale may vary from 108 GeV up to infinity within
currently available precisions.

2.2 Value of Mmin

The state of art computation of Mmin contained up to now the so called one-loop MS-pole
matching, relating the experimentally measured physical parameters to the parameters
of the SM in the MS subtraction scheme (to be more precise, the two-loop αs corrections
to the top pole mass–MS mass relation has been included [13]). Then the results of the
first step are plugged into two-loop RG equations and solved numerically.

Before discussing the upgrade of the one-loop-matching–two-loop-running procedure,
we will remind of the results already known and their uncertainties. We will make use
of our computations of Mmin presented in [14].2 A somewhat later paper [22] contains
exactly the same numbers for M stability

min (note, however, that the theoretical uncertainties
were not discussed in [22]). See also earlier computations in [7, 10–13, 23].

In [14] we found:

Mmin =

[
126.3 +

Mt − 171.2 GeV

2.1 GeV
× 4.1− αs − 0.1176

0.002
× 1.5

]
GeV, (4)

and estimated the theoretical uncertainties as summarized in Table 1 (see also [15]).
While repeating this analysis we found some numerical errors which are given at the
bottom section of this table (see a detailed discussion below). In total, they shift the
value given in eq. (4) up by 0.7 GeV. As for uncertainties, they were estimated as follows.
The one-loop matching formulas can be used directly at µ = mt, or at some other energy
scale, e.g. at µ = MZ , and then the coupling constants at mt can be derived with the
use of RG running. The difference in procedures gives an estimate of two-loop effects in
the matching procedure. This is presented by the first two lines in Table 1 (in fact, we
underestimated before the uncertainty from λmatching—previously we had here 1.2 GeV
and now 1.7 GeV). The next two lines are associated with 3 and 4-loop corrections to
the top Yukawa yt. The 3-loop corrections were computed in [24–26] and the four-loop
αs contribution to the top mass was guessed to be of the order δyt(mt)/yt(mt) ' 0.001
in [27]. The non-perturbative QCD effects in the top pole mass–MS mass matching
are expected to be at the same level [28–30]. For 3-loop running we put the typical
coefficients in front of the largest couplings αs and yt. If these uncertainties are not
correlated and can be summed up in squares, the theoretical uncertainty is 2.5 GeV. If
they are summed up linearly, then the theoretical error can be as large as ∼ 5 GeV.

Now, this computation can be considerably improved. First, in [16] the 3-loop cor-
rections to the running of all gauge couplings has been calculated. Second, in [17] the
leading contributions (containing the top Yukawa and αs) to the running of the top
quark Yukawa and the Higgs boson self coupling have been determined. This removes
the uncertainty related to 3-loop RG running. In addition, in the present paper, we

2The main interest in this paper was the lower bound on the Higgs boson mass in the Higgs-inflation,
see below. However, Mmin has been estimated as well as a by-product of the computation.
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Source of uncertainty Nature of estimate ∆theorMmin, GeV

2-loop matching λ Sensitivity to µ 1.7
2-loop matching yt Sensitivity to µ 0.6
3-loop αs to yt known 1.4
4-loop αs to yt educated guess [27] 0.4
confinement, yt educated guess ∼ ΛQCD 0.5
3-loop running MW →MP educated guess 0.8

total uncertainty sum of squares 2.5
total uncertainty linear sum 5.4

Corrections to [14] ∆Mmin, GeV

Typos in the code used in [14] error +0.2

Extra δQED
t in (A.5) of [13] error +0.4

“Exact” formula instead of
approximation (2.20) in [31] clarification +0.1

Total correction to (7.1) of [14] +0.7

Total shift to be applied to (7.1) of [14] for comparison +0.7

Table 1: Theoretical uncertainties and mistakes in the Mmin evaluation in [14].

determine the two-loop corrections of the order of O(ααs) to the matching of the pole
masses and the top quark Yukawa and Higgs boson self coupling constants. Also, the
known [24–26] three loop QCD correction to the top quark mass relation of the order
O(α3

s) can be included (previously it had been used for estimates of uncertainties). All
this considerably decreases the theoretical uncertainties in Mmin.

The individual contributions of the various new corrections on top of the previous
result are summarized in the Table 2. It is clearly seen that there are two new significant
contributions—one is the three-loop pure QCD correction to the top quark mass [24–26],
and another is the two loop correction O(ααs) to the Higgs boson mass, found in the
present paper. Together the new contributions sum to the overall shift of the previous
prediction [14] by −0.89 GeV, giving the result

Mmin =

[
128.95 +

Mt − 172.9 GeV

1.1 GeV
× 2.2− αs − 0.1184

0.0007
× 0.56

]
GeV. (5)

The new result (5) is less than 0.2 GeV away from the old one (4) if the same central
values for Mt and αs are inserted. This coincidence is the result of some magic. In the
old evaluation several mistakes were present, summarized in Table 1. The largest one
was the double counting of δQED

t in (A.5) of [13], as compared to the original result [31].
Also, there were minor typos in the computer code for the matching of the Higgs coupling
constant, and finally there was a small correction coming from the use of an approximate

7

281



Contribution ∆Mmin, GeV

Three loop beta functions -0.23
δyt ∝ O(α3

s) -1.15
δyt ∝ O(ααs) -0.13
δλ ∝ O(ααs) 0.62

Table 2: Contributions to the value of the Mmin.

rather than exact one loop formula for O(α) corrections from [31]. These corrections
add 0.7 GeV to the original number in [14]. By chance this almost exactly canceled the
−0.89 GeV contribution from the higher loops, Table 2, nearly leading to a coincidence
of (5) and (4).

Table 3 summarizes the uncertainties in the new computation. It contains fewer
lines. Now we can ignore safely the error from higher order (4-loop) RG corrections for
the running up to the Planck scale. The first two lines were derived in the same manner
as previously. For the Higgs boson self-coupling we can use the matching formulas
(A.42) to get the value of λ(µ) at scale µ = Mt directly, or to get the value λ(MZ) and
then evolve the constants to the scale µ = Mt with the RG equations. The obtained
difference δλ(Mt)/λ(Mt) ' 0.016 corresponds to the error δm ∼ 1.0 GeV. A similar
procedure of comparing evolution between Mt and MZ using RG equations and direct
matching formulas to the order O(α3

s, α, ααs) leads for the chang in the top quark Yukawa
δyt/yt ∼ 0.0005, leading to δM ∼ 0.2 GeV. Note, however, that strictly speaking
this test verifies the error of the µ dependent terms in the matching formulas, while
the constant ones may lead to larger contributions. We also do not estimate now the
contributions of the order O(α2), where formal order in α may correspond to y4

t . Thus,
this estimate should be better considered as a lower estimate of the error. The 4-loop
matching and confinement contributions are the same as before.

As an indication of the dependence on the matching point we present Fig. 3, where
the reference Higgs boson mass Mmin was obtained using the matching formulas at scale
µ0 varying between the Z-boson and top quark masses. One can see that the overall
change of the Higgs boson mass is about GeV.

If we assume that these uncertainties are not correlated and symmetric we get a the-
oretical error in the determination of the critical Higgs boson mass δmtheor ' 1.2 GeV.
If they are summed up linearly, we get an error of 2.4 GeV. The precision of the theoret-
ical value of Mmin can be further increased by computing the O(α2) two-loop corrections
to the matching procedure. Numerically, the most important terms are those when α
corresponds to y2

t and λ.
The result (5) is visualized by Fig. 4. The experimentally allowed regions for the top

mass Mt and strong coupling αs are adopted PDG 2010 edition [32].3 On top of these

3Note however, that the current experimental error estimate is based on averaging over different
experimental approaches. In some methods quite a different central values are obtained. See e.g.
[33–35] about αs determination and [36–38] about Mt.
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Source of uncertainty Nature of estimate ∆theorMmin, GeV

3-loop matching λ Sensitivity to µ 1.0
3-loop matching yt Sensitivity to µ 0.2
4-loop αs to yt educated guess [27] 0.4
confinement, yt educated guess ∼ ΛQCD 0.5
4-loop running MW →MP educated guess < 0.2

total uncertainty sum of squares 1.2
total uncertainty linear sum 2.3

Table 3: Theoretical uncertainties in the present Mmin evaluation.
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Figure 3: The dependence of the reference Higgs boson mass Mmin on the matching
scale µ0 (the MS constants are obtained by matching formulas at scale µ0 and then used
for the solution of the equations (1)). The solid line corresponds to the full matching
formulas λ ∼ O(α, ααs), yt ∼ O(α3

s, α, ααs); the dashed and dotted lines correspond to
using matching formulas of lower order. Here Mt = 172.9 GeV and αs = 0.1184.
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Figure 4: The values of the strong coupling constant αs and top mass Mt corresponding
to several minimal Higgs boson mass Mmin. The 68% and 95% experimentally allowed
regions for αs and Mt are given by shaded areas. The dashed (dotted) lines correspond
to 1.2 GeV (2.45 GeV) uncertainty in the Mmin theoretical determination.
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allowed regions the bands corresponding to the reference values of the Higgs boson mass
Mmin being equal to 124, 125, 126, 127 GeV are shown, with the dashed and dotted lines
corresponding to quadratically or linearly added estimates of theoretical uncertainties.

One can see that the accuracy of theoretical computations and of the experimental
measurements of the top and the Higgs boson masses does not allow yet to conclude
with confidence whether the discovery of the Higgs boson with the mass 124− 127 GeV
would indicate stability or metastability of the SM vacuum. All these reference values
of Higgs masses are compatible within 2σ with current observations.

3 Mmin and BSM physics

Our definition of the “benchmark” Higgs boson mass consists of the solution of the two
equations (1) and gives, in addition to Mmin, the value of the scale µ0 at which the
scalar self-coupling and its β-function vanish simultaneously. The central value for µ0 is
2.9 × 1018 GeV and is quite stable if mt and αs are varied in their confidence intervals
(see Fig. 5). One can see that there is a remarkable coincidence between µ0 and the
(reduced) Planck scale MP = 2.44 × 1018 GeV. The physics input in the computation
of µ0 includes the parameters of the SM only, while the result gives the gravity scale.
A possible explanation may be related to the asymptotic safety of the SM, see [20] and
below.4 It remains to be seen if this is just the random play of the numbers or a profound
indication that the electroweak symmetry breaking is related to Planck physics. If real,
this coincidence indicates that there should be no new energy scales between the Planck
and Fermi scales, as they would remove this coincidence unless some conspiracy is taking
place.

We will discuss below two possible minimal embeddings of the SM to the theory of
gravity and discuss the significance of Mmin in them.

3.1 Asymptotic safety

The asymptotic safety of the SM [20], associated with the asymptotic safety of gravity
[41], is strongly related to the value of the Higgs boson mass. Though General Rel-
ativity is non-renormalizable by perturbative methods, it may exist as a field theory
non-perturbatively, exhibiting a non-trivial ultraviolet fixed point (for a review see [42]).
If true, all other coupling of the SM (including the Higgs self-interaction) should exhibit
an asymptotically safe behaviors with the gravity contribution to the renormalisation
group running included.

The prediction of the Higgs boson mass from the requirement of asymptotic safety of
the SM is found as follows [20]. Consider the SM running of the coupling constants and
add to the β-functions extra terms coming from gravity, deriving their structure from

4Yet another one is the “multiple point principle” of [39, 40], requiring the degeneracy between the
SM vacuum and an extra one appearing at the Planck scale.
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adding the αs experimental error and the theoretical uncertainty in the matching of the
top Yukawa yt and top pole mass.

dimensional analysis:

βgrav
h =

ah
8π

µ2

M2
P (µ)

h, (6)

where a1, a2, a3, ay, and aλ are some constants (anomalous dimensions) corresponding
to the gauge couplings of the SM g, g′, gs, the top Yukawa coupling yt, and the Higgs
self-coupling λ. In addition,

M2
P (µ) 'M2

P + 2ξ0µ
2 (7)

is the running Planck mass with ξ0 ≈ 0.024 following from numerical solutions of func-
tional RG equations [43–45]. Now, require that the solution for all coupling constants
is finite for all µ and that λ is always positive. The SM can only be asymptotically safe
if a1, a2, a3, ay are all negative, leading to asymptotically safe behavior of the gauge
and Yukawa couplings. For aλ < 0 we are getting the interval of admissible Higgs boson
masses, M safety

min < MH < M safety
max . However, if aλ > 0, as follows from computations

of [44, 45], only one value of the Higgs boson mass MH = M safety
min leads to asymptoti-

cally safe behavior of λ. As is explained in [20], this behavior is only possible provided
λ(MP ) ≈ 0 and βλ(λ(MP )) ≈ 0. And, due to miraculous coincidence of µ0 and MP ,
the difference ∆msafety ≡ M safety

min −Mmin is extremely small, of the order 0.1 GeV. The
evolution of the Higgs self-coupling for the case of ah < 0 is shown in Fig. 6, and for the
case ah > 0 in Fig. 7.

In fact, in the discussion of the asymptotic safety of the SM one can consider a more
general situation, replacing the Planck mass in eq. (7) by some cutoff scale Λ = κMP .
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Fermi Planck Fermi Planck

λ λ

µ µ

Figure 6: Schematic depiction of the behavior of the scalar self-coupling if ah < 0 for
M safety

min < MH < M safety
max (left) and MH < M safety

min (right). In both cases gravity leads to
asymptotically free behavior of the scalar self-coupling. Negative λ lead to instability
and thus excluded.

Indeed, if the Higgs field has non-minimal coupling with gravity (see below), the behavior
of the SM coupling may start to change at energies smaller than MP by a factor 1/ξ,
leading to an expectation for the range of κ as 1/ξ . κ . 1. Still, the difference between
Mmin and M safety

min remains small even for κ ∼ 10−4, where M safety
min ' 128.4 GeV, making

the prediction MH ' Mmin sufficiently stable against specific details of Planck physics
within the asymptotic safety scenario.

3.2 Mmin and cosmology

It is important to note that if the mass of the Higgs boson is smaller than the stability
bound Mmin, this does not invalidate the SM. Indeed, if the life-time of the metastable
SM vacuum exceeds the age of the Universe (this is the case when MH > Mmeta, with
Mmeta ' 111 GeV [13]) then finding a Higgs boson in the mass interval Mmeta < MH <
Mmin would simply mean that we live in the metastable state with a very long lifetime.
Of course, if the Higgs boson were discovered with a mass below Mmeta, this would prove
that there must be new physics between the Fermi and Planck scales, stabilizing the
SM vacuum state. However, the latest LEP results, confirmed recently by LHC, tell us
that in fact MH > Mmeta, and, therefore, that the presence of a new energy scale is not
required, if only the metastability argument is used.

The bound MH > Mmeta can be strengthened if thermal cosmological evolution is
considered [13]. After inflation the universe should find itself in the vicinity of the
SM vacuum and stay there till present. As the probability of the vacuum decay is
temperature dependent, the improved Higgs boson mass bound is controlled by the
reheating temperature after inflation (or maximal temperature of the Big Bang). The
latter is model dependent, leading to the impossibility to get a robust bound much better
than Mmeta. For example, in R2 inflation [46, 47] the reheating temperature is rather
low, T ∼ 109 GeV [47], leading to the lower bound 116 GeV [48] on the Higgs boson
mass, which exceeds Mmeta only by 4 GeV.

However, if no new degrees of freedom besides those already present in the SM are
introduced and the Higgs boson plays the role of inflaton, the bound MH & Mmin
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Figure 8: Schematic depiction of the effective potential V for the Higgs field in the Higgs-
inflationary theory in the Einstein frame for MH > minflation

min (left) and MH < minflation
min

(right).

reappears, as is discussed below.

3.3 Higgs inflation

The inclusion of a non-minimal interaction of the Higgs field with gravity, given by
the Lagrangian ξ|φ|2R, where R is the Ricci scalar, changes drastically the behavior
of the Higgs potential in the region of large Higgs fields φ > Minflation ' MP/

√
ξ [18].

Basically, the potential becomes flat at φ > Minflation, keeping the value it acquired at
φ 'MP/

√
ξ. This feature leads to a possibility of Higgs-inflation: if the parameter ξ is

sufficiently large, 700 < ξ < 105, [14] the Higgs boson of the SM can make the Universe
flat, homogeneous and isotropic, and can produce the necessary spectrum of primordial
fluctuations. The possibility of the Higgs inflation is also strongly related to the value
of the Higgs boson mass: the successful inflation can only occur if M inflation

min < MH <
M inflation

max . The upper limit M inflation
max comes from the requirement of the validity of the SM

up to the inflation scale Minflation. Near M inflation
min the behavior of the effective potential

in the Einstein frame changes as shown in Fig. 8: if MH < M inflation
min the “bump” in the

Higgs potential prevents the system to go to the SM vacuum state. As in the previous
case, these bounds can be formulated with the use of the Higgs self-coupling λ. Basically,
it must be perturbative and positive for all energy scales below Minflation. Though any
Higgs boson mass in the interval M inflation

min < MH < M inflation
max can lead to successful

inflation, the value M inflation
min is somewhat special. For the lower part of the admitted

interval the value of the non-minimal coupling ξ reaches its minimal value ξ ' 700,
extending the region of applicability of perturbation theory [14, 49, 50].

The computation of the lower bound on the Higgs boson mass from inflation is
more complicated. It is described in detail in [14, 19]. Basically, one has to compute
the Higgs potential in the chiral electroweak theory associated with large values of the
Higgs field and find when the slow-roll inflation in this potential can give the large-scale
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perturbations observed by the COBE satellite. The outcome of these computations,
however, can be formulated in quite simple terms: for inflationary bound find M inflation

min

from the condition λ(µ) > 0 for all µ < Minflation [14]. A priori, the inflationary bound
could have been very different from Mmin and thus from M stability

min . Indeed, both Mmin

and M stability
min know nothing about the Planck scale and are defined entirely within the

SM, whereas the inflationary bound does use MP . However, the remarkable numerical
coincidence, between µ0 and MP , makes Mmin and M inflation

min practically the same. The
coupling constant λ evolves very slowly near the Planck scale, so that the regions for the
Higgs boson mass following from the conditions λ(µ) > 0 for µ < MP and µ < Minflation

are almost identical. This leads to the result that ∆minflation ≡ M inflation
min − Mmin '

−0.1− 0.2 GeV. This number is derived within the SM without addition of any higher
dimensional operators.

As is explained in [49], adding to the SM higher-dimensional operators with a Higgs-
field dependent cutoff modifies the lower bound on the Higgs boson mass in Higgs infla-
tion. If these operators are coming with “natural” power counting coefficients (for exact
definition see [49]) the sensitivity of the Higgs boson mass bound to unknown details
of ultraviolet physics is rather small ∆M inflation

min ' 0.6 GeV [49]. At the same time, it is
certainly not excluded that the change of M inflation

min can be larger.

4 Conclusions

If the SM Higgs boson will be discovered at LHC in the remaining mass interval 115.5 <
MH < 127 GeV not excluded at 95% [8, 9], there is no necessity for a new energy scale
between the Fermi and Planck scales. The EW theory remains in a weakly coupled
region all the way up to MP , whereas the SM vacuum state lives longer than the age of
the Universe. If the SM Higgs boson mass will be found to coincide with Mmin given
by (5), this would put a strong argument in favor of the absence of such a scale and
indicate that the electroweak symmetry breaking may be associated with the physics at
the Planck scale.

The experimental precision in the Higgs boson mass measurements at the LHC can
eventually reach 200 MeV and thus be much smaller than the present theoretical (∼
1 − 2 GeV) and experimental (∼ 5 GeV, 2σ) uncertainties in determination of Mmin.
The largest uncertainty comes from the measurement of the mass of the top quark. It
does not look likely that the LHC will substantially reduce the error in the top quark
mass determination. Therefore, to clarify the relation between the Fermi and Planck
scales a construction of an electron-positron or muon collider with a center-of-mass
energy of ∼ 200 + 200 GeV (Higgs and t-quark factory) would be needed. This would be
decisive for setting up the question about the necessity for a new energy scale besides the
two ones already known—the Fermi and the Planck scales. In addition, this will allow
to study in detail the properties of the two heaviest particles of the Standard Model,
potentially most sensitive to any types on new physics.

Surely, even if the SM is a valid effective field theory all the way up the the Planck
scale, it cannot be complete as it contradicts to a number of observations. We would like
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to use this opportunity to underline once more that the confirmed observational signals
in favor of physics beyond the Standard Model which were not discussed in this paper
(neutrino masses and oscillations, dark matter and baryon asymmetry of the Universe)
can be associated with new physics below the electroweak scale, for reviews see [51, 52]
and references therein.5 The minimal model—νMSM, contains, in addition to the SM
particles, three relatively light singlet Majorana fermions. These fermions could be
responsible for neutrino masses, dark matter and baryon asymmetry of the Universe.
The νMSM predicts that the LHC will continue to confirm the Standard Model and see
no deviations from it. At the same time, new experiments at the high-intensity frontier,
discussed in [55], may be needed to uncover the new physics below the Fermi scale.
In addition, new observations in astrophysics, discussed in [52], may shed light to the
nature of Dark Matter. As the running of couplings in the νMSM coincides with that
in the SM, all results of the present paper are equally applicable to the νMSM.
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A O(ααs) electroweak corrections to the top Yukawa

and Higgs self couplings in Standard Model

The evaluation of radiative corrections to the relations between MS parameters (coupling
constants) and masses of particles includes two steps: evaluation of radiative corrections
between the Fermi constant GF and its MS counterpart [57] (see [58–60] for recent
reviews) and the evaluation of the radiative corrections between MS and pole masses.

The one-loop electroweak corrections O(α) to the relation between the self-coupling
λ(µ2) and the pole mass of the Higgs boson was obtained in [61] and to the relation
between the Yukawa coupling yt and the pole mass of top quark was found in [31].
The corresponding ingredients for the 2-loop mixed electroweak-QCD corrections were
evaluated in [56, 62–66], but has never been assembled. We performed independent
(re)calculations of all O(α) and O(ααs) contributions. In the following we will denote
the on-shell masses by capital M and the MS masses by lowercase m.

A.1 O(ααs) corrections to the relation between on-shell and MS
Fermi constant

The relation between the Fermi coupling constant and the bare parameters is as follows
[57]:

GF√
2

=
g2

0

8m2
W,0

{1 + ∆R0} , (A.8)

where ∆R0 includes unrenormalized electroweak corrections and g0,m
2
W,o are the SU(2)

coupling constant and the bare W boson mass (see for details [58–60]). After performing
MS renormalization this relation has the following form:

GF√
2

=
GF (µ2)√

2
(1 + ∆GF ,α + ∆GF ,ααs + · · · ). (A.9)

where on the r.h.s. all masses and coupling constants are taken in the MS renormalization
scheme. The one-loop coefficient, ∆GF ,α, is known from [57] and for Nc = 3, CF = 4/3
and mb = 0 has the following form:

∆GF ,α =
g2

16π2

{
m4
t

m2
Wm

2
H

(
6− 6 ln

m2
t

µ2

)
+

m2
t

m2
W

(
−3

4
+

3

2
ln
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+
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+
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+
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H
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H −m2
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+
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Z
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(
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8
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ln
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− 5 ln
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− 3

4
ln
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− 3
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H
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W sin2 θW

ln

(
m2
W

m2
Z

)
+

5

4
+

7

2 sin2 θW
ln

(
m2
W

m2
Z

)}
, (A.10)
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Here, sin2 θW is defined in the MS scheme as

sin2 θW ≡ sin2 θMS
W (µ2) =

g′2(µ2)

g2(µ2) + g′2(µ2)
= 1− m2

W (µ2)

m2
Z(µ2)

, (A.11)

where g′(µ2) and g(µ2) are the U(1) and SU(2) MS gauge coupling constants, respec-
tively. The matching conditions between the MS parameter, defined by Eq. (A.11), and
its on-shell version, [57], follows from identification

sin2 θOSW = 1− M2
W

M2
Z

, (A.12)

where MZ and MW are the pole masses of the gauge bosons (see detailed discussion
in [67–69]). The evaluation of the mixed QCD-EW coefficient, ∆GF ,ααs , is reduced to
the evaluation of the O(ααs) corrections to the W boson self-energy at zero momenta
transfer and may be written in the following way [70–74]:

∆GF ,ααs ≡ 2g2
RZg,ααs −

[
ZW,ααs − Zm2

t ,αs
m2
t

∂

∂m2
t

ΠWW,α(0)

m2
W (µ2)

− ΠWW,ααs(0)

m2
W (µ2)

]
(A.13)

= CfNc
g2g2

s

(16π2)2

m2
t

m2
W

[
20
m2
t

m2
H

− 13

8
+ ζ2

+

(
1−20

m2
t

m2
H

)
ln

(
m2
t

µ2

)
−
(

3

2
−12

m2
t

m2
H

)
ln2

(
m2
t

µ2

)]
,

where for Zg,ααs , Zg,ααs and ZW,ααs we used the results6 of [69] and nF is the number of
fermion families (nF is equal to 3 in the SM).

Using the fact, that GF is RG invariant, i.e. µ2 d
dµ2
GF = 0, the µ-dependent terms in

Eq. (A.13) can be evaluated explicitly from the one-loop correction and explicit knowl-
edge of anomalous dimension γGF

. As was shown in [67–69, 75, 76], the anomalous
dimension γGF

can be extracted (i) via the beta-function βλ of the scalar self-coupling
and the anomalous dimension of the mass parameter m2 (in unbroken phase) or (ii) via
the β-function of the SU(2) gauge coupling g and the anomalous dimension of the W

6There are typos in Eq. (4.41) of [69]: in all MS renormalization constants, Zαs

W and Zαs

Z , “m2
t/m

2
W ”

should be replaced by “m2
t/m

2
H”
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W
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,
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boson (in broken phase):

γGF
≡ µ2 ∂

∂µ2
lnGF (µ2) =

βλ
λ
− γm2 = 2

βg
g
− γW . (A.14)

Eq. (A.9) can be written as

GF

GF (µ2)
= 1− g2

16π2

[
γGF ,αL−∆X

(1)
GF ,α

]

+
g2g2

s

(16π)2

[
∆X

(2)
GF ,ααs

+C
(2,2)
GF ,ααs

L2−C(2,1)
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L
]
, (A.15)

where L = ln µ2

m2
t

and the coefficients C
(2,2)
GF ,ααs

and C
(2,1)
GF ,ααs

are defined via the RG equa-

tions:

2C
(2,2)
GF ,ααs
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∂m2
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− 12
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, (A.16)

C
(2,1)
GF ,ααs

= γGF ,ααs + Zm2
t ,αs

m2
t

∂

∂m2
t

∆X
(1)
GF ,α

+ Zm2
t ,αs

γGF ,α, (A.17)

with

γGF ,ααs =

[
2
βg,ααs

g
− 2ZW,ααs

]
=

1

2
NcCf

[
5
m2
t

m2
W

− 16
m4
t

m2
Wm

2
H

]
. (A.18)

Collecting all terms in Eq. (A.17) we get

C
(2,1)
GF ,ααs

∣∣∣
Nc=3,Cf=

4
3

= 4
m2
t

m2
W

− 80
m4
t

m2
Wm

2
H

. (A.19)

At the end of this section we again point out that the anomalous dimension of
the vacuum expectation value v2(µ2) = 1/(

√
2GF (µ2)) within the diagram technique is

defined by Eq. (A.14) and it is not equal to the anomalous dimension of the scalar field as
in the effective potential approach [77]. Another important property of Eq. (A.14) is the
appearance of an inverse power of the coupling constant λ due to the explicit inclusion
of the tadpole contribution. As consequence, the limit of zero Higgs mass, m2

H = 0,
does not exist within the perturbative approach. The importance of the inclusion of the
tadpole contribution to restore gauge invariance of on-shell counterterms was recognized
a long time ago [78] and was explicitly included in the one-loop electroweak corrections
to the matching conditions [31, 61]. The RG equations for the mass parameters were
discussed in [67–69, 75, 76].
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A.2 O(ααs) corrections to the relation between the MS and
pole masses of the top quark

The detailed discussion and explicit evaluation7 have been presented in [66]. For our
analysis is enough to write the following symbolic relation between the MS and pole
masses of the top quark:

mt(µ
2)

Mt

= 1 + σα + σαs + σα2
s

+ σα3
s

+ σααs + · · · , (A.20)

where σα and σααs are defined by Eq.(5.54) or Eq.(5.57) of [66].
The pure QCD corrections can be found in [24–26] (only the value of σαs(Mt) is given

there, but the expression for other µ values can be readily reconstructed from the beta
functions).

A.3 O(ααs) corrections to the relation between the MS and
pole masses of the Higgs boson

At the two-loop level the relation between the pole and MS masses is defined as follows:

sP = m2
0−Π

(1)
0 −Π
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0 −Π
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0
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a Π(1)
a
′}
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, (A.21)

where the sum runs over all species of particles, gj = α, gs, (δgj,0)(1) and (δm2
j,0)(1) are

the one-loop counterterms for the charges and physical masses in the MS scheme and
after differentiation we put all parameters equal to their on-shell values. The derivatives
in Eq. (A.21) correspond to the subtraction of sub-divergences. The genuine two-loop
mass counterterm comes from the shift of the m2

0 term. The relation between the bare
and MS masses of the Higgs boson has the form

(
mB
H

)2
=
(
mR
H(µ2)

)2

[
1+

g2

16π2ε
ZH,α

+
g4

(16π2)2

(
1

ε
Z

(2,1)

H,α2 +
1

ε2
Z

(2,2)

H,α2

)
+

g2
sg

2

(16π2)2

(
1

ε
Z

(2,1)
H,ααs

+
1

ε2
Z

(2,2)
H,ααs

)]
, (A.22)

where g is the SU(2) MS renormalized coupling constant.

7There is typo in Eq. (4.46) of [66]: the common factor Cf was lost. The correct result is

=
αs
4π

e2

16π2 sin2 θW
Cf

(
1

Cf
C(2,2)
ααs

ln2 m
2
t

µ2
+

1
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ln
m2
t

µ2
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)
.

However, all plots, the Eq. (5.57) and the Maple program [79] are correct.
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The exact analytical result for the O(ααs) two-loop quark contribution to the Higgs-
boson self-energy was calculated in [65, 72, 72]. The bare two loop mixed QCD-EW
contribution (with explicit inclusion of the tadpole) for the quark with mass mq reads:

Π
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, (A.23)

where the last terms come from the tadpole, n is the dimension of space-time [80] and
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In accordance with Eq. (A.21), the coefficient ∆m2
H ,αsα,q of order O(ααs) relating the

pole and MS masses of the Higgs boson, sp −m2
H , can be written as
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(A.26)

As result of our calculation we find:
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The contributions of other quarks with non-zero mass are additive. Exploring the ε
expansion for the master integral J0qq from [81], we have for t-quark contribution (q = t):
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where
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and we have introduced the two functions F (y) and G(y) (see also [64, 65]) defined as8

F (y) = 3 [Li3 (y)+2Li3 (−y)]− 2 ln y [Li2 (y)+2Li2 (−y)]

−1

2
ln2 y [ln(1− y)+2 ln(1 + y)] ,

G(y) = [Li2 (y)+2Li2 (−y)] + ln y [ln(1− y)+2 ln(1 + y)] , (A.31)

and
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)
= 2 ln(1− y)− ln y + iπ. (A.32)

In Eq. (A.28) we explicitly factorized the RG logarithms, C
(2,2)
H,ααs

and C
(2,1)
H,ααs

, which may
be calculated also from the one-loop result and the mass anomalous dimensions (see
[75, 76] for the general case). From the parametrization
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+C
(2,2)
H,ααs

L2−C(2,1)
H,ααs

L
]

= m2
H + ∆m2

H ,α
+ ∆m2

H ,ααs
, (A.33)

8We cross checked, that Eq. (A.28) minus tadpole contribution coincides with results of Ref. [64, 72–
74] after the following substitutions:

r =
z

4
, 1− r =

(1 + y)2

4y
, r+ = 1/

√
y, r− =

√
y,

f = −1

2
ln y, g = ln(1− y)− 1/2 ln y, h = ln(1 + y)− 1/2 ln y. (A.30)
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where L = ln µ2

m2
t
, and using the fact that pole mass is RG invariant, we have:

C
(1)
H,α = m2

HZH,α, γm2
t ,αs

= Zm2
t ,αs

= −6Cf , (A.34)

2C
(2,2)
H,ααs

= Zm2
t ,αs

m2
t

∂

∂m2
t

m2
HZH,α = −3m2

HCfNc
m2
t

m2
W

, (A.35)

C
(2,1)
H,ααs

= m2
HγH,ααs + Zm2

t ,αs
C

(1)
H,α + Zm2

t ,αs
m2
t

∂

∂m2
t

∆X
(1)
H,α, (A.36)

where

ZH,α = −3

2
− 3

4

m2
Z

m2
W

+
3

4

m2
H

m2
W

+
∑

lepton

1

2

m2
l

m2
W

+Nc

∑

u

1

2

m2
u

m2
W

+Nc

∑

d

1

2

m2
d

m2
W

. (A.37)

In terms of the variable y, defined by Eq. (A.29), the final result reads:

C
(2,1)
H,ααs

= −CfNc
m4
t

m2
W

[
3

(1 + y)(1 + 8y + y2)

y(1− y)
ln y +

(17 + 38y + 17y2)

2y

]
. (A.38)

A.4 O(ααs) corrections to the top Yukawa and Higgs self cou-
plings

The relation between the top Yukawa (Higgs) coupling and the Fermi constant GF is
obtained from Eqs. (A.9), (A.20) and (A.33) as:

y2
t (µ

2)

2
√

2GFM2
t

=
m2
t (µ

2)

M2
t

GF (µ2)

GF

, (A.39)

λ(µ2)√
2GFM2

H

=
m2
H(µ2)

M2
H

GF (µ2)

GF

, (A.40)

and the relation between the Higgs coupling constant λ ≡ hSirlin used in [61] and the
parametrization of [66–69] follows from the comparison of the RG functions: hSirlin =
λJegerlehner(µ

2)/6.
The O(ααs) result for the top-Yukawa coupling reads (see Eq. (21) in [56] and [82])
√

y2
t (µ

2)

2
√

2GFM2
t

− 1 = (1 + σα + σαs + σααs)

×
(

1−∆GF ,α −∆GF ,ααs −
∑

f

[
m2
f−M2

f

]
αs

∂

∂m2
f

∆GF ,α

) 1
2

∣∣∣∣∣∣
m2

j=M2
J .e

2=e2OS

− 1

=

(
σα−

1

2
∆GF ,α+σαs

)∣∣∣∣
m2

j=M2
J .e

2=e2OS

(A.41)

+

(
σααs −

1

2
∆GF ,ααs −

1

2
σαs∆GF ,α −

1

2

∑

f

[
m2
f−M2

f

]
αs

∂

∂m2
f

∆GF ,α(m2
t )

)∣∣∣∣∣
m2

j=M2
J .e

2=e2OS
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where σX are defined in Eq. (A.20). The O(ααs) result for the Higgs coupling is

λ(µ2)√
2GFM2

H

− 1 = +

(
−∆GF ,α −

∆m2
H ,α

M2
H

)∣∣∣∣
m2

j=M2
J .e

2=e2OS

(A.42)

+

(
−∆GF ,ααs −

∆m2
H ,ααs

M2
H

−
[
m2
t−M2

t

]
αs

∂

∂m2
t

[
∆GF ,α +

∆m2
H ,α

M2
H

])∣∣∣∣
m2

j=M2
J .e

2=e2OS

,

where [
m2
t−M2

t

]
αs

= −2M2
t Cf

g2
s

16π2

(
4− 3 ln

M2
t

µ2

)
,

and the sum runs over all quarks.
For completeness, we present also the explicit expressions for the derivatives (for

Nc = 3, CF = 4/3 and mb = 0):

m2
t

∂

∂m2
t

∆m2
H ,α

=
g2

16π2

3m4
t

m2
Hm

2
W

[
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+
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ln y+

1

2

m2
H

m2
t

ln

(
m2
t

µ2

)]
,

(A.43)

m2
t

∂

∂m2
t

∆GF ,α =
g2

16π2

{
m4
t

m2
Wm

2
H

(
6− 12 ln

m2
t

µ2

)
+

m2
t

m2
W

(
3

4
+

3

2
ln
m2
t

µ2

)}
. (A.44)

Terms of the order O(α), O(αs) in Eq. (A.41) and Eq. (A.42) correspond to [31] and [61],
respectively. Terms of the order O(ααs) in Eq. (A.41) and Eq. (A.42) are the mixed
electroweak-QCD corrections and ∆GF ,ααs , σααs , ∆m2

H ,ααs
are defined by Eq. (A.13),

Eq. (A.28), and Eq.(5.54) or Eq.(5.57) of [66].
For completeness we present also the the coefficient ∆m2

H ,α
. We divide all correc-

tions into bosonic (diagrams without any fermions) and fermionic (diagrams exhibiting

a fermion loop) ones: ∆m2
H ,α

= g2

16π2m
2
H

(
∆
m2

H ,α,boson + ∆
m2

H ,α,fermion

)
. Using the

notations of [67–69] we may write the one-loop corrections in the following form9
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+
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2
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Z ,mZ ;m2
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)
, (A.45)

9For simplicity we assume a diagonal Cabibbo-Kobayashi-Maskawa matrix.
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∆
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(A.46)

where (see Eq. (E.6) in [81])

B(m2,m2;m2
H) =

1∫

0

dx ln

(
m2

µ2
x+

m2

µ2
(1− x)− m2

H

µ2
x(1− x)− i0

)

= ln
m2

µ2
− 2− 1 + Y

1− Y lnY, (A.47)

with

Y =
1−√ r

r−4

1 +
√

r
r−4

, r =
m2
H

m2
.

All results are collected in the Maple code of Ref. [79].

B Beta functions

Two loop SM beta functions above the top mass are collected in [13] (see [83–92] for
original works). The three loop beta functions can be read off [16, 17].

Below the top mass the one loop beta functions for the gauge couplings were used
to evolve the PDG values from MZ to Mt. For example, for the α(µ)

α(µ) =
α(MZ)

1 + 11
6π
α(MZ) log( µ

mZ
)
. (B.48)

The higher loop corrections are not important numerically for the electroweak constants
for the small energy range between MZ and Mt.

For the strong coupling αs ≡ g2
S/(4π) the RG equation up to order O(αs

3) is used

dαs
d log µ

= −(11− 2

3
Nf )

αs
2

2π
− (51− 19

3
Nf )

αs
3

4π2
− (2857− 5033

9
Nf +

325

27
N2
f )
αs

4

64π3
,

(B.49)

and Nf = 5 is the number of flavors below the top quark. Strictly speaking, the value
of αs(Mt) obtained from this equation should be also shifted to the 6-quark value by

αS,Nf=6(Mt) = αS,Nf=5(Mt)−
11

72π2
α3
S,Nf=5(Mt), (B.50)

but this introduces a negligible effect (< 0.1 GeV) for the Higgs mass.
In all the formulas of the Appendix A we use the values of α and αs at the matching

scale µ.
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Figure 9: Contributions to the top Yukawa constant from QCD up to 2 loops, up to 3
loops, QCD and 1 loop EW corrections O(α), and QCD with O(α)+O(ααs) corrections.
One parameter is vrying, the two others are chosen from Mt = 172.9 GeV, αs = 0.1184,
Mh = 125 GeV.
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Figure 10: Contributions to the Higgs self coupling constant of the order O(α) and
O(α) + O(ααs). One parameter is vrying, the two others are chosen from Mt =
172.9 GeV, αs = 0.1184, Mh = 125 GeV.
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Figure 11: Top Yukawa (left) and Higgs coupling (right) at scale Mt. The constants are
extracted by using matching formulas at scale µ and then evolving to the scale Mt by RG
equations. Blue solid line corresponds to using full O(α, ααs, αs

3) matching formulas,
dashed line is matching with O(α, αs

3), dotted is matching with O(α, αs
2).
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Interpretations of searches for the Higgs boson are governed by model-dependent combinations of Higgs
production cross sections and Higgs branching ratios. Mixing of the Higgs doublet with a hidden sector
captures modifications from the Standard Model Higgs phenomenology in the standard search channels
in a representative way, in particular because invisible Higgs decay modes open up. As a consequence,
LHC exclusion bounds, which disfavor a heavy Standard Model Higgs can be consistently understood
in terms of a standard-hidden mixed Higgs system. Shedding light on the possible existence of such
an admixture with a hidden sector and quantifying the resemblance of an eventually discovered scalar
resonance with the Standard Model Higgs crucially depends on measurement of invisible decays. This
task will already be tackled at LHC, but eventually requires the clean environment of a future linear
collider to be ultimately completed.

1 Introduction

Recent measurements at the CERN Large Hadron Collider [1–4] constrain a SM-like Higgs to be lighter than
mH . 130 GeV at 95% confidence level. Moreover, both ATLAS and CMS have observed an excess for
Higgs masses around 125 GeV, consistent with each other. These tantalizing hints for a light Higgs boson
in the multilepton H → 4` and, more importantly, in the H → γγ channels are in excellent agreement with
theoretical expectations, which have been coined by electroweak precision measurements performed during
the LEP era [5].

The accumulated statistics of approximately 5 fb−1 per experiment, however, is yet too small to draw
a conclusive picture about mechanism of electroweak symmetry breaking. Since the assumption of SM-like
production and decay explicitly enter the hypothesis tests that lead to the formulation of the LHC exclusion
limits, the quantitative resemblance of the observed phenomenology with the SM is, in fact, not entirely
transparent. Instead of mere numerical agreement of data with the SM Higgs hypothesis, we can understand
the exclusion limits as a measure of how much a more general theory is bound to coincide with the SM in
the light of current experimental observations. This exercise naturally yields model-dependent statements,
but there is only a limited number of phenomenological patterns of how the Higgs can evade detection [6].
The extension of the Higgs sector by including invisible decay modes and constrain them by measurements
is crucial for the re-interpretation of the exclusion bounds is this context. A substantial non-zero branching
ratio would signalize a non-standard Higgs sector while being in perfect agreement with a non-observation
of the Higgs at the moment.

Constraining invisible branching ratios is a difficult and challenging task at hadron colliders with their
busy final states [7]. A statistically significant determination of an invisible Higgs branching ratio requires
large statistics (if possible after all) as experimental systematics set the scale of uncertainty. Systematics
vastly improves when studying the Higgs sector at a future linear collider. There, e+e− → HZ associated pro-
duction provides an extremely clean laboratory process to study invisible decays in a model-independent way
in recoil analyses [8]. At the LHC, only ratios of branching fractions are accessible in a model-independent
fashion, but absolute branching ratio predictions can be formulated in specified models [9]. Hence, perform-
ing such an analysis at a future linear collider is going to be of utmost importance to study the Higgs boson
in full detail after its discovery at the LHC.
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Figure 1: Left: masses of the light SM-like Higgs boson H1 (blue) and the heavy Higgs boson H2 (red). We
choose the vacuum expectation values vh = vs = 246 GeV and λs = λh/4 = 1/8 for illustration purposes.
The shaded region displays the LEP bound [5]. Right: cascade decay width ΓHH

2 as a function of sin2 χ for
the same parameters. Again, the region in which H1 is excluded by LEP is shaded. The figures are taken
from Ref. [10].

2 The Higgs portal

We introduce invisible decay channels in an efficient and theoretically consistent way via a particular type
of hidden valley [11] interaction in the Higgs sector. The SM Higgs doublet φs is coupled to a hidden sector
scalar field φh via the gauge-invariant and renormalizable operator |φs|2|φh|2 so that the potential reads [12]

V = µ2
s|φs|2 + λs|φs|4 + µ2

h|φh|2 + λh|φh|4 + ηχ|φs|2|φh|2 . (1)

The mass parameters µj can be substituted by vj after expanding the two Higgs fields about their vacuum
expectation values v2

j = (−µ2
j−ηχv2i /2)/λj (i 6= j = s, h). The electroweak gauge boson masses are generated

exclusively by the visible fields’ vacuum expectation. The so-called Higgs portal interaction operator ∼ η
rotates s, h states into the mass eigenstates

H1 = cosχ Hs + sin χ Hh

H2 = − sinχ Hs + cosχ Hh ,
(2)

where sinχ is the characteristic mixing angle, which affects the production cross sections σ1,2 and visible

and invisible decay widths Γvis,inv
1,2 of the two Higgs bosons in an universal fashion [9]

σ1,2 = cos2 χ {sin2 χ}σSM
1,2 (3a)

and

Γvis
1 = cos2 χ ΓSM

1 and Γvis
2 =sin2 χ ΓSM

2

Γinv
1 = sin2 χ Γhid

1 and Γinv
2 =cos2 χ Γhid

2 . (3b)

The index “SM” refers to the values in the SM, and the information on the hidden sector is encoded in
the “hid” quantities. If kinematically allowed, i.e. for mH2 & 2mH1 we can have additional cascade decays
(in the following we take H1 to be the lighter, mostly SM-like state by definition), which, depending on
the combinations of the fundamental parameters, can play a significant role [10]. We exemplarily show a
Higgs spectrum as a function of sin2 χ in Fig. 1. The relations between the suppression factors sin2 χ, the
masses mH1 , mH2 and the fundamental lagrangian parameters of Eq. (1) can be obtained by straightforward
calculation and we refer the reader to Refs. [9, 10] for further details.
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The model of Eq. (1) is subject to constraints by electroweak precision observables and partial wave
unitarity. A guiding principle toward the validity of a model is the comparison of the model’s prediction
of the Peskin-Takeuchi parameters [13] with measurements performed at LEP [5]. These give rise to the
strongest constraints on the Higgs portal model∗. This is easy to understand: for larger mixing angles
sin2 χ → 1 we effectively deal with a heavy Higgs model which is tightly constraint† by the measurements
of [5]. At the same time, the isometry Eq. (2) restores unitarity in the high energy limit.

3 Higgs portal lessons from the LHC

Altogether the model predicts the four different phenomenological scenarios of Tab. 1 for standard Higgs
resonance searches at typical LHC Higgs discovery luminosities (

√
s = 14 TeV), cf. Fig. 2, where we assume

Γhid = ΓSM for simplicity. Apart from a small window in sin2 χ, the Higgs portal can be explored in its most
symmetric version already at typical SM Higgs discovery luminosities [15]. 6
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FIG. 3: Randomly generated Higgs portal models. The parameters ranges are vh ∈ (0 GeV, 246 GeV], vs = 246 GeV, λh ∈ (0, 4π], λs ∈
(0, 4π], and ηχ ∈ [−4π, 4π]. The hidden Higgs decay width we identify with the SM decay width, i.e. Γhid ≡ ΓSM. LEP constraints and
bounds from S, T, U [29] are included, likewise the unitarity constraint of Eq. (7). Panel (a) displays the sensitivity for H1 only, panel (b) for
H2 only, and panels (c) and (d) show where the LHC is sensitive to both H1 and H2 at the same time for 30 fb−1. Cross sections and widths
we compute using HIGLU [36] and HDECAY [37].

L = 30 fb−1 we randomly scan over the (hidden) Higgs potential of Eq. (1). Statistical significances we derive by rescaling
the results of the experimental simulations in Ref. [25] for parameter choices consistent with the constraints from unitarity and
electroweak precision data [29]. We choose (S, T ) = (0, 0) for mt = 170.9 GeV [34] and mSM

H = 115 GeV. We have verified
our implementation against Ref. [3].

First, we identify the part of parameter space where at least one Higgs boson can be discovered at the LHC in a visible
channel. In terms of the masses M1,2 and the mixing parameter sin2 χ we show this area in Fig. 3(a,b). The light SM-type
Higgs boson is clearly visible for small sin2 χ, the hidden-type Higgs boson for large sin2 χ. In Fig. 3(c,d) the parameter space
of M1, M2, sin

2 χ is shown in which both Higgs bosons can be detected at the LHC. Combining them, we can distinguish four
different areas for sin2 χ where either none or one or two Higgs bosons are accessible at the LHC for L = 30 fb−1:

# observable Higgs bosons
sin2 χ <∼ 0.2 1 SM-type Higgs H1 (σH1 ≥ 3, σH2 ≤ 1)

0.3 <∼ sin2 χ <∼ 0.4 0 neither SM-type nor hidden-type Higgs H1, H2 (σH1,H2 < 3)
0.4 <∼ sin2 χ <∼ 0.6 2 SM + hidden-type Higgs H1, H2 (σH1,H2 ≥ 3)

sin2 χ >∼ 0.6 1 hidden-type Higgs H2 (σH1 ≤ 1, σH2 ≥ 3)

When we steadily increase the hidden widths the fraction of parameter space in which none of the Higgs bosons can be de-
tected increases. Thus, overwhelming decay modes into the hidden sector can screen Higgs bosons in a natural way [and
non-observation of Higgs bosons, for limited luminosity, does not necessarily imply the falsification of the Higgs mechanism].

Figure 2: Scan over the Higgs portal model Eq. (1) for parameter ranges vh ∈ (0 GeV, 246 GeV], vs =
246 GeV, λh ∈ (0, 4π], λs ∈ (0, 4π], and ηχ ∈ [−4π, 4π]. The hidden Higgs decay width is identified with the
SM decay width for demonstration purposes, i.e. Γhid ≡ ΓSM. LEP constraints and bounds from S, T, U [5]
and unitarity are included. Panel (a) displays the sensitivity for H1 only, panel (b) for H2 only, and panels (c)
and (d) show where the LHC is sensitive to both H1 and H2 at the same time for 30 fb−1 at

√
s = 14 TeV.

The figures are taken from Ref. [10].

∗For a discussion of perturbativity and stability of the potential Eq. (1) see Ref. [14].
†Note that in a realistic scenario we can expect kinetic mixing with a heavy U(1) boson [14], which again loosens the

electroweak precision constraints.
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LHC sensitivity after 30 fb−1 to

sin2 χ . 0.2 only H1 (σH1 ≥ 3, σH2 ≤ 1)
0.3 . sin2 χ . 0.4 neither H1 nor H2 (σH1 ,H2 < 3)
0.4 . sin2 χ . 0.6 both H1 and H2 (σH1 ,H2 ≥ 3)

sin2 χ & 0.6 only H2 (σH1 ≤ 1, σH2 ≥ 3)

Table 1: Result of Higgs searches at the LHC (
√

s = 14 TeV) with a luminosity of 30 fb−1, σ refers to the
sensitivity in terms of signal/

√
background.

Relaxing the assumption Γhid = ΓSM changes the picture. In fact, there is good reason to also consider
the situation Γhid � ΓSM, since the hidden decay width parametrizes our lack of knowledge about the
dynamics in the hidden sector, which can be strong. To study the implications for general Γhid/ΓSM choices
we examine the the 95% confidence level bounds which are formulated by the LHC collaborations with
respect to the SM cross section. In the portal model of Eq. (1),(2) these can be expressed as [16]

σ[pp → H1 → F ]

σ[pp → H1 → F ]SM
=

cos2 χ

1 + tan2 χ [Γhid
1 /ΓSM

tot,1]
≤ R , (4)

where R denotes the observed exclusion limit. An identical quantity can be derived from future constraints
on invisible decays [6, 7, 16]:

σ[pp → H1 → inv]

σ[pp → H1]SM
=

sin2 χ [Γhid
1 /ΓSM

tot,1]

1 + tan2 χ [Γhid
1 /ΓSM

tot,1]
≤ J . (5)

In Fig. 3 we exemplarily examine the implications of the current Higgs exclusion bounds for mH = 155
GeV in the Γhid

1 /ΓSM
1 -cos2 χ plane. For this particular Higgs mass the experiments observe R = 0.4 [2–4].

From Fig. 3 we learn that there is a variety portal parameter choices which can accommodate the current
phenomenological findings.
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Figure 3: Left: bounds on the mixing and hidden decay width of H1 for the point MH1 = 155 GeV;R = 0.4
in the standard-hidden Higgs scenario, based on current experimental results [2–4]. The regions dappled by
small squares are compatible with unitarity and precision measurements. The dot indicates the Γhid

1 → 0
limit of the exclusion curve at R. The dotted line indicates the projected search limit for L = 50 fb−1.
Right: bounds due to hidden Higgs searches at the LHC for established Higgs masses and cross sections.
The figures are taken from Ref. [16].
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FIG. 4: (a)
˙

σBRinv¸ corresponding to ref-
erence point #1. (cf. Tabs. II and III).
Both Higgs bosons exhibit significances of
3σ or more in the visible sector for L =
30 fb−1 and will be well-established with
L = 300, 600 fb−1. The dotted line gives
the true Monte Carlo value. (b) and (c) Ex-
tracting the mixing parameters in the refer-
ence points #2 and #3, respectively.

the production cross section, Eq. (20), the value of sin2 χ can eventually be inferred from the invisible Higgs decays. The
measurement of the self-coupling Λ211 provides additional information, which further constrains the allowed parameters of the
hidden sector. After λhv2

h is determined by measuring the Higgs masses and the mixing parameter, the coupling λh and the
vacuum expectation value vh can be disentangled in cascade decays.

Quantitatively, the determination of the mixing angle and the separation of the two invisibly decaying Higgs states can vary
significantly. For the reference point #1 the two Higgs masses are close to each other, so the SM production cross sections
are almost the same and the sum of both invisible production and decay rates is nearly independent of the mixing parameter.
This is reflected in the almost horizontal curves in Fig. 4(a). In addition, the measurement of the self-coupling is very difficult
as the decay of the light H2 to two on-shell H1 particles is kinematically forbidden. On the other hand, for sufficiently large
H1, H2 mass splittings and away from maximal mixing sin2 χ ≈ cos2 χ ≈ 0.5, as realized in the reference points #2 and #3,

reference point #1 reference point #2 reference point #3
sin2 χ 0.46 ± 0.25 0.24 ± 0.04 (0.25 ± 0.03) 0.22 ± 0.15 (0.24 ± 0.10)
Γinv

1 /ΓSM
1 0.46 ± 0.67 0.25 ± 0.07 (0.25 ± 0.05) 0.29 ± 0.26 (0.27 ± 0.17)

Γinv
2 /ΓSM

2 0.54 ± 0.83 2.86 ± 0.74 (2.89 ± 0.54) 0.01 ± 0.29 (0.02 ± 0.23)

TABLE II: Parameters extracted for the three reference points defined in Eq. (21); the luminosity is set to L = 300 fb−1 (600 fb−1). For
reference point #1 increased statistics does not amount to smaller errors since the two states H1, H2 are too close in mass.

reference point #1 reference point #2 reference point #3
vs [GeV] 246.22 246.22 246.22
λs 0.18 ± 0.01 [0.19] 0.58 ± 0.03 (0.58 ± 0.02) [0.58] 1.04 ± 0.18 (1.03 ± 0.12) [1.03]
vh [GeV] 85.72 ± 32.88 [85.75] 36.19 ± 5.06 (36.42 ± 3.63) [36.42] 55.03 ± 27.35 (58.11 ± 18.94) [60.28]
λh 1.53 ± 0.10 [1.52] 12.21 ± 1.25 (12.12 ± 0.89) [12.11] 7.61 ± 3.51 (7.19 ± 2.23) [6.97]
|ηχ| 0.13 ± 0.40 [0.13] 3.67 ± 0.53 (3.66 ± 0.38) [3.61] 4.52 ± 2.23 (4.38 ± 1.50) [4.40]

TABLE III: Extracted Lagrangian parameters of the standard sector, the hidden sector, and their coupling for L = 300 fb−1 (600 fb−1). Not
included are uncertainties that arise from measurements of the masses W , H1, and H2 and the coupling Λ211. The values in squared brackets
are the true input.

Figure 4: Reconstruction of the mixing angle from a measurement of the superposition of the invisible decays.
The shaded area is theoretically not allowed due to positivity of the cross section ratio Ri, uncertainties of
these parameters are not considered. (a) is a degenerate mass spectrum MH1 = 140 GeV, MH2 = 160 GeV,
(b) is a mass spectrum MH1 = 115 GeV, MH2 = 300 GeV, where the mixing can in principle be reconstructed
due to Eq. (6) and comments below. Uncertainties follow from statistics only. The figures are taken from
Ref. [10].

An additional constraint can be imposed in the same plane by constraining invisible decays at the LHC‡.
Typically this involves large statistics when the [16] visible cross section of the H1 state is already measured,
i.e. the inequality of Eq. (4) becomes an equality within the uncertainty given by statistics and systematics.
If J is yet to be understood as a 95% confidence level exclusion [7], we do not have the enough information
to reconstruct the all parameters of Eq. (3).

In fact, when comparing to the SM Higgs potential, the multitude of observables which are potentially
accessible in addition to the SM, i.e. the Higgs resonance masses and the cascade decay width if present,
allow for a full reconstruction strategy of the Higgs portal potential Eq. (1). An absolutely crucial input
for this analysis is the measurement of J . The measurement of R for both Higgs states will eventually be
possible at the LHC for the bulk of the parameter space. The measurement of J at the LHC, however, is
limited by systematics [7] and the fact that we measure a superposition of invisible rates of the two Higgs
states (on top of a challenging background) at hadron colliders

〈σBRinv〉 ∼ f(Λ) − [cos2 χ + {σSM
2 /σSM

1 } sin2 χ] , (6)

where f(Λ) depends on the trilinear coupling (if accessible) in the invisible cascade decay H2 → H1H1 →
invisible. Even if a measurement turns out to possible, we rely on the separation of the two Higgs states to
lift the degeneracy in the invisible decay channel (cf. Fig. 4). More concretely, in order to project out the
cos2 χ component in Eq. (6) we need σSM

2 /σSM
1 � 1, i.e. mH2 � mH1 , unless we have a significant trilinear

coupling in the resolved cascade decay, which can be used to constrain the mixing parameters.
In total the LHC can not cover the entire parameter space of the Higgs portal model Eq. (1).

4 Higgs Portal spectroscopy at a linear collider

The systematics-plagued determination of invisible branching ratio of the individual resonances can be cured
at a linear collider. The clean LC environment allows a precise determination of the Higgs invisible branching
ratio over a broad range of Higgs masses (see e.g. Ref. [8]). We exemplarily show the improvement due the
measurement of J1 for the mH1 = 155 GeV scenario discussed in Fig. 3b of the previous section in Fig. 5a.

‡Such an analysis has not been performed by the experiments, but exiting analyses were adopted in Ref. [6,17], demonstrating
potentially sufficient sensitivity to J ∼ 1 for the combined 2011 data set.
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Figure 5: Left: the scenario of Fig 3b at a linear collider (
√

s = 500 GeV, L = 500 fb−1). Right: a Higgs
portal scenario with small J . The uncertainties are adopted from Refs. [8, 18], the figure are taken from
Ref. [16].

From Fig. 5b it also becomes clear that the linear collider gives a good reconstruction of the Higgs portal
for percent level values of J .

Due to the measurement of both J1 and R1 we can reconstruct the intersection of both curves, yielding
the mixing angle

cos2 χ = J1 + R1 . (7)

An independent measurement of sin2 χ = J2 + R2 overconstraints the system, giving rise to the sum rule

J1 + R1 + J2 + R2 = 1 , (8)

which can be used to test the consistency of the portal model Eq. (1) with experimental observations. We
stress that this is not possible at the LHC due to Eq. (6).

Coming back to the strategy of approaching the SM with measurements that constrain Γinv
1 /ΓSM

1 , it is
worthwhile addressing the implications of the measured excess around 125 GeV for the portal model. If this
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Figure 6: 95% CL contours for a measurement of Γhid
1 /ΓSM

1 at the LHC and a 350 GeV ILC. The LHC
uncertainties are computed with Sfitter [19] and the LC uncertainties are again adopted from Refs. [18];
the figure is taken from Ref. [16].
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turns out to be the Higgs then a measurement of Γinv
1 /ΓSM

1 give us a measure of the compatibility of the
experimental observations with the SM.

Treating Γhid
1 as a free parameter, we show 95 % confidence level contours in the Γinv

1 /ΓSM
1 -cos2 χ plane

in Fig. 6. The blue and red lines correspond to measurements at the LHC, while the shaded are gives
the prospects at a linear collider. Obviously the current findings at the LHC are not good enough from a
statistical point of view to tell us wether or not we observe the SM Higgs. These bounds improve when
higher center of mass energy and more integrated luminosity becomes available, but systematic uncertainties
saturate the LHC sensitivity at around 300 fb−1.

A future linear collider has the potential to take this LHC legacy to the next level: In Fig. 6 there is only
a small region untested for the LC curve. For the chosen set-up of 350 GeV, 500 fb−1 the statistical and
systematic uncertainties are comparable [8], hence further improvements can be expected by an even larger
data sample.
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We review selected results for Higgs boson production at Linear Colliders in the framework of the general
Two-Higgs Doublet-Model (2HDM). We concentrate on the analysis of i) the pairwise production of
neutral Higgs boson pairs (h0A0, H0A0); and ii) the neutral Higgs boson-strahlung modes (h0Z0, H0Z0).
We identify sizable production rates, in the range of σ ∼ O(10 − 100) fb for

√
s = 0.5 TeV, alongside

with large quantum effects (δr ∼ ±50%), which we can fundamentally track down to the enhancement
power of the triple-Higgs self-interactions. This constitutes a telltale signature of the 2HDM, with no
counterpart in e.g. the Minimal Supersymmetric Standard Model (MSSM). We compare these results
with several complementary double and triple O(α3

ew , α4
ew) Higgs-boson production mechanisms and

spotlight a characteristic phenomenological profile which could eventually be highly distinctive of a non-
supersymmetric two-Higgs doublet structure.

1 Introduction

Deciphering the fundamental nature of Electroweak Symmetry Breaking (EWSB) lies at the very frontline of
the current theoretical and experimental research in Particle Physics. Even in spite of the tantalizing Higgs
boson candidates recently identified by the ATLAS and CMS experiments [1], a long way might yet stand
ahead of us until we are able to convincingly close in on such a longstanding conundrum. In particular, were
these signatures finally confirmed, a first question to be answered would be whether they can be described
within the minimal framework of the Standard Model (SM) or, on the contrary, if they should rather be
attributed to an extended EWSB sector [2]. One canonical example of the latter is the general Two-Higgs-
Doublet Model (2HDM) [3]. The model is built upon a second scalar SUL(2) doublet with Y = +1 weak
hypercharge. This results into a larger Higgs boson spectrum of five physical Higgs fields: neutral CP -even
(h0, H0), neutral CP -odd (A0) and charged H±. Such a simple, but yet non-minimal extension of the SM
Higgs sector has gathered growing attention over the past years [4] and become a cherised setup for model
builders and phenomenologists alike. Besides the many novel, and usually highly distinctive features put
forward by the model in multifarious domains – from collider to flavor physics or astrophysics –, the 2HDM
provides a suitable low-energy description to many UV completions of the the EWSB dynamics.

The model is fully specified once we fix i) the masses of the physical Higgs bosons; ii) the ratio tanβ ≡
〈H0

2 〉/〈H0
1 〉 of the two Vacuum Expectation Values (VEVs) giving masses to the up- and down-like quarks;

iii) the mixing angle α between the two CP -even states; and iv) one remaining Higgs boson self-couplingin
the Higgs potential, hereafter dubbed λ5. We note in passing that the Higgs sector of the MSSM [5]
corresponds to a particular realization of the general (unconstrained) 2HDM, for which the invariance under
SUSY transformations enforces a number of additional restrictions – most significantly, the Higgs boson
self-interactions become tied to the gauge couplings. This situation is remarkably different in the general
2HDM, where the size of these self-interactions is fundamentally unrestricted and it only becomes limited,
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Figure 1: Sample of one-loop Higgs-mediated Feynman diagrams which account for the bulk of the quantum
effects to the neutral Higgs pair e+e− → h0A0 (upper row) and the Higgs-strahlung mechanisms e+e− → h0Z0

(lower row).

in practice, by the interplay of theoretical consistency conditions (unitarity [6], vacuum stability [7]) and
experimental bounds (viz. the excluded Higgs boson mass ranges from the from direct collider searches,
and also the constraints derived from electroweak [8] and flavor physics observables [9]). A detailed account
of these restrictions and of the model setup can be found in Ref. [10]. For comprehensive analyses of the
2HDM parameter space constraints, see e.g. Refs. [11].

Following the eventual discovery of the Higgs boson(s) at the LHC, it will be crucial to address the precise
experimental determination of the corresponding quantum numbers, mass spectrum and couplings to other
particles. A linear collider (linac) can play a central role in this enterprise [12]. Dedicated studies have
exhaustively scrutinized the phenomenological imprints of the basic 2HDM Higgs boson production modes,
such as e.g. i) triple Higgs, e+e− → 3h [13]; ii) inclusive Higgs-pair through EW gauge boson fusion, e+e− →
V ∗V ∗ → 2h + X [14]; iii) exclusive Higgs-pair e+e− → 2h [10, 15]; and iv) Higgs strahlung, or associated
production with a weak gauge boson e+e− → hV [16], with [h ≡ h0, A0, H0, H±] and [V ≡ Z0, W±]1. As
a common highlight, all these studies report on sizable production rates and large quantum effects, arising
from the potentially enhanced Higgs self-interactions. Interestingly enough, Higgs boson searches at e+e−

colliders may also benefit from alternative running modes, particularly from γγ scattering. Processes such
as γγ-induced production of single (γγ → h) and double (γγ → 2h) Higgs bosons have been studied from
this viewpoint. These entirely operate at the quantum level, via an effective (loop-induced) Higgs/photon
interaction gγγh that we may regard as a direct probe of non-standard (charged) degrees of freedom coupled
to the Higgs sector. The aforementioned single Higgs channels have been considered in the framework
of the SM [18], the 2HDM [19] and the MSSM [20, 21] and are known to exhibit excellent experimental
prospects, not only due to the clean environment inherent to a linac machine, but also owing to the high
attainable γγ luminosity, and the possibility to tune the γ-beam polarization as a strategy to enlarge the
signal-versus-background ratios2.

2 Numerical analysis

In this contribution we review two particular 2HDM Higgs boson production modes at a linear collider, to
wit: i) the pairwise production of neutral Higgs bosons e+e− → h0A0/H0A0; and ii) the associated production
of a neutral Higgs and a Z0 bosons, e+e− → h0Z0/H0Z0 – the so-called Higgs-strahlung mechanism, which
we can regard as the 2HDM analog(s) to the Bjorken process in the SM [23]. The motivation herewith is
threefold: i) a first focus point is to seek for the most favorable regions across the 2HDM parameter space,
for which the Higgs boson production rates become optimal, and to correlate them to alternative multi-Higgs

1For related work in the context of MSSM Higgs boson production see e.g. [17].
2Analogue studies for the γγ → hh mode are available e.g. in Ref. [22].
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Figure 2: Tree-level and loop-corrected cross section [σ(e+e− → h0A0)] (in fb), alongside with the relative
size of the radiative corrections [δr ≡ [σ(0+1) − σ(0)]/σ0] (in %), as a function of

√
s (left, center) and λ5

(right). We fix tanβ = 1.2 (compatible with the lower tan β bound from B0
d − B̄0

d data [9]) and examine
the representative choices α = β (maximum gh0A0Z0 tree-level coupling) and α = π/2 (fermiophobic limit

for h0 in type-I 2HDM). The influence of the Higgs self-interactions is assessed by dialing the value of the
parameter λ5. The shaded areas on the left (resp. right) are excluded by unitarity (resp. vacuum stability).

production modes; ii) second, we aim at quantifying the importance of the radiative corrections associated
to these processes; iii) and third, we shall examine the impact of the Higgs boson self interactions and their
potentially enhanced strenght. The leading order production rates merely depend on the Higgs couplings to
the Z boson. In other words, they are entirely subdued by the gauge symmetry – and hence they feature no
disclosing scenarios between the general 2HDM and e.g. the MSSM. The resulting phenomenological portray,
however, may clearly depart once the quantum effects to such couplings are considered. Vertex corrections,
in particular, turn out to be sensitive to the triple Higgs self-interactions through the interchange of virtual
Higgs bosons which are then linked to the external Higgs boson legs. A sample of such Higgs-mediated
one-loop diagrams is displayed in Fig. 1. These effects we can roughly describe by a loop-induced form
factor, which spells out how the strength of the bare Higgs-to-gauge boson couplings is modified:

ghA0Z0 → ghA0Z0

[
1 +

|λHHH |2
16π2 s

f(M2
h/s, M2

A0/s)

]
. (1)

Here λHHH stands for generic triple Higgs self-interaction, and 1/16π2 for the standard loop integral sup-
pression factor. By f(M2

h/s, M2
A0/s) we denote a generic rational function involving the ratios of the different

mass scales taking part in the process. The above expression (1) indicates how the Higgs-to-gauge boson cou-
plings, which are entirely anchored by the gauge symmetry at the leading-order, may be strongly promoted
at one-loop through the indirect effect of the Higgs boson self-couplings – unlike their MSSM counterparts.

2.1 Calculational setup

Throughout our study we make use of the standard algebraic and numerical packages FeynArts, Form-
Calc and LoopTools [24]. Updated experimental constraints (from EW precision data, low-energy flavor-
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Figure 3: Contour plots for the relative size of the one-loop quantum corrections δr ≡ [σ(0+1) − σ(0)]/σ0 (in
%) to the e+e− → h0A0 (left panel) and e+e− → h0Z0 (right panel) total rates, as a function of tan β and λ5.
We fix α = β (for e+e− → h0A0) and α = β − π/2 (for e+e− → h0Z0), in which cases their respective born-
level couplings maximize. For the Higgs boson masses we use Set A from Tab. 1. The linac center-of-mass
energy is taken to be

√
s = 500 GeV. The shaded areas in the upper (resp. lower) patches of the tanβ − λ5

plane are excluded by unitarity [6] (resp. vacuum stability [7]) bounds. The vertical grey strip accounts for
the lower limit tanβ ≃ 1.18 stemming from B0

d − B̄0
d data [9].

physics and the Higgs mass regions ruled out by direct collider searches), as well as theoretical consistency
conditions (perturbativity, unitarity and vacuum stability) are duly taken into account [6, 7, 9, 11, 25, 26].
For definiteness, we set along two Higgs boson mass benchmark choices A and B, as quoted in Tab. 1:

Mh0 [GeV] MH0 [GeV] MA0 [GeV] MH± [GeV]

Set A 130 200 260 300
Set B 130 150 200 160

Table 1: Choices of Higgs boson masses employed throughout our calculation.

In order to carry out the complete one-loop computation we are entitled to define suitable UV coun-
terterms, in particular for the renormalization of the Higgs boson masses and wave functions. These we
can express in terms of the Higgs 2-point functions at order O(αew). Conventional on-shell renormalization
conditions – see e.g. Ref. [27] – are extended to the 2HDM Higgs sector. In particular, the relations

Re Σ̂′
A0A0(q2)

]
q2=M2

A0

= 0; Re Σ̂A0Z0(q2)
]

q2=M2
A0

= 0,

anchor the wave function renormalization of the Higgs doublets, and thereby of all the physical Higgs fields.
The remaining Higgs boson masses, as well as the mixing angle α, are determined via on-shell conditions
imposed on their respective self-energies (including the h0−H0 kinetic mixing). The parameter tan β is fixed
via Eq. (2) alonside with one additional condition on the Higgs boson tadpoles. An exhaustive account of
the renormalization procedure is available in Ref. [10].

4

320



1

10

100

σ 
(e

+
 e

-  -
>

 h
0  Z

0 ) 
[f

b]

σ(0)

σ(0+1)
, λ

5
 = -7

500 1000
Ecm [GeV]

-40

-30

-20

-10

0

δ r [
%

]

500 1000
Ecm [GeV]

-10 0 10
λ

5

Set A α = β - π/2 sin α = 1 α = β - π/2

λ
5
 = 1

λ
5
 = -4

λ
5
 = -7

Ecm = 500 GeV

Figure 4: Tree-level and loop-corrected cross section [σ(e+e− → h0A0)] (in fb) and relative size of the
radiative corrections [δr] (in %), as a function of

√
s (left, center) and λ5 (right), for an equivalent setup to

that of Fig. 2.

2.2 Higgs boson pair production at O(α3
ew): e+e− → h0A0/H0A0

For definiteness, we focus on the light Higgs mode [h0A0] and specialize our results for the Higgs mass
spectrum defined by Set A of Tab. 1. We quantify our analysis by means of i) the Born-level, [σ(0)], and
1-loop cross sections, [σ(0+1)] – in which we include the full set of O(α3

ew) corrections, and also the leading
O(α4

ew) ones which arise from the squared of the scattering amplitude [10]; ii) the relative size of the 1-loop
corrections, via the parameter δr ≡ [σ(0+1) −σ(0)]/σ(0). The upshot of our findings, as summarized in Fig. 2,
highlights substantial production rates, which fall roughly in the range of 2 − 15 fb for

√
s = 0.5 TeV – this

is, up to barely 103 − 104 events per 500 fb−1; and eventually very large quantum corrections, of the order
|δσ|/σ ∼ 20 − 60 %, which can be either positive (for

√
s ≃ 0.5 TeV) or negative (

√
s & 1 TeV) and fairly

independent on the details of the Higgs mass spectrum, the particular value of the tree-level coupling [ghA0Z]
and the actual type of 2HDM under consideration – namely, whether we specifically target at the type-I
or II realizations of the 2HDM. The evolution of σ(0+1) and δr as a function of

√
s for different λ5 values

evinces how critically the quantum effects depend on the Higgs self-interaction enhancements. The quadratic
dependence on the parameter λ5, σ ∼ (a− bλ5)

2, as shown in the rightmost panel of Fig. 2, nicely illustrates
the dominance of the Higgs mediated one-loop diagrams – these are indeed sensitive to the product of two
triple Higgs self-interactions. As a complementary viewpoint, in the left panel of Fig. 3 we display the profile
of the radiative corrections δr to the total cross-section [σ(h0A0)] along the tan β − λ5 plane, again for Set
A of Higgs boson masses, α = β and a linac center-of-mass energy of

√
s = 0.5 TeV. The choice α = β

maximizes the tree-level cross section. Unitarity [6] and vacuum stability limits [7] (lower and upper shaded
areas, respectively) restrict the largest attainable quantum effects to regions with tanβ ≃ 1 and |λ5| ∼ 5−10
(λ5 < 0). The central grey band depicts the lower limit tan β ≃ 1.18 ensuing from B0

d − B̄0
d [9].

2.3 Associated Higgs/Z0-boson production at O(α3
ew): e+e− → h0Z0/H0Z0

Again, without loss of generality, we concentrate on the light Higgs mode [h0Z0] and arrange the mass
spectrum as in Set A of Tab. 1. Our results are shown in Fig.4. In this case we obtain typical cross sections

5
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Process σ(
√

s = 0.5 TeV)[fb] σ(
√

s = 1.0 TeV)[fb] σ(
√

s = 1.5 TeV)[fb]

h0A0 26.71 (δr = 31.32%) 4.07 1.27

H0Z0 19.09 (δr = −61.56%) 3.73 1.47
h0H0A0 0.02 5.03 3.55

H0H+H− 0.17 11.93 8.39
h0h0 + X 1.47 17.36 38.01

Table 2: Compared cross section (in fb) for different associated, pairwise and triple Higgs boson production
mechanisms at O(α3

ew , α4
ew), for tan β = 1, α = β and λ5 = −10. The Higgs boson mass spectrum we fix as

in Set B of Tab. 1. The relative size of the one-loop corrections [δr] for the Higgs pair and Higgs strahlung
mechanisms is quoted in brackets.

in the range of σ(h0Z0) ∼ O(10 − 100) fb, with very significant (and systematically negative) radiative
corrections (up to order δr ∼ −50%), reaching their maximum again in the parameter space regions with
tan β ∼ O(1) and |λ5| ∼ O(10). Such a characteristic pattern of negative quantum effects we can relate
to the dominance of the finite wave function corrections to the external Higgs boson fields – this being the
only contribution which retains a quadratic dependence on λHHH at one loop, as we can also read off the
rightmost panel of Fig. 4. The relative size of the quantum effects [δr] and its interplay with the relevant
constraints is examined in the right panel of Fig. 3 as we move across the tan β − λ5 plane. Set A of Higgs
boson masses, a fixed value of α = β − π/2 and a linac center-of-mass energy to

√
s = 0.5 TeV are employed

throughout. Worth noticing is that the δr isocurves are not responsive to a change of tanβ. This follows
directly from the analytical structure of all the relevant couplings for the particular setup α = β − π/2 [16]
– which corresponds to the decoupling (or SM-like) limit of the 2HDM.

3 Discussion and closing remarks

Higgs boson self-interactions constitute a paradigmatic structure of extended Higgs sectors of non-supersymmetric
nature. The general (unconstrained) Two-Higgs-Doublet Model is a canonical example of the latter. Here,
the triple and quartic Higgs boson self-interactions are not subdued by the gauge symmetry. This entails
two major consequences, which are in stark contrast to analogue models, such as e.g. the MSSM: i) the
Higgs boson spectrum is fully unconstrained; this is to say, no limitations on the mass splittings between the
physical Higgs boson fields must be assumed a priori ; ii) by the very same token, the Higgs boson self interac-
tions are also fundamentally unrestricted, and hence may accomodate sizable enhancements. Both features
are tamed in part by stringent theoretical and phenomenological constraints (unitarity, vacuum stability,
electroweak precision and flavor physics) but nevertheless open up a plethora of rich, and highly distinc-
tive, phenomenological possibilities. So much so, the analysis of collider observables which are sensitive to
the Higgs self-interactions, either directly or through quantum corrections, may bring forward instrumental
handles to disclose non-SUSY vs SUSY multi-doublet Higgs structures.

In this contribution we have concisely revisited two particular examples of Higgs boson production
from e+e− colliders within the 2HDM context, these are the pairwise production of neutral Higgs bosons
(h0A0/H0A0) and the Higgs-strahlung channels (h0Z0/H0Z0). We have portrayed their phenomenology at a
future linac and have spelled out the features that singularize the 2HDM scenarios with large Higgs boson
self-couplings. Our findings can be outlined as follows:

• Large Higgs boson production rates, in the ballpark of σ2h,hZ ∼ O(10 − 100) fb for
√

s = 500
GeV, and yet of few dozens of fb in the TeV-range center of mass energies – this would correspond to
rates of O(102 − 105) events for an integrated luminosity of 500 fb−1.

• Large quantum effects, which may reach up to δr ≡ [σ(0+1) − σ(0)]/σ(0) ∼ ±50%, preferably
realized within the tanβ ∼ O(1) and |λ5| ∼ O(10) domains of the 2HDM parameter space. These may
alternatively lead to characteristic enhancements (e.g. for σ(2h) at

√
s ≃ 500 GeV), or suppressions

(for σ(hZ) and also for σ(2h) at larger
√

s).
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• A generic phenomenological pattern, in the sense that the above observations barely depend on
the very choice of Higgs masses nor the type of Yukawa couplings to fermions, and they hold for broad
regions across the tan β − sin α plane.

Interestingly enough, enhancements of the Higgs boson production rates have also been put forward in the
literature for alternative multi-Higgs production processes, such as the e+e− → hhh [13] and e+e− → V V ∗ →
hh + X [14] channels. In this vein, let us consider the following choice of parameters: tanβ = 1, α = β and
λ5 = −10, along with Set B of Higgs boson masses from Tab. 1. This particular configuration saturates the
unitarity bounds, and thus maximizes the impact of the Higgs boson self-interactions. If we now combine
the evaluation of the total production rates for all these different production channels, we come up with the
cross-correlated set of predictions displayed in Tab. 2. These results reflect the great complementary of the
different multi-Higgs states at different center-of-mass energies. Likewise, the correlation of large negative
quantum effects on the Higgs-strahlung channels with the presence of significant positive (for

√
s . 500

GeV) and negative (for
√

s > 600 GeV) quantum effects on the double Higgs production may eventually
constitute an additional hint at a generic (unconstrained) 2HDM dynamics. Notice once more that, in all
these cases, the reported pattern of signatures crucially relies on the strenght of the 3H self-couplings. No
analogue picture could then be attributed e.g. to the MSSM.

On balance, there is little doubt that a linear collider qualifies as a most cherised tool to carry to
completion the Higgs boson research program. Owing to its superbly clean environment, a linac facility
should enable accurate measurements of the Higgs boson masses, gauge and Yukawa couplings, as well as of
the Higgs boson self-interactions themselves. This means, it could provide us with the firmest possible grip
on the fundamental structure of the EWSB sector. In this context, our results underline the possibilities of
the Higgs boson self-interactions as a trademark dynamical feature of the generic 2HDM. We prove their
capabilities to rubber-stamp significant – and highly distinctive – fingerprints on multi-Higgs production
processes, either at the leading order or through quantum corrections, and conclude that these might well
constitute a pristine window towards non-standard, non-supersymmetric Higgs sectors.
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The Higgs bosons of the MSSM can be produced from the decay of SUSY particles. We review the
evalulation of two decay modes in the MSSM with complex parameters (cMSSM). The first type is the
decay of the heavy scalar top quark to a lighter scalar quark and a Higgs boson. The second type is the
decay of the heavy chargino to a lighter chargino/neutralino and a Higgs boson. The evaluation is based
on a full one-loop calculation including hard QED and QCD radiation. We find sizable contributions to
many partial decay widths and branching ratios. They are roughly of O(10%) of the tree-level results,
but can go up to 30% or higher. These contributions are important for the correct interpretation of
scalar top quark decays at a future linear e+e− collider.

1 Introduction

One of the most important tasks of current high-energy physics is the search for physics effects beyond the
Standard Model (SM), where the Minimal Supersymmetric Standard Model (MSSM) [1] is one of the leading
candidates. Supersymmetry (SUSY) predicts two scalar partners for all SM fermions as well as fermionic
partners to all SM bosons. Another important task the investigation and identification of the mechanism of
electroweak symmetry breaking. The most frequently investigated models are the Higgs mechanism within
the SM and within the MSSM. Contrary to the case of the SM, in the MSSM two Higgs doublets are required.
This results in five physical Higgs bosons instead of the single Higgs boson in the SM; three neutral Higgs
bosons, hn (n = 1, 2, 3), and two charged Higgs bosons, H±. In the MSSM with complex parameters
(cMSSM) the three neutral Higgs bosons mix [2–4], giving rise to the states h1, h2, h3.

An interesting production channel of Higgs bosons is the decay of the heavy scalar top quark to the
lighter scalar top (scalar bottom) quark and a neutral (charged) Higgs boson. Another SUSY particle that
can produce a Higgs boson is a chargino, which can decay to a lighter chargino (a lighter neutralino) and a
neutral (charged) Higgs boson.

The original heavier SUSY particles can be produced at the LHC, or if kinematically allowed at an e+e−

collider. At the ILC (or any other future e+e− collider such as CLIC) a precision determination of the
properties of the observed particles is expected [5,6]. Thus, if kinematically accessible, Higgs production via
scalar top quark or chargino decays could offer important information about the Higgs sector of the MSSM.

In order to yield a sufficient accuracy, one-loop corrections to the various SUSY decay modes have to
be considered. For the precise evaluation of the branching ratio at least all two-body decay modes have to
be considered and evaluated at the one-loop level. We review the results for the evaluation of these decay
widths (and branching ratios) obtained in the MSSM with complex parameters (cMSSM) [7, 8]. We will
review the numerical results for

Γ(t̃2 → t̃1hn) (n = 1, 2, 3) , (1)

Γ(t̃2 → b̃1H
+) , (2)

Γ(χ̃−
2 → χ̃0

jH
−) (j = 1, 2, 3) , (3)

Γ(χ̃−
1 → χ̃0

1H
−) , (4)
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where χ̃0
k denotes the neutralinos, χ̃±

j the charginos. The total decay width is defined as the sum of the
partial decay two-body decay widths, which have all be evaluated at the one-loop level.

We also concentrate on the decays of t̃2, χ̃
−
2,1 and do not investigate t̃†2, χ̃

+
2,1 decays. In the presence of

complex phases this would lead to somewhat different results. Detailed references to existing calculations
of these decay widths, branching ratios, as well about the extraction of complex phases can be found in
Refs. [7, 8]. Our results will be implemented into the Fortran code FeynHiggs [9–12].

2 The complex MSSM and its renormalization

All the relevant two-body decay channels are evalulated at the one-loop level, including hard QED and QCD
radiation. This requires the simultaneous renormalization of several sectors of the cMSSM, including the
colored sector with top and bottom quarks and their scalar partners as well as the gluon and the gluino,
the Higgs and gauge boson sector with all the Higgs bosons as well as the Z and the W boson and the
chargino/neutralino sector. Details about our notation and especially about the renormalization of the
cMSSM can be found in Refs. [7, 8, 13–16].

An important role play contributions of self-energy type of external (on-shell) particles. While the
real part of such a loop does not contribute to the decay width due to the on-shell renormalization, the
imaginary part, in product with an imaginary part of a complex coupling (such as At or M1) can give a real
contribution to the decay width. These contributions have been taken into account in the analytical and
numerical evaluation. The impact of those contributions will be discussed in Sects. 3, 4.

The Feynman diagrams and corresponding amplitudes contributing to the various decays have been ob-
tained with FeynArts [17]. The model file, including the MSSM counterterms, is largely based on Ref. [18],
however adjusted to match exactly the renormalization prescription described in Ref. [7, 8, 13, 15]. The fur-
ther evaluation has been performed with FormCalc [19]. As regularization scheme for the UV-divergences we
have used constrained differential renormalization [20], which has been shown to be equivalent to dimensional
reduction [21] at the one-loop level [19]. Thus the employed regularization scheme preserves SUSY [22,23].
All UV-divergences cancel in the final result.

3 Numerical results for scalar top decays

The numerical examples are shown in two numerical scenarios, S1 and S2, where the parameters are given in
Tab. 1. The results shown in this section consist of “tree”, which denotes the tree-level value and of “full”,
which is the partial decay width including all one-loop corrections. We only show the results for the decay
widths, since size of the loop corrections to the branching ratios are more parameter dependent.

Scen. tan β MH± mt̃2 mt̃1 mb̃2
µ At Ab M1 M2 M3

S1 20 150 650 0.4 mt̃2 0.7 mt̃2 200 800 400 200 300 350

S2 20 180 1200 0.6 mt̃2 0.8 mt̃2 300 1800 1600 150 200 400

Table 1: MSSM parameters for the initial numerical investigation; all masses are in GeV.

The production of t̃2 at the ILC(1000), i.e. with
√

s = 1000 GeV, via e+e− → t̃†1t̃2 will be possible, with
all the decay modes (1), (2) being open. The clean environment of the ILC would permit a detailed study

of the scalar top decays. For the parameters in Tab. 1 we find σ(e+e− → t̃†1t̃2) ≈ 1.4 fb, i.e. an integrated
luminosity of ∼ 1 ab−1 would yield about 1400 t̃2. The ILC environment would result in an accuracy of
the relative branching ratio close to the statistical uncertainty: a BR of 30% could be determined to ∼ 6%
for the mt̃2 values in Tab. 1. Depending on the combination of allowed decay channels a determination of
the branching ratios at the few per-cent level might be achievable in the high-luminosity running of the
ILC(1000).

We show the results for the various decay widths as a function of ϕAt . The other parameters are chosen

according to Tab. 1. Thus, within S1 we have mt̃1 +mt̃2 = 910 GeV, i.e. the production channel e+e− → t̃†1 t̃2
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is open at the ILC(1000). Consequently, the accuracy of the prediction of the various partial decay widths
and branching ratios should be at the same level (or better) as the anticipated ILC precision.
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Figure 1: Tree-level (“tree”) and full one-loop (“full”) corrected partial decay widths are shown with ϕAt

varied. Also shown are the full one-loop corrected partial decay widths including absorptive contributions
(“abs”). First row: Γ(t̃2 → t̃1h1), second row: Γ(t̃2 → t̃1h2), third row: Γ(t̃2 → t̃1h3), fourth row:
Γ(t̃2 → b̃1H

+).

In Fig. 1 we show Γ(t̃2 → t̃1h1) (first), Γ(t̃2 → t̃1h2) (second), Γ(t̃2 → t̃1h3) (third) and Γ(t̃2 → b̃1H
+)

(fourth row) as a function of ϕAt for the parameters in Tab. 1, where the left (right) column displays the
(relative one-loop correction to the) decay width. While Γ(t̃2 → t̃1h1) in S2 is of O(9 GeV), the other decay
widths shown are of O(1 GeV). The variation with ϕAt can be seen to be very large, of O(50%). The
size of the one-loop corrections, as shown in the right column are also sizable, of O(±20%) and exhibit a
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Scen. tan β MH± mχ̃±
2

mχ̃±
1

Ml̃L
Ml̃R

Al

S 20 160 600 350 300 310 400

Table 2: MSSM parameters for the numerical investigation of chargino decays; all masses are in GeV.

strong variation with ϕAt . The effects of the “absorptive contributions” are clearly visible, especially for
t̃2 → t̃1h1. Consequently, the full one-loop corrections must be taken into account in a reliable complex
phase determination from scalar top decays.

4 Numerical results for chargino decays

The numerical examples are evaluated using the parameters given in Tab. 2. We assume the scalar quarks
heavy such that they do not contribute to the total decay widths of the charginos. We invert the expressions
of the chargino masses in order to express the parameters µ and M2 (which are taken to be real) as a function
of mχ̃±

1
and mχ̃±

2
. This leaves two choices for the hierarchy of µ and M2:

S> : µ > M2 (χ̃±
2 more higgsino-like) , (5)

S< : µ < M2 (χ̃±
2 more gaugino-like) . (6)

The absolute value of M1 is fixed via the GUT relation (with |M2| ≡ M2)

|M1| =
5

3
tan2 θwM2 ≈ 1

2
M2 , (7)

leaving ϕM1 as a free parameter.

The values of mχ̃±
1,2

allow χ̃±
1 χ̃∓

2 or χ̃+
1 χ̃−

1 at the ILC(1000) via e+e− → χ̃±
1 χ̃∓

1,2 will be possible, with

all the subsequent decay modes to a neutralino and a charged Higgs boson, see Eqs. (3), (4). As for the
scalar top decays the clean environment of the ILC would permit a detailed study of the chargino decays.
For the values in Tab. 2 and unpolarized beams we find, for S> (S<), σ(e+e− → χ̃±

1 χ̃∓
2 ) ≈ 4 (12) fb, and

σ(e+e− → χ̃+
1 χ̃−

1 ) ≈ 55 (80) fb. Choosing appropriate polarized beams these cross sections can be enhanced
by a factor of approximately 2 to 3. An integrated luminosity of ∼ 1 ab−1 would yield about 4 − 12 × 103

χ̃±
1 χ̃∓

2 events and about 55 − 80 × 103 χ̃+
1 χ̃−

1 events, with appropriate enhancements in the case of polarized
beams. The ILC environment would result in an accuracy of the relative branching ratio close to the
statistical uncertainty, see the previous section. Depending on the combination of allowed decay channels
a determination of the branching ratios at the per-cent level might be achievable in the high-luminosity
running of the ILC(1000).

The results shown in this section consist of “tree”, which denotes the tree-level value and of “full”, which
is the partial decay width including all one-loop corrections. Also shown are the full one-loop corrected decay
widths omitting the absorptive contributions (“full R”). We only show the results for the decay widths, since
size of the loop corrections to the branching ratios are more parameter dependent.

In Fig. 2 we show Γ(χ̃−
2 → χ̃0

1H
−) (first), Γ(χ̃−

2 → χ̃0
2H

−) (second), Γ(χ̃−
2 → χ̃0

3H
−) (third) and

Γ(χ̃−
1 → χ̃0

1H
−) (fourth row) as a function of ϕM1 for the parameters in Tab. 2, where the left (right)

column displays the (relative one-loop correction to the) decay width. The decay widhts are of O(0.1 GeV)
in the case of χ̃−

2 → χ̃0
1H

−, about five times larger for χ̃−
2 → χ̃0

2,3H
− and a factor of ten smaller for the

light chargino decay. For the heavy chargino decay a strong variation with ϕM1 can be observed. The size
of the one-loop corrections, as shown in the right column are also sizable in the case of the heavy chargino,
between −4% and +12% and show a non-negligible dependence on ϕM1 . Again the effects of the “absorptive
contributions” are clearly visible. Also these loop corrections should be taken into account in a reliable
complex phase determination in the chargino/neutralino sector.
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Figure 2: Tree-level (“tree”) and full one-loop (“full”) corrected decay widths are shown with φM1 varied.
Also shown are the full one-loop corrected decay widths omitting the absorptive contributions (“full R”). First
row: Γ(χ̃−

2 → χ̃0
1H

−), second row: Γ(χ̃−
2 → χ̃0

2H
−), third row: Γ(χ̃−

2 → χ̃0
3H

−), fourth row: Γ(χ̃−
1 → χ̃0

1H
−.
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We review the computation of the one-loop radiative corrections from the neutrino/ sneutrino sector to
the lightest Higgs boson mass, Mh, within the context of the so-called MSSM-seesaw scenario. This model
introduces right handed neutrinos and their supersymmetric partners, the sneutrinos, including Majorana
mass terms. We find negative and sizeable corrections to Mh, up to −5 GeV for a large Majorana scale,
1013 − 1015 GeV, and for the lightest neutrino mass in a range 0.1 − 1 eV. The corrections to Mh are
substantially larger than the anticipated ILC precision for large regions of the MSSM-seesaw parameter
space.

1 Introduction

The current experimental data on neutrino mass differences and neutrino mixing angles clearly indicate
new physics beyond the so far successful Standard Model (SM) of Particle Physics. In particular, neutrino
oscillations imply that at least two generations of neutrinos must be massive. Therefore, one needs to extend
the SM to incorporate neutrino mass terms.

We have explored [4] the simplest version of a Supersymmetric extension of the SM, the well known
Minimal Supersymmetric Standard Model (MSSM), extended by right-handed Majorana neutrinos and where
the seesaw mechanism of type I [2] is implemented to generate the small neutrino masses. For simplicity, as
a first step, we focus here in the one generation case.

On the other hand, it is well known that heavy Majorana neutrinos, with a Majorana mass scale mM ∼
1013 − 1015 GeV, induce large LFV rates [3], due to their potentially large Yukawa couplings to the Higgs
sector. For the same reason, radiative corrections to Higgs boson masses due to such heavy Majorana
neutrinos could also be relevant. Consequently, our study has been focused on the radiative corrections to
the lightest MSSM CP-even h boson mass, Mh, due to the one-loop contributions from the neutrino/sneutrino
sector within the MSSM-seesaw framework.

In the following we briefly review the main relevant aspects of the calculation of the mass corrections
and the numerical results. Further details can be found in [4], where also an extensive list with references
to previous works can be found.

2 The MSSM-seesaw model

The MSSM-seesaw model with one neutrino/sneutrino generation is described in terms of the well known
MSSM superpotential plus the new relevant terms given as:

W = ǫij

[
YνĤi

2 L̂jN̂ − YlĤ
i
1 L̂j R̂

]
+

1

2
N̂ mM N̂ , (1)
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where N̂ = (ν̃∗
R, (νR)c) is the additional superfield that contains the right-handed neutrino νR and its scalar

partner ν̃R.
There are also new relevant terms in the soft SUSY breaking potential:

V ν̃
soft = m2

L̃
ν̃∗

Lν̃L + m2
R̃
ν̃∗

Rν̃R + (YνAνH2
2 ν̃Lν̃∗

R + mMBν ν̃Rν̃R + h.c.) . (2)

After electro-weak (EW) symmetry breaking, the charged lepton and Dirac neutrino masses can be
written as

ml = Yl v1 , mD = Yν v2 , (3)

where vi are the vacuum expectation values (VEVs) of the neutral Higgs scalars, with v1(2) = v cos(sin)β
and v ≃ 174 GeV.

The 2 × 2 neutrino mass matrix is given in terms of mD and mM by:

Mν =

(
0 mD

mD mM

)
. (4)

Diagonalization of Mν leads to two mass eigenstates, which are Majorana fermions with the respective mass
eigenvalues given by:

mν, N =
1

2

(
mM ∓

√
m2

M + 4m2
D

)
. (5)

In the seesaw limit, i.e. when ξ ≡ mD

mM
≪ 1 , one finds,

mν = −mDξ + O(mDξ3) ≃ − m2
D

mM
, mN = mM + O(mDξ) ≃ mM . (6)

Regarding the sneutrino sector, the sneutrino mass matrices for the CP-even, M̃+, and the CP-odd, M̃−,
subsectors are given respectively by

M̃2
± =

(
m2

L̃
+ m2

D + 1
2M2

Z cos 2β mD(Aν − µ cotβ ± mM )

mD(Aν − µ cotβ ± mM ) m2
R̃

+ m2
D + m2

M ± 2BνmM

)
. (7)

The diagonalization of these two matrices, M̃2
±, leads to four sneutrino mass eigenstates. In the seesaw limit,

where mM is much bigger than all the other scales the corresponding sneutrino masses are given by:

m2
ν̃+,ν̃− = m2

L̃
+

1

2
M2

Z cos 2β ∓ 2mD(Aν − µ cotβ − Bν)ξ ,

m2
Ñ+,Ñ−

= m2
M ± 2BνmM + m2

R̃
+ 2m2

D . (8)

Finally, in the interaction Lagrangian that is relevant for the present work, there are terms already present
in the MSSM: the pure gauge interactions between the left-handed neutrinos and the Z boson, those between
the ’left-handed’ sneutrinos and the Higgs bosons, and those between the ’left-handed’ sneutrinos and the
Z bosons. In addition, in this MSSM-seesaw scenario, there are interactions driven by the neutrino Yukawa
couplings (or equivalently mD since Yν = (gmD)/(

√
2MW sin β)), as for instance ghνLνR = − igmD cos α

2MW sin β , and
new interactions due to the Majorana nature driven by mM , which are not present in the case of Dirac
fermions, as for instance ghν̃Lν̃R = − igmDmM cos α

2MW sin β . Besides, the Higgs boson sector in the MSSM-seesaw
model is as in the MSSM.

3 Calculation

In the Feynman diagrammatic (FD) approach the higher-order corrected CP-even Higgs boson masses in
the MSSM, denoted here as Mh and MH , are derived by finding the poles of the (h, H)-propagator matrix,
which is equivalent to solving the following equation [1]:

[
p2 − m2

h + Σ̂hh(p2)
] [

p2 − m2
H + Σ̂HH(p2)

]
−

[
Σ̂hH(p2)

]2

= 0 , (9)
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where mh,H are the tree level masses. The one loop renormalized self-energies, Σ̂φφ(p2), in (9) can be
expressed in terms of the bare self-energies, Σφφ(p2), the field renormalization constants δZφφ and the mass
counter terms δm2

φ, where φ stands for h, H . For example, the lightest Higgs boson renormalized self energy
reads:

Σ̂hh(p2) = Σhh(p2) + δZhh(p2 − m2
h) − δm2

h . (10)

Regarding the renormalization prescription, we have used an on-shell renormalization scheme for MZ , MW

and MA mass counterterms and Th, TH tadpole counterterms. On the other hand, we have used a modified
DR scheme

(
mDR

)
for the renormalization of the wave function and tan β . The mDR scheme is very similar

to the well known DR scheme but instead of subtracting the usual term proportional to ∆ = 2
ǫ −γE +log(4π)

one subtracts the term proportional to ∆m = ∆ − log(m2
M/µ2

DR
), hence, avoiding large logarithms of the

large scale mM . As studied in other works [5], this scheme minimizes higher order corrections when two very
different scales are involved in a calculation of radiative corrections.

The full one-loop ν/ν̃ corrections to the self-energies, Σ̂
ν/ν̃
hh , Σ̂

ν/ν̃
HH and Σ̂

ν/ν̃
hH , entering (9) have been

evaluated with FeynArts and FormCalc [6]. The new Feynman rules for the ν/ν̃ sector are inserted into a
new model file. Since we are interested in exploring the relevance of the new radiative corrections to Mh

from the neutrino/sneutrino sector, we will present here our results in terms of the mass difference with
respect to the MSSM prediction. Consequently, we define,

∆mmDR
h := M

ν/ν̃
h − Mh, (11)

where M
ν/ν̃
h denotes the pole for the light Higgs mass including the ν/ν̃ corrections (i.e. in the MSSM-

seesaw model), and Mh the corresponding pole in the MSSM, i.e without the ν/ν̃ corrections. Thus, for
a given set of input parameters we first calculate Mh in the MSSM with the help of FeynHiggs [7], such
that all relevant known higher-order corrections are included. Then we add the new contributions from the

neutrino/sneutrino sector and eventually compute ∆mmDR
h .

4 Results

We have obtained the full analytical results for the renormalized Higgs boson self-energies and their expres-
sions in the seesaw limit. In order to understand in simple terms the analytical behavior of our full numerical
results we have expanded the renormalized self-energies in powers of the seesaw parameter ξ = mD/mM :

Σ̂(p2) =
(
Σ̂(p2)

)
m0

D

+
(
Σ̂(p2)

)
m2

D

+
(
Σ̂(p2)

)
m4

D

+ . . . . (12)

The zeroth order of this expansion is precisely the pure gauge contribution and it does not depend on mD

or mM . Therefore, it corresponds to the result in the MSSM. The rest of the terms of the expansion are
the Yukawa contribution. The leading term of this Yukawa contribution is the O(m2

D) term, because it
is the only one not suppressed by the Majorana scale. In fact it goes as Y 2

ν M2
EW, where M2

EW denotes
generically the electroweak scales involved, concretely, p2, M2

Z and M2
A. In particular, the O(p2m2

D) terms
of the renormalized self-energy, which turn out to be the most relevant leading contributions, separated into
the neutrino and sneutrino contributions, read:

Σ̂mDR
hh

∣∣∣
m2

Dp2
∼ h h +

νL

νR

h h

ν̃L

ν̃R

∣∣∣∣∣∣∣
m2

Dp2

∼ g2p2m2
Dc2

α

64π2M2
W s2

β

+
g2p2m2

Dc2
α

64π2M2
W s2

β

. (13)

Notice that the above neutrino contributions come from the Yukawa interaction ghνLνR , which is extremely
suppressed in the Dirac case but can be large in the Majorana case. The sneutrino contributions come from
the new couplings ghν̃Lν̃R , which are not present in the Dirac case. It is also interesting to remark that these
terms, being ∼ p2, depend on the external momentum. Therefore, at large mM , to keep just the Yukawa
part is a good approximation, but to neglect the momentum dependence or to set the external momentum
to zero are certainly not. In consequence, the effective potential method will not provide a realistic result
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for the radiative corrections to the Higgs mass. Similarly, obtaining the leading logarithmic terms in a RGE
computation, would also miss these finite terms.

The behaviour of the renormalized self-energy with all others parameters entering in the computation
have been discussed in [4]. According to our detailed analysis in this paper, the most relevant parameters
for our purposes are: mM (or, equivalently, the heaviest physical Majorana neutrino mass mN ), mν and the
soft SUSY breaking parameters mR̃ and Bν . In the literature it is often assumed that mM has a very large
value, mM ∼ O(1014−15) GeV, in order to get |mν | ∼ 0.1 - 1 eV with large Yukawa couplings Yν ∼ O(1).
This is an interesting possibility since it can lead to important phenomenological implications due to the
large size of the radiative corrections driven by these large Yν . We have explored, however, not only these
extreme values but the full range for mM : ∼ 102 − 1015 GeV.
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Figure 1: One-loop corrections to Mh from the neutrino/sneutrino sector as a function of mM for: mR̃ <
1013 GeV (left panel) and 1013 GeV < mR̃ < 1014 GeV (right panel).

Fig. 1 shows the predictions for ∆mmDR
h as a function of mM , for several input mR̃ values. The Higgs

mass corrections are positive and below 0.1 GeV if mM
<∼ 5 × 1013 GeV and mR̃ < 1012 GeV (left panel).

For larger Majorana mass values, the corrections get negative and grow up to a few GeV; ∆mmDR
h = −2.15

GeV for mM = 1015 GeV. The results in the right plot show that for larger values of the soft mass,
mR̃

>∼ 1013 GeV, the Higgs mass corrections are negative and can be sizeable, a few tens of GeV, reaching
their maximum values at mR̃ ≃ mM .

The results of the Higgs mass corrections in terms of the two relevant physical Majorana neutrino masses,
light |mν | and heavy mN , are summarized in the left plot of Fig. 2. For values of mN < 3 × 1013 GeV and
|mν | < 0.1 − 0.3 eV the corrections to Mh are positive and smaller than 0.1 GeV. In this region, the gauge

contribution dominates. In fact, the wider black contour line with fixed ∆mmDR
h = 0.09 coincides with the

prediction for the case where just the gauge part in the self-energies have been included. This means that ’the
distance’ of any other contour-line respect to this one represents the difference in the radiative corrections
respect to the MSSM prediction. For larger values of mN and/or |mν | the Yukawa part dominates, and the
radiative corrections become negative and larger in absolute value, up to about −5 GeV in the right upper
corner of this figure. These corrections grow in modulus proportionally to mM and mν , due to the fact that
the seesaw mechanism impose a relation between the three masses involved, m2

D = |mν |mN .

Finally, we present in the right plot of Fig. 2 the contour-lines for fixed ∆mmDR
h in the less conservative

case where mR̃ is close to mM . These are displayed as a function of |mν | and the ratio mR̃/mM . mM is
fixed to 1014 GeV. For the interval studied here, we see again that the radiative corrections can be negative

and as large as tens of GeV in the upper right corner of the plot. For instance, ∆mmDR
h = −30 GeV for

|mν | = 0.6 eV and mR̃/mM = 0.7.

To summarize: for some regions of the MSSM-seesaw parameter space, the corrections to Mh are of
the order of several GeV. For all soft SUSY-breaking parameters at the TeV scale we find correction of up
to −5 GeV to Mh. These corrections are substantially larger than the anticipated ILC precision of about
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Figure 2: Contour-lines for the Higgs mass corrections from the ν/ν̃ sector as a function of: |mν | and mN

(left panel) and the ratio mR̃/mM and |mν | (right panel). The other parameters are: Aν = Bν = mL̃ =
mR̃ = 103 GeV, tanβ = 5, MA = 200 GeV, µ = 200 GeV.

50 MeV (and also larger than the anticipated LHC precision of ∼ 200 MeV). Consequently, they should be
included in any phenomenological analysis of the Higgs sector in the MSSM-seesaw.
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The Higgs sector of the NMFV MSSM at the ILC
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We calculate the one-loop corrections to the Higgs boson masses within the context of the MSSM with
Non-Minimal Flavor Violation in the squark sector. We take into account all the relevant restrictions
from BR(B → Xsγ), BR(Bs → µ+µ−) and ∆MBs . We find sizable corrections to the lightest Higgs
boson mass that are considerably larger than the expected ILC precision for acceptable values of the
mixing parameters δXY

ij . We find δLR
ct and δRL

ct specially relevant, mainly at low tan β.

1 Introduction

We review the one-loop corrections to the Higgs boson masses in the MSSM with Non-Minimal Flavor
Violation (NMFV) [1]. The flavor violation is generated from the hypothesis of general flavor mixing in
the squark mass matrices, parameterized by a complete set of δXY

ij (X, Y = L, R; i, j = t, c, u or b, s, d).

The corrections to the Higgs masses are calculated in terms of these δXY
ij taking into account all relevant

restrictions from B-physics data. In particular the present constraints from BR(B → Xsγ), BR(Bs → µ+µ−)
and ∆MBsare demanded to be fulfilled and our predictions are also compared within NMFV scenarios with
the SM predictions. For completeness, we include below the present experimental data [2], and the predictions
within the SM [3]:

BR(B → Xsγ)exp = (3.55 ± 0.26) × 10−4 ; BR(B → Xsγ)SM = (3.15 ± 0.23) × 10−4 (1)

BR(Bs → µ+µ−)exp < 1.1 × 10−8 (95% CL); BR(Bs → µ+µ−)SM = (3.6 ± 0.4) × 10−9 (2)

∆MBsexp = (117.0 ± 0.8) × 10−10 MeV ; ∆MBsSM = (117.1+17.2
−16.4) × 10−10 MeV . (3)

Here we focus on the analysis of the Higgs mass corrections that are originated from the flavor mixing
between the second and third generations which is the relevant one in B physics and devote special attention
to the LR/RL sector. These kind of mixing effects are expected to be sizable, since they enter the off-diagonal
A parameters, which appear directly in the coupling of the Higgs bosons to scalar quarks.

In the following we briefly review the main relevant aspects of the calculation and present the numerical
results focusing on the light Higgs boson. For further details we address the reader to the full version of our
work [1], where also an extensive list with references to related works can be found.

2 SUSY scenarios with Non-Minimal Flavor Violation

The usual procedure to introduce general flavor mixing in the squark sector is to include the non-diagonality
in flavor space in the Super-CKM basis. These squark flavor mixings are usually described in terms of a

∗Preprint number: IFT-UAM/CSIC-12-10
†Talk given by M. Arana-Catania at LCWS11
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set of dimensionless parameters δXY
ij (X, Y = L, R; i, j = t, c, u or b, s, d), introduced in the SUSY-breaking

matrices (after RGE running) at low energy as follows,

m2
ŨL

=




m2
ŨL11

0 0

0 m2
ŨL22

δLL
23 mŨL22

mŨL33

0 δLL
23 mŨL22

mŨL33
m2

ŨL33


 ; m2

D̃L
= V †

CKMm2
ŨL

VCKM (4)

v2Au =




0 0 0
0 0 δLR

ct mŨL22
mŨR33

0 δRL
ct mŨR22

mŨL33
mtAt


 (5)

m2
ŨR

=




m2
ŨR11

0 0

0 m2
ŨR22

δRR
ct mŨR22

mŨR33

0 δRR
ct mŨR22

mŨR33
m2

ŨR33


 (6)

and analogously for v1Ad and m2
D̃R

, changing the up-type indexes to the down-type ones in v2Au and

m2
ŨR

, correspondingly. The flavor diagonal entries in these matrices at low energy are found here as usual,

namely after RGE running and assuming universality conditions for the soft parameters at the GUT scale
(i.e. within constrained models).

In the present study we will restrict ourselves to the case where there is flavor mixing exclusively between
the second and third squark generation. These mixings are known to produce the largest flavor violation
effects in B meson physics since their size are usually governed by the third generation quark masses. On
the other hand, and in order to reduce further the number of independent parameters, we will focus in
the following analysis on constrained SUSY scenarios, where the soft mass parameters fulfill universality
hypothesis at the gauge unification (GUT) scale. Concretely, we will restrict ourselves here to the so-called
Constrained MSSM (CMSSM) which is defined by m0, m1/2, A0, sign(µ), tan β, where A0 is the universal
trilinear coupling, m0 and m1/2 are the universal scalar mass and gaugino mass, respectively, at the GUT
scale, sign(µ) is the sign of the µ parameter and tan β = v2/v1.

For the following numerical estimates we will chose two particular points in the CMSSM that are examples
of scenarios with moderate and very heavy sparticles masses, respectively. Firstly, we set the well-known
benchmark point SPS2, with m0 = 1450 GeV, m1/2 = 300 GeV, A0 = 0, sign(µ) > 0, tanβ = 10. Secondly,
we study a peculiar scenario, nowadays favored by LHC recent data, where the SUSY particles are rather
heavy, at the TeV scale, but still the Higgs particle is light. We name this scenario as VHeavyS, defined by
m0 = m1/2 = −A0 = 800 GeV, sign(µ) > 0, tanβ = 5 and where mMSSM

h = 120GeV. The corresponding
analysis for other points in the CMSSM and other scenarios as the Non Universal Higgs Mass case can be
found in [1].

3 Results

In this section we review our numerical results for the radiative corrections to the Higgs boson mass mh from
flavor mixing within NMFV-SUSY scenarios. Since all one-loop corrections in the present NMFV scenario
are common to the MSSM except for the corrections from squarks, which depend on the δXY

ij values, we will
focus just on the results of these corrections as a function of the flavor mixing parameters, and present the
differences with respect to the predictions within the MSSM. Correspondingly, we define:

∆mh(δXY
ij ) ≡ mNMFV

h (δXY
ij ) − mMSSM

h (7)

where mNMFV
h (δXY

ij ) and mMSSM
h have been calculated at the one-loop level. It should be noted that

mNMFV
h (δXY

ij = 0) = mMSSM
h and, therefore, by construction, ∆mh(δXY

ij = 0) = 0, and ∆mh gives the

size of the one-loop NMFV contributions to mh. The numerical calculation of mNMFV
h (δXY

ij ) and mMSSM
h

has been done with FeynHiggs [4]. The numerical calculations of the rates for the B observables have been
done with the FORTRAN subroutine BPHYSICS included in the SuFla code [5], which we have conveniently
modified as to include all the relevant contributions within NMFV scenarios (for more details see [1]).
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In Fig.1 we show the numerical results for ∆mh as a function of the various δXY
ij . We have also included

our predictions for BR(B → Xsγ), BR(Bs → µ+µ−) and ∆MBsand their corresponding experimental
allowed areas.

In order to conclude on the allowed delta intervals by B physics data, we have assumed that our pre-
dictions of the B observables within SUSY-NMFV scenarios have a somewhat larger theoretical error than
the SM prediction. Then, by adding linearly the experimental uncertainty (that we take as 3σexp) and the
theoretical uncertainty, a given δXY

ij value is considered by us to be allowed by data if the total predicted
ratios lie in the following intervals:

2.08 × 10−4 < BR(B → Xsγ) < 5.02 × 10−4, (8)

BR(Bs → µ+µ−) < 1.22 × 10−8, (9)

63 × 10−10 < ∆MBs(MeV) < 168.6 × 10−10. (10)

In table ?? we summarize the total allowed delta intervals by BR(B → Xsγ), BR(Bs → µ+µ−) and
∆MBs for SPS2. Notice that for δRR

sb there are two very narrow allowed region close to ±1, which indeed
for SPS2 reduce just to the two single allowed values ±0.99.
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Figure 1: Sensitivity to the NMFV deltas for the SPS2 point for different observables: ∆mh (left upper
panel), BR(B → Xsγ) (right upper panel), BR(Bs → µ+µ−) (left bottom panel), ∆MBs(right bottom
panel). The experimental allowed areas in the plot for B physics observables (3σexp for BR(B → Xsγ) and
∆MBs , 95% CL bound for BR(Bs → µ+µ−) ) are the horizontal colored bands. The SM prediction for the
B physics observables and the theory uncertainty (red bar) is displayed on the right axis, correspondingly.

As we can see in Fig.1, the most restrictive observables are BR(B → Xsγ) and ∆MBs , leading to the
total allowed delta intervals summarized in table ??. The main conclusion from this table is that the NMFV
deltas in the top-sector can be sizeable |δXY

ct |, larger than O(0.1) and still compatible with B physics data.
In particular δRR

ct is the less constrained parameter. The parameters on the bottom-sector are, in contrast,

3

338



SPS2 Total allowed intervals

δLL
23 (-0.37:0.34)

δLR
ct (-0.46:0.46)

δLR
sb (-0.0069:0) (0.048:0.055)

δRL
ct (-0.39:0.39)

δRL
sb (-0.014:0.014)

δRR
ct (-1.0:0.99)

δRR
sb (-0.99) (-0.39:0.39) (0.99)

quite constrained. The most tightly constrained are clearly δLR
sb and δRL

sb . Similar conclusions are found for
other CMSSM points studied in [1].

Regarding the size of the mass corrections, ∆mh, we clearly see in this figure that they can be sizable
for non-vanishing deltas in the allowed intervals by B physics data. In particular for δLR

ct and δRL
ct they can

be positive and up to about 4 GeV or negative and up to tens of GeV. δRR
ct yields negative corrections and

up to about 4 GeV.

In order to explore further the size of the Higgs mass corrections, we have computed numerically the size
of ∆mh as a function of two non-vanishing deltas and have looked for areas in these two dimensional plots
that are allowed by B physics data (see Fig.3 for the color code of the allowed/disallowed areas). The results
for VHeavyS are displayed in Fig.2. Contour lines corresponding to mass corrections ∆mh above 60 GeV or
below -60 GeV have not been represented.

As we can see, the largest mass corrections ∆mh found, being allowed by B physics data occur in the
(δLL

23 , δLR
ct ) and (δLL

23 , δRL
ct ) planes. This applies also to the other points studied in [1]. They can be as large

as −60 GeV for δLR
ct or δRL

ct close to ±0.3. Again these large corrections from the LR and RL parameters
are due to the A-terms. Generically, the plots with largest allowed regions and with largest Higgs mass
corrections correspond to scenarios with low tan β = 5 and heavy spectra like the VHeavyS point considered
here.

There are also important corrections in the allowed areas of the two dimensional plots of (δLL
23 , δRR

ct )
for some of the studied points, particularly for SPS5 (and to a lesser extent for SPS2). For the first the
corrections can be as large as -50 GeV for δRR

ct close to ±0.5. In the case of SPS2 they can be up to -2 GeV
for this same region.

Regarding the plots involving the down-type squark sector deltas it is clear that the constraints from
B physics data are so tighted that the Higgs mass corrections found are very tiny.

4 Conclusions

We have reviewed the analysis of the one-loop corrections to the Higgs boson masses in the MSSM with
Non-Minimal Flavor Violation, assuming that the flavor violation is being generated from the hypothesis of
general flavor mixing in the squark mass matrices. Here we have focused on the analysis of the light Higgs
mass corrections that are originated from the flavor mixing between the second and third generations, and
that are compatible with the constraints from BR(B → Xsγ), BR(Bs → µ+µ−) and ∆MBsdata.

We found large corrections, mainly for the low tan β case, up to several tens of GeV for mh. These
corrections are specially relevant in the case of the light MSSM Higgs boson since they can be negative and
up to three orders of magnitude larger than the anticipated ILC precision of 50 MeV [6]. Consequently,
these corrections should be taken into account in any Higgs boson analysis in the NMFV MSSM framework.
Conversely, in the case of a Higgs boson mass measurement these corrections might be used to set further
constraints on δXY

ij . The present work clearly indicates that the flavor mixing parameters δLR
ct and δRL

ct

are severely constrained by the present bounds on the lightest Higgs boson mass within the NMFV-MSSM
scenarios.
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Figure 2: ∆mh (GeV) contour lines from our two deltas analysis for VHeavyS. The color code for the
allowed/disallowed areas by B physics data is given in fig.3
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Figure 3: Legend of plots for Fig. 2. Each colored area represents the disallowed region by the specified
observable/s inside each box. A white central area represents a region that is allowed by all B physics data
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Higgs-Radion interpretation of the LHC data?

We explore a Higgs-radion interpretation of the LHC Higgs-like excesses seen by ATLAS and CMS in
the current data set.

1 Introduction
The two simplest ways of reconciling the weak energy scale O(1 TeV) and the much higher GUT or reduced
Planck mass scale mPl ∼ O(1018 GeV) in a consistent theory are (i) to employ supersymmetry or (ii) to
introduce one or more warped extra dimensions. In this contribution, I summarize the results of [1] in which
we pursue the 5D version of the latter introduced by Randall and Sundrum (RS) [2], but modified in that all
fields other than the Higgs reside in the bulk. Having the gauge and fermion fields in the bulk is needed to
adequately suppress flavor changing neutral current (FCNC) operators and to keep corrections to precision
electroweak (PEW) observables small [3, 4, 5, 6, 7, 8, 9, 10]. .

By placing the Higgs field on the TeV brane its vev can naturally be order a TeV vs mPl as a result of the
RS metric “warp factor” Ω0 ≡ e−m0b0/2: v0 = Ω0mPl <∼ 1 TeV for m0b0/2 ∼ 35. (Our notation will basically
follow that of [11]. ) This is a great improvement compared to the original problem of accommodating both
the weak and the Planck scale within a single theory.

The quantum excitations of the gravitational metric are the Kaluza-Klein (KK) modes hnµν(x) (with
mass mn) and the quantum excitation associated with the distance between the two branes is the radion
field φ0(x). The vacuum expectation value of the radion field is denoted by Λφ which is related to the
Planck mass by Λφ =

√
6Ω0mPl. To solve the hierarchy problem, Λφ should be no larger than 10 TeV, with

Λφ ∼ 1− 3 TeV preferred. In addition to the radion, the model contains a conventional Higgs boson, h0.
The ratio m0/mPl is a particularly crucial parameter that characterizes the 5-dimensional curvature. As

discussed shortly, large curvature values m0/mPl >∼ 0.5 are favored for fitting the LHC Higgs excesses and by
bounds on FCNC and PEW constraints. In early discussions of the RS model it was argued that R5/M

2
5 < 1

(M5 being the 5D Planck scale and R5 = 20m2
0 the size of the 5D curvature) is needed to suppress higher

curvature terms in the 5D action, which leads to m0/mPl <∼ 0.15 being preferred. However [10] argues that
R5/Λ

2 (with Λ being the energy scale at which the 5D gravity theory becomes strongly coupled, estimated
by naive dimensional analysis to be Λ ∼ 2

√
3πM5) is the appropriate measure, implying that values as large

as m0/mPl <
√

3π3/(5
√

5) ∼ 3 are acceptable.

Let us comment on how it is that propagation of the gauge and matter fields in the bulk can ameliorate
the FCNC and PEW problems. In this case, the SM particles are the zero-modes of the 5D fields and
the profile of a SM fermion in the extra dimension can be adjusted using a mass parameter. If 1st and
2nd generation fermion profiles peak near the Planck brane then FCNC operators and PEW corrections
will be suppressed by scales � TeV. Even with this arrangement it is estimated that the masses of the
first KK excitations g1, W 1 and Z1 must be larger than about 3 TeV (see the summary in [10]). Another
more direct bound on the g1 mass comes from collider experiments. First, there is a universal component
to the light quark coupling qqg1 that is roughly equal to the SM coupling g times a factor of ζ−1, where

ζ ∼
√

1
2m0b0 ∼ 5− 6. The suppression is due to the fact that the light quarks are localized near the Planck

brane whereas the KK gluon is localized near the TeV brane. Even with such suppression, the LHC g1

production rate due to uū and dd̄ collisions is large. Further, the tRt̄Rg
1 coupling is large since the tR profile

peaks near the TeV brane – the prediction of [12] is gtR t̄Rg1 ∼ ζg. As a result, the dominant decay of the
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g1 is to tt̄. ATLAS and CMS search for tt̄ resonances at high mass. Using gqq̄g1 ∼ g/5, q = u, d, one finds
a lower bound of mg

1
>∼ 1.5 TeV [13] using an update of the analysis of [12]. ([14] gives a weaker bound of

mg
1 > 0.84 TeV.) .

In terms of Λφ, we have the following relations:

m0

mPl
=

√
6

xg1

mg
1

Λφ
' mg

1

Λφ
, and

1

2
m0b0 = − log

(
Λφ√
6mPl

)
(1)

where xg1 = 2.45 is the 1st zero of an appropriate Bessel function. If the model really solves the hierarchy
problem then Λφ cannot be much larger than 1 TeV and certainly Λφ ≤ 10 TeV. If we adopt the CMS
limit of mg

1 > 1.5 TeV then Eq. (1) implies a lower limit on the 5-dimensional curvature of m0/mPl >∼ 0.15.
Thus, a significant lower bound on mg

1 implies that only relatively large values for m0/mPl are allowed. As
discussed above, m0/mPl values up to ∼ 2− 3 are probably consistent with curvature corrections to the RS
scenario being small. Still, tension between the lower bound on mg

1 and keeping acceptably small m0/mPl

could increase to an unacceptable point as the LHC data set increases. We will discuss the phenomenology
that applies if the value of Λφ for any given (m0/mPl) is tied to the lower bound of mg

1 = 1.5 TeV using
Eq. (1). Alterations to the phenomenology using mg

1 = 3 TeV, as perhaps preferred by PEW constraints,
will also be illustrated.

However, as described in [1], there are alternative approaches in which the tie between mg
1 and Λφ of

Eq. (1) is not present or is very uncertain. In this case, it becomes appropriate to discuss the phenomenology
that arises for fixed Λφ as m0/mPl is varied. This will be discussed for Λφ = 1 TeV and 1.5 TeV.

Since the radion and Higgs fields have the same quantum numbers, it is generically possible to introduce
mixing between them. The mixing action [15] has magnitude dictated by a coefficient parameter ξ. The
physical mass eigenstates, h and φ, are obtained by diagonalizing and canonically normalizing the kinetic
(and mass) terms in the Higgs-radion Lagrangian. The diagonalization procedures and results for the h and
φ using our notation can be found in [11] (see also [15, 16]). The resulting Feynman rules for the h and φ
were obtained in, for example, [11] (see also [15, 16]) in the case where SM fields do not propagate in the
bulk. However, as noted earlier, preventing large FCNC and PEW corrections requires that the gauge and
fermion fields propagate in the bulk. The full Feynman rules after mixing for the h and φ interactions with
gauge bosons and fermions located in the bulk were derived in [17]. These Feynman rules are summarized
in our notation in [1]. There are important modifications to the anomaly induced γγ and gg couplings as
well as to the WW and ZZ couplings

For the fermions, we assume profiles such that there are no corrections to the h0 and φ0 couplings due
to propagation in the bulk. This is a very good approximation for the top quark quark which must be
localized near the TeV brane. Also for the bottom quark the approximation is better than 20%, see [17].
Even though the approximation is not necessarily good for light quarks, it is only the heavy quarks that
impact the phenomenology of the Higgs-radion system.

In fact, the LHC Higgs-like excesses provide substantial motivation for considering a Higgs-radion RS
model. The reasons are as follows. First, the most prominent excesses are in the vicinity of 125 GeV. This
is an ”awkward” mass for both a SM Higgs boson, in that for this mass the SM cannot be valid all the way
up to mPl, and for supersymmetric models, in that fine-tuning is substantial for the large squark masses
needed to achieve such a high mass, especially in the minimal supersymmetric model (MSSM). Further, the
LHC excesses at 125 GeV in the γγ (and perhaps also the ZZ → 4` channel) appear to be larger than
predicted for a SM Higgs boson. If confirmed, this, of course, rules out the SM and is also rather awkward
for supersymmetric models with universal or sem-universal GUT scale boundary conditions. In contrast,
excesses larger than SM expectations are natural in the context of the Higgs-radion RS model. This is
because of the anomalous couplings of the radion to two gluons and to two photons that can, in particular,
combine to give values larger than one for the ratios

Rh(X) ≡ Γh(gg)BR(h→ X)

ΓhSM
(gg)BR(hSM → X)

, and/or Rφ(X) ≡ Γφ(gg)BR(φ→ X)

ΓhSM
(gg)BR(hSM → X)

, (2)

where numerator and denominator are computed for the same mass, for X = γγ and X = 4` for the h
and φ mass eigenstates. (We note that the production of the h and φ are dominated by gg → h, φ at the
LHC.) Finally, the CMS data shows Higgs-like excesses not only at 125 GeV, but also at other masses, most
notably at ∼ 120 GeV in the 4` channel and at 137 GeV in the γγ channel. Obviously, this requires more
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than one Higgs-like state. If confirmed, this would rule out the SM. And, supersymmetric model parameter
choices with R(X) values larger than one at two masses have not yet been found. In the Higgs-radion RS
model, it is quite easy to obtain R(X) > 1 at two masses and even more Higgs-like excesses can in principle
be accommodated by expanding the Higgs sector of the model.

We have concentrated on the situations where either just the∼ 125 GeV excesses survive (withR(γγ) > 1)
or, in addition, there is a 4` excess at ∼ 120 GeV or a γγ excess at 137 GeV. It is particularly easy to
obtain an approximate fit to the γγ excess at 125 GeV alone or to the γγ excesses at both 125 GeV and
137 GeV since it is most typically the case that R(γγ) > R(4`) at both the physical Higgs and the physical
radion masses. However, there is a choice of parameters in the model where Λφ and m0/mPl can be set
independently of mg

1 for which at 120 GeV there is an excess in 4` but no excess in γγ while at the same
time there are both γγ and 4` excesses at 125 GeV.

Finally, we note that in the most general model it is necessary to consider KK excitations in the loops
responsible for the gg and γγ couplings of the unmixed h0. However, these contributions are only large if the
”Y2” and ”Y1” 5D quark Yukawa couplings are comparable. If |Y2| � |Y1|, a limit in which FCNC problems
are minimal, these KK excitation corrections are quite small. (For more details, see [1].) Our results assume
that this limit applies.

2 LHC Excesses
Our focus will be on the excesses seen in the γγ and 4` final states that have excellent mass resolution. As
already noted, in the context of the Higgs-radion model with just a single h0 at most signals at two different
masses can be described. We will consider three cases, labelled as ATLAS, CMSA and CMSB. We quantify
the excesses in terms of the best fit value for R(X) ≡ σ(X)/σSM(X) for a given final state X. Errors quoted
for the excesses are those for ±1σ. The mass locations and excesses in the γγ and 4` channels in these three
cases are taken from Figs. 8a and 8b of [18] in the ATLAS case and from the appropriate windows of Fig. 14
of [19] in the case of CMSA and CMSB.

Table 1: Three scenarios for LHC excesses in the γγ and 4` final states.

125 GeV (ATLAS) or 124 GeV (CMS) 120 GeV 137 GeV

ATLAS R(γγ) ∼ 2.0+0.8
−0.8 no excesses no excesses

R(4`) ∼ 1.5+1.5
−1.0

CMSA R(γγ) ∼ 1.7+0.8
−0.7 R(4l) ∼ 2.0+1.5

−1.0 no excesses
R(4`) ∼ 0.5+1.1

−0.7 R(γγ) < 0.5

CMSB R(γγ) ∼ 1.7+0.8
−0.7 no excesses R(γγ) ∼ 1.5+0.8

−0.8

R(4`) ∼ 0.5+1.1
−0.7 R(4`) < 0.2

As discussed above, it is appropriate to consider two different kinds of models: one in which Λφ, m0/mPl

and mg
1 are tied together as given in Eq. (1) and there is strong lower bound on the masses of the first

excitations of the gauge bosons; and one in which there is no such tie and it is appropriate to consider
phenomenology for a given fixed Λφ with varying m0/mPl. We consider these two alternatives in turn.

2.1 Lower bound on mg
1

In this section, we consider a model along the lines of [12] in which FCNC and PEW constraints are satisfied
by virtue of the fermionic profiles being peaked fairly close to the Planck brane leading to fairly definitive
couplings of the fermions to the excited gauge bosons. As described earlier, a lower bound of mg

1 ∼ 1.5 TeV
can be obtained from LHC data while FCNC and PEW constraints suggest a still higher bound of ∼ 3 TeV.
We will show some results for both choices as we step through various possible mass locations for the Higgs
and radion that are motivated by the LHC excesses in the γγ and/or 4` channels. In what follows, each
plot will be labelled by the value of m0/mPl chosen and the corresponding mPlΩ0 value as calculated for
the fixed mg

1 using Eq. (1).
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Figure 1: For mh = 125 GeV and mφ = 120 GeV, we plot Rh(X) and Rφ(X) for X = γγ and X = ZZ
(equivalent to X = 4`) as a function of ξ, assuming mg

1 = 1.5 TeV.

2.1.1 Signal at only 125 GeV

In Fig. 1 we illustrate some possibilities for mh = 125 GeV and mφ = 120 GeV taking mg
1 = 1.5 TeV. First,

we note that to get an enhanced γγ rate at 125 GeV, it is necessary to have m0/mPl >∼ 0.4 and ξ < 0. In
order to have small Rφ(γγ) and Rφ(4`) at 120 GeV while at the same time Rh(γγ) >∼ 1.5 at 125 GeV, for
consistency with the ATLAS scenario, then m0/mPl = 0.4 and ξ ∼ −0.09 are good choices. The somewhat
larger associated value of Rh(4`) is still consistent within errors with the ATLAS observation at 125 GeV.
We note that for the reversed assignments of mh = 120 GeV and mφ = 125 GeV, we cannot find parameter
choices that yield a decent description of the ATLAS 125 GeV excesses with Rh(γγ) and Rh(4`) being
sufficiently suppressed at 120 GeV.

2.1.2 Signals at 125 GeV and 120 GeV

Fig. 1 also exemplifies the fact that with mg
1 = 1.5 TeV the Higgs-radion model is unable to describe the

CMSA scenario. In the regions of ξ for which appropriate signals are present at 125 GeV from the h, then
at 120 GeV the 4` and γγ rates are either both suppressed or Rφ(γγ) > Rφ(4`). This phenomenon persists
at higher m0/mPl values as well as higher mg

1.

2.1.3 Signals at 125 GeV and 137 GeV

Let us next consider the CMSB scenario, i.e. neglecting the 4` excess at 120 GeV in the CMS data. In Fig. 2
we see that the choices m0/mPl = 0.5 and ξ = 0.12 give Rh(γγ) ∼ 1.3 and Rh(4`) ∼ 1.5 at 125 GeV and
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Figure 2: For mh = 125 GeV and mφ = 137 GeV, we plot Rh(X) and Rφ(X) for X = γγ and X = ZZ
(equivalent to X = 4`) as a function of ξ, assuming mg

1 = 1.5 TeV. Also shown are the similarly defined
ratios for Z + h production with h→ bb and Z + φ production with φ→ bb.

Rφ(γγ) ∼ 1.3 at 137 GeV, fairly consistent with the CMSB observations. However, Rφ(4`) ∼ 0.5 at 137 GeV
is a bit too large. Also shown in the figure are the rates for Z,W +h with h→ bb and Z,W +φ with φ→ bb
relative to their SM counterparts. For the above m0/mPl = 0.5, ξ = 0.12 choices, the Z,W + h(→ bb) rate
at 125 GeV is only slightly below the SM value, whereas the Z,W + φ(→ bb) rate is about 10% of the SM
level predicted at 137 GeV. The former is consistent with the poorly measured bb rate at 124 GeV while
confirmation of the latter would require much more integrated luminosity.

We also note that it is not possible to get enhanced γγ and 4` h signals at 125 GeV without having
visible 137 GeV φ signals, i.e. the ATLAS scenario of no observable excesses other than those at 125 GeV
cannot be realized for mφ = 137 GeV.

For this case, it is also interesting to consider results for mh = 125 GeV and mφ = 137 GeV for the higher
value of mg

1 = 3 TeV. One finds that Rh(γγ) and Rh(4`) are both <∼ 1 (or less) except for m0/mPl = 0.7
and large ξ for which Rφ(γγ)� 1. Thus, a reasonable description of the CMSB scenario requires relatively
small mg

1.

2.1.4 Signals at 125 GeV and high mass

A general question is whether one could explain the ATLAS 125 GeV excesses as being due to the h or φ with
the other being at high mass. If mh = 125 GeV and mφ > 500 GeV, one finds that Rh(γγ) ∼ Rh(4`) ∼ 1
for ξ above some minimum (negative) value, with values substantially below 1 for more negative ξ. In any
case, precision electroweak constraints are violated if |ξ| is not quite modest in size since at large |ξ| the
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φV V (V = W,Z) couplings become of SM strength or larger. For more discussion see [20].
If the mass assignments are reversed, mφ = 125 GeV and mh > 500 GeV, then at the most positive ξ

values one can achieve Rφ(γγ) ∼ 2 and Rφ(4`) ∼ 1 at 125 GeV for m0/mPl = 0.4 and 0.5. However, this
scenario is even less consistent with precision electroweak constraints since for all ξ the h alone has hV V
couplings that are at least SM-like. Much larger Λφ would be needed to have a hope of achieving PEW
consistency [20] and for large Λφ ATLAS-like >SM signals at mh = 125 GeV would not be achievable. In
addition, the h → 4` signal at high mass would be at least as large as predicted for a high-mass SM-like
Higgs and therefore quite observable if mh <∼ 500 GeV, as seemingly inconsistent with ATLAS and CMS
data. If mh ∼ 1 TeV, then the 4` signal would be beyond current LHC reach but PEW inconsistency would
be much worse. Thus, we conclude that for the Higgs-radion model to be of interest, both mh and mφ should
be modest in size.

2.2 Fixed Λφ

In this section, we consider the second type of model discussed in the introduction in which there is no
direct tie between mg

1, Λφ and m0/mPl. In this case, we feel free to consider the rather low values of Λφ,
Λφ = 1 TeV and Λφ = 1.5 TeV, for which the Higgs-radion model can yield LHC rates in the γγ and
4` channels that exceed those that are predicted for a SM Higgs. We note that when the gauge bosons
propagate in the bulk, the phenomenology does not depend on Λφ alone — there is strong dependence on
m0/mPl when m0/mPl is small. However, for large m0/mPl >∼ 0.5 the phenomenology is determined almost
entirely by Λφ, but is still not the same as found in the case where all fields are on the TeV brane. Once
again, we step through a few possible mass locations for the Higgs and radion that are motivated by the
LHC excesses in the γγ and/or 4` channels.

2.2.1 Signal only at 125 GeV

As shown in Fig. 3, the choice of Λφ = 1 TeV with mφ = 125 GeV and mh = 120 GeV gives a reasonable
description of the ATLAS excesses at 125 GeV with no visible signals at 120 GeV in either the γγ or 4`
channels when one chooses m0/mPl = 1 and ξ = −0.016. In contrast, for Λφ = 1.5 TeV the 125 GeV
predicted excesses are below 1×SM and thus would not provide a good description of the ATLAS data. For
the reversed assignments of mh = 125 GeV and mφ = 120 GeV any choice of parameters that gives a good
description of the 125 GeV signals always yields a highly observable γγ signal at 120 GeV.

2.2.2 Signals at 125 GeV and 120 GeV

The closest that we can come to fitting this CMSA scenario is to take mh = 125 GeV and mφ = 120 GeV.
One finds that if ξ is at its maximum value and m0/mPl = 1.1 then the γγ and 4` signals at mh = 125 GeV
are low, but still within −1σ of the CMS data while at mφ = 120 GeV one finds Rφ(4`) ∼ 2.5 while
Rφ(γγ) ∼ 0.3, which values are roughly consistent with the CMSA situation. For the reversed assignments
of mh = 120 GeV and mφ = 125 GeV, Fig 3 illustrates the fact that a satisfactory description of the two
CMSA excesses is not possible — for ξ such that appropriate 125 GeV excesses are present, Rh(γγ) and
Rh(4`) at 120 GeV are always small so that the 4` excess at 120 GeV is not explained.

2.2.3 Signals at 125 GeV and 137 GeV

Let us now consider the CMSB scenario. For Λφ = 1 TeV, one finds mh = 125 GeV and mφ = 137 GeV with
the choices m0/mPl = 0.6 and ξ = −0.05 give Rh(γγ) ∼ 2 and Rh(4`) ∼ 1 at 125 GeV, while Rφ(γγ) ∼ 2
and Rφ(4`) ∼ 0.4 at 137 GeV, an ok description of the CMSB excesses. An equally rough description of this
same situation is also possible for Λφ = 1 TeV with m0/mPl = 0.8 and ξ = 0.05.

For Λφ = 1.5 TeV a somewhat better simultaneous description of these excesses is possible. Fig. 4 shows
some results for mh = 125 GeV and mφ = 137 GeV. For m0/mPl = 0.25 and ξ ∼ −0.1 one finds Rh(γγ) ∼ 2
and Rh(4`) ∼ 1.5 at mh = 125 GeV, while Rφ(γγ) ∼ 2 and Rφ(4`) � 1 at mφ = 137 GeV, in pretty good
agreement with the CMSB scenario.

If we reverse the configuration to mh = 137 GeV and mφ = 125 GeV, the only parameter choices that
come close to describing the two excess are Λφ = 1 TeV with m0/mPl = 0.8 and ξ ∼ 0.05 for which one
finds that the mφ = 125 GeV γγ and 4` signals and the mh = 137 GeV γγ signal are all at the level of
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Figure 3: For mh = 120 GeV and mφ = 125 GeV, we plot Rh(X) and Rφ(X) for X = γγ and X = ZZ
(equivalent to X = 4`) as a function of ξ taking Λφ fixed at 1 TeV.

∼ 1.4×SM. However, the mh = 137 GeV 4` signal is at the level of ∼ 0.6× SM which is 4σ away from
the CMS central value at this mass. For these mass assignments, the higher Λφ = 1.5 TeV value does not
provide any parameter choices that come close to describing the CMS excesses — the mφ = 125 GeV signals
are never both sufficiently large at the same time to fit the observed signals.

2.2.4 Signals at 125 GeV and higher mass

We choose not to show any specific plots for this situation. For Λφ = 1 TeV or 1.5 TeV, it is possible
to choose one of either the h or φ to have a mass of 125 GeV and find m0/mPl and ξ values that result
in a decent description of the 125 GeV ATLAS excesses. However, these scenarios always are such as to
imply a large inconsistency with PEW constraints and, if the higher mass is chosen below 500 GeV, a highly
observable 4` signal that would be inconsistent with ATLAS and CMS observations in that region of mass.

2.2.5 SM Higgs at 125 GeV and Signal at 137 GeV

It is still quite conceivable that, after accumulating more data, the γγ and 4` excesses at ∼ 125 GeV will
converge to those appropriate for a SM Higgs boson. Such a situation would correspond to taking ξ = 0 in
the Higgs-radion model. In this case, one can ask whether or not there could be a radion at some nearby mass
and what its experimental signature would be. To exemplify, let us suppose that the signal at 137 GeV of the
CMSB scenario survives. In Fig. 5 we plot Rφ(X) for X = γγ and X = 4` as a function of Λφ for a selection
of m0/mPl values, taking ξ = 0. We also display ratios to the SM for WW fusion production of the φ, with
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Figure 4: For mh = 125 GeV and mφ = 137 GeV, we plot Rh(X) and Rφ(X) for X = γγ and X = ZZ
(equivalent to X = 4`) as a function of ξ taking Λφ fixed at 1.5 TeV.

φ → γγ, 4` and bb, as well as associated Zφ production with φ → bb. One observes that a nice description
of the R(γγ) ∼ 2 excess at 137 GeV is possible, for example, for m0/mPl = 0.3 at Λφ ∼ 2.8 TeV with the
4` signal (and all other signals) being very suppressed. As also apparent, other choices of m0/mPl and Λφ
will also yield Rφ(γγ) ∼ 2 with varying levels of 4` and bb signals. (However, to suppress Rφ(4`) below 0.2
while achieving Rφ(γγ) ∼ 2 requires m0/mPl ≥ 0.3.) We also note that for ξ = 0 the Z,W + φ(→ bb) is
greatly suppressed relative to its SM counterpart due to the very suppressed ZZφ coupllng.

Plots for the case of a SM Higgs at 125 GeV and mφ = 120 GeV look very similar and, in particular, it
is not possible to find parameters for which the 4` signal substantially exceeds the γγ signal — the reverse
always applies, as one anticipates from the enhanced anomalous γγ coupling of the (unmixed) φ.

3 Summary and Conclusions
The Randall Sundrum model solution to the hierarchy problem yields interesting phenomenology for the
Higgs-radion sector, especially when Higgs-radion mixing is allowed for, and can be made consistent with
FCNC and PEW constraints if fermions and gauge bosons propagate in the 5th dimension. At the moment,
there are interesting hints at the LHC of narrow excesses above SM backgrounds in the γγ and ZZ → 4`
channels, as well as a broad excess in the WW → `ν`ν channel. ATLAS sees excesses in the γγ and 4`
channels at a mass of ∼ 125 GeV of order 2×SM and 1.5×SM respectively. CMS sees a γγ excess of order
1.5× SM at ∼ 124 GeV and constrains the 4` channel at this mass to be less than ∼ 1.5×SM. Additional
excesses at 120 GeV (in the 4` channel) and at 137 GeV (in the γγ channel) are present in the CMS data.

Here, we summarized two models with Higgs-radion mixing within the Randall Sundrum model context.
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Figure 5: For mφ = 137 GeV, we plot Rφ(X) for X = γγ and X = ZZ (equivalent to X = 4`) as functions
of Λφ taking ξ = 0. We also plot ratios to the SM for Z → Zφ with φ → bb and for WW → φ → X for
X = γγ, ZZ and bb.

In the first model, the light fermion profiles are taken to be peaked near the Planck brane in order to avoid
corrections to FCNC and PEW constraints that are too large. In this case, there is a lower bound on the
mass of the 1st excited gluon state of order mg

1 ≥ 1.5 TeV and it is necessary to correlate Λφ (the radion
field vacuum expectation value) with the curvature ratio m0/mPl and the mg

1 lower bound appropriately. In
the second model considered there is no strong tie between the above parameters and it is most appropriate
to consider fixed Λφ values while varying m0/mPl — we studied the phenomenologically interesting choices
of Λφ = 1 TeV and 1.5 TeV.

Since the single Higgs plus radion model can describe at most two Higgs-like excesses, we considered three
scenarios labelled as: ATLAS, with γγ and 4` excesses at 125 GeV larger than SM and no other significant
excesses; CMSA, with γγ and 4` excesses at 124 GeV (the γγ excess being above SM level) and a 4` excess at
120 GeV; and, CMSB, with a γγ and 4` excesses at 124 GeV along with a γγ excess at 137 GeV larger than
would have been predicted for mhSM

= 137 GeV. In both the fixed mg
1 and the fixed Λφ model possibilities,

the signal levels of the ATLAS and CMSB scenarios could be nicely described. Only for the 2nd model class
could a (marginally) satisfactory description of the CMSA case be found. In general, successful fitting of
the ATLAS and CMSB excesses required a modest value for the radion vacuum expectation value, typically
Λφ <∼ 2 TeV, and mostly m0/mPl >∼ 0.5, a range that the most recent discussion suggests is still consistent
with higher curvature corrections to the RS scenario being small.

We also considered expectations for the radion signal in the case where the Higgs signal was assumed
to ultimately converge to precisely that for a SM Higgs of mass 125 GeV. This situation would arise if the
there is no Higgs-radion mixing. We found that interesting excesses at the radion mass would be present for
low enough Λφ, namely Λφ <∼ 3 TeV, but would always be characterized by a γγ signal that substantially
exceeds the 4` signal (as appropriate for the CMS excesses at 137 GeV but in definite contradiction with
the CMS excesses at 120 GeV).
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In order to establish the Higgs mechanism experimentally, also the Higgs potential must be reconstructed.
This requires the measurement of the Higgs self-couplings. The trilinear Higgs self-coupling is accessible
in Higgs pair production. In this contribution we investigate the prospects of measuring the trilinear
Higgs self-coupling at the ILC in composite Higgs models. In these models the Higgs boson arises
as a pseudo-Nambu Goldstone boson from a strongly-interacting sector. We focus on two particular
composite Higgs models in which the couplings of the Higgs boson to the Standard Model (SM) particles
are modified by a parameter ξ which describes the degree of compositeness. We will investigate various
final states of Higgs pair production through double Higgs-strahlung and W boson fusion.

1 Introduction

After the discovery of a Higgs-like particle of mass around 125 GeV by the ATLAS and CMS experiments
at the LHC [1, 2] its properties have to be investigated in order to clarify the question if it is really the
particle responsible for the creation of particle masses through the Higgs mechanism [3]. Thus its couplings
to the other SM particles have to be measured and its spin and CP properties must be determined. In the
final step the Higgs self-couplings are to be determined. This allows to reconstruct the Higgs potential
and test if it really has the typical minimax form inducing a non-vanishing vacuum expectation value
as necessary ingredient for the Higgs mechanism. The Higgs self-couplings are accessible in multi-Higgs
production processes. The trilinear Higgs coupling can be extracted from Higgs pair production, the quartic
Higgs coupling from triple Higgs production. At the LHC this is a very difficult task due to large QCD
backgrounds and small production cross sections [4, 5]. At an e+e− linear collider on the other hand the
signatures are cleaner so that a measurement of the Higgs properties is possible with a higher precision.
As for the quartic Higgs self-coupling, however, several studies [6–9] have shown that its measurement is
impossible at ILC/CLIC and a high-energy LHC.

Another important question is if the thus established Higgs particle is the one of the SM or of extensions
beyond the SM. Although the SM has been tested to very high accuracy there are several reasons to consider
physics beyond the SM. One of them is the hierarchy problem, i.e. the question how the Higgs boson mass
can be kept at the order of the electroweak symmetry breaking (EWSB) scale in the context of large scales
up to which the SM is assumed to be valid. These would induce large radiative corrections and hence a large
degree of fine-tuning in order to ensure a Higgs boson mass around 125 GeV. A solution to this problem
is for example given by composite Higgs models where the Higgs boson is a bound state from a strongly-
interacting sector [10]. The Higgs boson arises as a pseudo Nambu-Goldstone boson from an enlarged global
symmetry [11]. This symmetry is explicitly broken by the couplings of the SM particles to the strongly-
interacting sector. The Higgs potential is created by loops of SM fermions and gauge bosons and the Higgs
mass remains naturally light.

In the following we will first give an introduction to the model, briefly discuss Higgs pair production at
the LHC and then investigate the prospects of measuring the trilinear Higgs self-coupling at an e+e− linear
collider in double Higgs-strahlung and W boson fusion into Higgs pairs.
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2 Composite Higgs Models

In composite Higgs models a light Higgs boson arises as a pseudo Nambu-Goldstone boson from a strongly-
interacting sector [11]. This leads to modified Higgs couplings compared to the SM. An effective low-energy
description of a Strongly Interacting Light Higgs boson (SILH) has been given in [10]. The corresponding
Lagrangian arises as first term of the expansion in ξ = (v/f)2 where v ≈ 246 GeV is the EWSB scale and f is
scale of the strong dynamics. It can be used in the vicinity of the SM limit given by ξ → 0. In order to reach
larger values of ξ as e.g. the technicolor limit, ξ → 1, a resummation of the series in ξ is required. This is
provided by explicit models built in five-dimensional warped space. In the Minimal Composite Higgs Models
(MCHM) of Refs. [12,13] the global symmetry SO(5)×U(1) is broken down at the scale f to SO(4)×U(1) on
the infrared brane and to the SM SU(2)L×U(1)Y on the ultraviolet brane. In these models the modifications
of the Higgs couplings can be described by one single parameter, given by ξ. The modification factor of the
Higgs coupling to fermions depends on the representations of the bulk symmetry into which the fermions
are embedded. In the model of Ref. [12], called MCHM4, the fermions are in the spinorial representation of
SO(5), in the model MCHM5 of Ref. [13] they are in the fundamental representation. The Higgs potential
is generated by loops of the SM gauge bosons and fermions. The Higgs self-couplings therefore also depend
on the representation of the fermions. The composite Higgs couplings with respect to the corresponding SM
Higgs boson couplings are shown in Table 1 for MCHM4 and MCHM5, respectively. Note in particular, that
in MCHM5 for ξ = 0.5 the Higgs coupling to fermions and the trilinear Higgs self-interaction vanish.

HV V HHV V Hff̄ HHH HHHH

MCHM4

√
1 − ξ 1 − 2ξ

√
1 − ξ

√
1 − ξ (1 − 7

3ξ)

MCHM5

√
1 − ξ 1 − 2ξ 1−2ξ√

1−ξ
1−2ξ√
1−ξ

1− 28
3 (1−ξ)ξ

1−ξ

Table 1: Modification factors of the composite Higgs couplings in MCHM4 and in MCHM5, with respect
to the SM Higgs boson couplings to vector bosons (HV V and HHV V ), to fermions (Hf f̄) and to the SM
Higgs self-couplings (HHH and HHHH).

The parameter space of composite Higgs models is constrained by electroweak precision tests and the
LHC Higgs search results. Electroweak precision tests prefer low values of ξ [14]. If a partial cancellation
of 50% with contributions from new states is allowed ξ should be . 0.45 [15,16]. The current Higgs results
allow only for small deviations from the SM [17].

3 Higgs Pair Production at the LHC

At the LHC the dominant Higgs pair production process is given by gluon fusion [18]. The generic Feynman
diagrams which contribute to this process are shown in Fig. 1. As can be inferred from the figure, in
composite Higgs models a new coupling between two Higgs bosons and two fermions is possible which leads
to additional diagrams contributing to gluon fusion into Higgs pairs [19, 20]. It grows linearly with ξ and is
explicitly given by

MCHM4 : gHHff =
mf

v2
ξ

MCHM5 : gHHff =
mf

v2
4 ξ .

(1)

As expected it vanishes in the SM limit ξ → 0. The coupling is suppressed by an extra power of v compared
to the coupling of one Higgs boson to two fermions, but the corresponding diagram in the gluon fusion process
Fig. 1 is not suppressed by an extra propagator, so that for large values of ξ it can have sizeable effects on
Higgs pair production through gluon fusion. Thus the cross section increases with rising ξ mainly due to the
diagram with the new coupling [19]. Since the dominating background processes do not depend on ξ, the
signal to background ratio in composite Higgs models becomes larger. On the other hand the sensitivity of
the cross section to the trilinear Higgs self-coupling is further diluted by this diagram not involving λHHH .
Furthermore, in MCHM5, where the self-coupling vanishes at ξ = 0.5, the sensitivity vanishes near these ξ
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Figure 1: Generic Feynman diagrams contributing to the process gg → HH .

values. In [4, 21] it was found that for MH = 125 GeV the prospects of measuring the trilinear Higgs self-
coupling in the bb̄γγ and bb̄τ τ̄ final state are encouraging for the SM. But for a definite answer a dedicated
model-dependent analysis taking into account background and detector effects has to be performed.1

In composite Higgs models also the top quark can be a composite object through its mixture with heavy
fermions of the strong sector. If the additional new top partners have masses below the cut-off scale of the
theory they will play a role in the heavy quark loops of the gluon fusion process. As was shown in Refs. [23]
the cross section in single Higgs production does not depend on the spectrum of the top partners. This is not
the case, however, for Higgs pair production [24]. In order to unambiguously extract the Higgs self-coupling
from the gluon fusion process into Higgs pairs, therefore also the couplings and masses of the new resonances
have to be known. If they are not too heavy they are accessible in direct production.2 Otherwise, other
processes such as double Higgs-strahlung off W/Z bosons [26] or vector boson fusion [27, 28], where heavy
top partners do not play a role, may be exploited to extract the trilinear Higgs self-coupling λHHH . Their
cross sections are, however, much smaller than the one of the gluon fusion process.

4 Higgs Pair Production at the ILC

The clean environment of an e+e− linear collider together with high luminosities and a high degree of
polarisation of the electron/positron beams offers more promising prospects to extract the trilinear Higgs
self-coupling. The most important processes for Higgs pair production are double Higgs-strahlung off Z
bosons [26,29,30] at low energies and W boson fusion [27,30,31] at higher energies [6]. The Z boson fusion
process to Higgs pairs is suppressed by an order of magnitude as the electron-Z couplings are small.

In the following Higgs pair production through double Higgs-strahlung and W boson fusion and the
prospects of extracting the trilinear Higgs coupling will be discussed in more detail.

4.1 Higgs-Strahlung off Z Bosons

The generic Feynman diagrams contributing to the double Higgs-strahlung off Z bosons are depicted in
Fig. 2. In Fig. 3 we show the cross section for this process as a function of ξ for MCHM4 and MCHM5

and for two different c.m. energies,
√

s = 500 GeV and 1 TeV. Here and in the following the Higgs boson
mass is set to MH = 125 GeV. The numerical calculation of the cross sections has been performed by
using MADGRAPH/MADEVENT [32], where the model files for the composite Higgs models have been
implemented. The results have been checked independently by an own FORTRAN routine.

As can be inferred from the figure, the cross sections for small values of ξ decrease with rising ξ. The
reason is the reduction with ξ of the involved Higgs couplings. For ξ = 0.5 the HHZZ coupling vanishes, and
in MCHM5 in addition the trilinear Higgs self-coupling becomes zero. Above ξ = 0.5 the HHZZ coupling

1In Ref. [22] it was shown that ξ can be extracted with an accuracy of O(20%).
2Note, that the lightest top partner cannot be too heavy to accommodate a Higgs mass of MH = 125 GeV [25].
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Figure 2: Generic Feynman diagrams contributing to Higgs pair production via Higgs-strahlung off Z bosons.

changes sign and increases again in absolute value. In MCHM5 also the trilinear Higgs self-coupling becomes
larger with ξ. In both models hence the cross sections increase for large values of ξ, and depending on the
c.m. energies they develop minima around ξ ≈ 0.45− 0.65.

The energy behaviour of the process can be understood as follows. The SM cross section decreases with
rising c.m. energy, but this is not the case for the composite Higgs models. Because of the modified couplings,
for ξ & 0.5 the cross sections increase with the energy to reach a constant value at very high energies. The
reason is the change in the sign of the HHZZ coupling at ξ = 0.5 leading to a constructive interference for
ξ & 0.5 between the diagrams containing the HHZZ coupling and the diagram with the Z boson in the
s-channel. The diagram including the trilinear Higgs self-coupling becomes less important with increasing
energy since it is suppressed by an extra Higgs boson propagator compared to the other diagrams, so that
for large energies the sensitivity to the Higgs self-coupling is suppressed.
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Figure 3: The cross section of Higgs pair production via Higgs-strahlung ZHH as a function of ξ for the
MCHM4 (left) and the MCHM5 (right) and for two c.m. energies,

√
s = 500 GeV (red) and 1 TeV (blue).

In order to study the sensitivity of the double Higgs-strahlung process to the trilinear Higgs self-coupling
we vary λHHH in terms of the Higgs self-coupling of the corresponding model, hence

λHHH → κλHHH . (2)

This allows an estimate of how accurately the Higgs pair production process needs to be measured in order to
achieve a certain precision on λHHH within the model under consideration. It does not represent, however,
a test of models beyond the actually investigated theory. In Fig. 4 we show for the SM (ξ = 0) and
for MCHM5 for three representative values of ξ (ξ = 0.2, 0.5, 0, 8) the respective normalised ZHH cross
section as a function of the modification factor κ for two c.m. energies,

√
s = 500 GeV and 1 TeV. The

normalisation is with respect to the ZHH cross section at κ = 1 of the respective model (SM and MCHM5

at ξ = 0.2, 0.5, 0.8). The figure confirms that the cross section is more sensitive to λHHH for lower collider
energies. For ξ = 0.5 there is no sensitivity to a change in the trilinear Higgs self-coupling at all, as λHHH = 0
in the MCHM5 for ξ = 0.5. The figures 4 also show that there might be ambiguities in the measurement of
the trilinear Higgs self-coupling, as e.g. for ξ = 0.2 in the MCHM5 for κ = 1 and κ ≈ −1.7 the cross sections
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Figure 4: The ZHH cross section in the SM (red) and the MCHM5 for ξ = 0.2 (blue), ξ = 0.5 (black) and
ξ = 0.8 (green) divided by the cross section of the corresponding model at κ=1 for

√
s = 500 GeV(left) and√

s = 1 TeV (right).

at
√

s = 1 TeV have the same value. Such ambiguities can be resolved by investigating other pair production
processes like W boson fusion or by measurements of the cross section at different collider energies.

In order to study the experimental sensitivities to the trilinear Higgs self-coupling the decays of the
Higgs bosons must be included. In the narrow-width-approximation this can be done by multiplying the
production cross section with the respective branching ratios.3 For the MCHM4,5 the branching ratios can
be found in Ref. [15] or be calculated with the Fortran program eHDECAY [33]. In the MCHM4 the branching
ratios do not change compared to the SM since the Higgs couplings are all modified by the same factor.
For MH = 125 GeV the Higgs boson decays dominantly into b-quarks followed by the decay into W bosons.
In the MCHM5 the branching ratios depend on ξ. For a 125 GeV Higgs boson and small ξ values, again
the decays into bb̄ dominate. But for ξ = 0.5 the fermion coupling vanishes and therefore the branching
ratios into fermions and gluons vanish as well, so that in the region around ξ = 0.5 the decays into W +W−

dominate. Above ξ = 0.5 with increasing ξ the Higgs coupling to gauge bosons decreases while the coupling
to fermions increases, so that for ξ >∼ 0.65 the decays into bb̄ dominate and the decays into W+W− become
less important.

In order to investigate the question if the double Higgs-strahlung process is sensitive to a change in the
trilinear Higgs self-coupling we have constructed sensitivity areas in the ξ −κ plane. These sensitivity areas
give an idea of how accurately the pair production cross section has to be measured in order to extract
the Higgs self-coupling with a certain precision. For the construction of the areas we place ourselves in a
particular model (MCHM4 or MCHM5 and a fixed value of ξ) and vary within this model the trilinear Higgs
self-coupling in terms of the corresponding coupling of this model by applying a modification factor κ. We
then determine the regions where the number of signal events deviates by more than 1, 2, 3, 5 σ from the
number of signal events at κ = 1, hence where in the specific model under investigation,

Sκ < Sκ=1 − a
√

Sκ=1 or Sκ > Sκ=1 + a
√

Sκ=1 with a = 1, 2, 3, 5 . (3)

In Fig. 5 we show these sensitivity areas for MCHM4 in the bb̄bb̄ final state at
√

s = 500 GeV and an
integrated luminosity of 500 fb−1 (left) and 1000 fb−1 (right). The darkest (lightest) region corresponds to
the 5 (1) σ region. As can be inferred from Fig. 5 the trilinear Higgs self-coupling cannot be measured very
precisely in double Higgs-strahlung in the 4b final state. In the SM, corresponding to ξ = 0, only a variation
in the sign can be measured at 3 σ or whether the trilinear Higgs self-coupling changes by at least a factor of

3The narrow-width-approximation can be applied here as for a 125 GeV SM Higgs boson the total width is ∼ 4×10−3 GeV,
and the total widths of MCHM4 and MCHM5 for the same Higgs boson mass and the three investigated ξ values are in the
vicinity of or below the SM total width [15].
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Figure 5: Sensitivity areas in the ξ−κ plane of the double Higgs-strahlung process to a change in the trilinear
Higgs self-coupling by a multiplicative factor κ in terms of the MCHM4 trilinear Higgs self-coupling for a
certain value of ξ in the final state bb̄bb̄ at

√
s = 500 GeV and

∫
L = 500fb−1 (left) and

∫
L = 1000fb−1

(right). The regions correspond from dark blue to light blue to 5, 3, 2, 1 σ, see the text for explanation.

2. For low non-vanishing values of ξ the situation becomes even worse. For larger luminosities the prospects
are somewhat better. Note, however, that although in the region around ξ = 0.7 we have 5 σ regions, the
number of signal events is very low here with only 2 − 3 events for

∫
L = 500fb−1. Increasing the energy

worsens the prospects due to reduced cross sections.
The corresponding sensitivity plots for MCHM5 can be found in Fig. 6. Here again the trilinear Higgs

self-coupling cannot be measured with high accuracy. Around ξ = 0.5 there is no sensitivity at all since here
the trilinear Higgs self-coupling vanishes. For very large values of ξ there is some sensitivity in the bb̄bb̄ final
state due to the enhanced branching ratio into b-quarks for large values of ξ where the coupling of the Higgs
boson to the vector bosons becomes small. Again the prospects of measuring the trilinear Higgs self-coupling
increase significantly with higher luminosity.

So far no background processes or detector effects have been taken into account. For a realistic study,
which is beyond the scope of this contribution, they are necessary. We can, however, give an estimate what
the prospects of such an analysis are. The dominating background processes do not involve Higgs bosons,
so that they do not change in the composite Higgs models compared to the SM. Previous studies found
that in the SM the trilinear Higgs self-coupling can be measured with an accuracy of ∼ 10 − 20% for high
luminosities at ILC/CLIC [6, 34–37].4 As, however, the ZHH signal processes in the MCHMs are reduced
compared to the SM, a measurement of the trilinear Higgs self-coupling will not be possible with the same
accuracy as in the SM. Note also that the number of signal events even without applying any cuts is very
small (∼ 24 for κ = 1 and ξ = 0 at

√
s = 500 GeV for

∫
L = 500fb−1 in the bb̄bb̄ final state).

4.2 Vector boson fusion

In the following we discuss vector boson fusion via W bosons into a Higgs boson pair. The generic diagrams
contributing to this process are depicted in Fig. 7. The Z boson fusion process is an order of magnitude
smaller in the SM. This slightly changes in the composite Higgs models, but not as much as to dominate
over W boson fusion.

In Fig. 8 the Higgs pair production cross sections via W boson fusion are shown as a function of ξ for
the MCHM4 (left) and MCHM5 (right) at

√
s = 500 GeV and 1 TeV. The cross section increases with ξ

4For the sensitivities on Higgs self-couplings in the context of genuine dimension-six operators, see [38].
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Figure 6: Same as Fig. 5 but in the MCHM5.

because the interference behaviour between the Feynman diagrams changes. In the SM the diagrams with
the WWHH coupling and the diagram with the t/u-channel exchange of a W boson interfere destructively
whereas in the composite Higgs models for low ξ the destructive interference term becomes smaller. For
ξ = 0.5 the HHWW coupling and the HHH coupling change sign and they interfere constructively with the
other diagrams. In the SM the cross section for double Higgs-strahlung slightly exceeds the W boson fusion
cross section. As W boson fusion increases with ξ, in the composite Higgs models already for low values of
ξ the W boson fusion process becomes more important than double Higgs-strahlung at

√
s = 1 TeV.

The W boson fusion cross section in composite Higgs models shows an interesting and characteristic
energy behaviour of the strongly-interacting Higgs scenario [10,39]. Due to the modified Higgs couplings the
amplitude of longitudinal W boson fusion becomes

MLL = GF

s√
2

{
(1 + β2

W
)

[
(1 − 2ξ) +

A · λSM
HHH

(s − M2
H
)/M2

Z

]

+
1 − ξ

βWβH

[
(1 − β4

W
) + (βW − βH cos θ)2

cos θ − xW

− (1 − β4
W

) + (βW + βH cos θ)2

cos θ + xW

]}

with βW/H =

√
1 − 4 M2

W/H

s
and xW =

1 − 2M2
H

s

βWβH

. (4)

The Higgs production angle in the WW c.m. frame is denoted by θ. The contribution of the diagram with

the trilinear Higgs self-coupling λSM
HHH

=
3M2

H

M2
Z

is modified by a factor of A = 1 − ξ in MCHM4 and by a

factor of A = 1− 2ξ in MCHM5. For high energies the amplitude becomes

M s→∞−→ −
√

2GF s ξ (5)

H

H

e+

e− ν

ν̄

W

W H

H

H

W
H

H

Figure 7: Generic Feynman diagrams contributing to Higgs pair production via W boson fusion.
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Figure 8: The cross sections of Higgs pair production via W boson fusion as a function of the ξ for the
MCHM4 (left) and the MCHM5 (right) at

√
s = 500 GeV (red) and 1 TeV (blue).

and hence increases with the c.m. energy. In Fig. 9 the Higgs pair production cross section via W boson
fusion is shown as a function of the c.m. energy in the MCHM5 for ξ = 0.2, 0.5, 0.8 and for comparison also
in the SM. Indeed, the cross section increases for non-vanishing values of ξ with the c.m. energy, an increase

 0
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σ 
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b
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MCHM5: e+e- →ν-νHH
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ξ=0.2
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Figure 9: The W boson fusion cross section as a function of the c.m. energy
√

s in the MCHM5 for ξ = 0.2
(blue), 0.5 (black) and ξ = 0.8 (green) and compared to the SM (red).

which becomes more and more important with larger ξ values. At the same time the contribution of the
diagram involving the trilinear Higgs self-coupling becomes negligible.5 The energy behaviour results from
the Higgs boson not fully unitarising this process any more due to its modified couplings with respect to
the SM. Since the couplings depart smoothly from the SM case the breakdown of partial wave unitarity is
delayed to higher energies. From the viewpoint of an effective theory, partial wave unitarity can be restored
above the cut-off by new resonances of the strongly-interacting sector [40].

5Therefore, we did not show Fig. 9 for the MCHM4 since the two models differ for this process only in the trilinear Higgs
self-coupling. At high energies, when the contribution from the trilinear Higgs self-coupling is negligible, the two models show
no difference.
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Figure 10: The W boson fusion cross sections in MCHM5 as a function of κ normalised to the cross section
at κ=1 for ξ = 0.2 (blue), ξ = 0.5 (black) and ξ = 0.8 (green) and in the SM (red) for a collider energy of√

s = 500 GeV(left) and
√

s = 1 TeV (right).

In Fig. 10 the sensitivity of Higgs pair production through W boson fusion to the trilinear Higgs self-
couplings is investigated by plotting the normalised cross section as function of κ, which is the modification
factor applied to λHHH in terms of the Higgs self-coupling of the respective model. The cross section is
normalised to its value where the trilinear Higgs self-coupling takes the value of λHHH predicted in the
model under investigation, i.e. for κ = 1. The variation is shown for

√
s = 500 GeV (left) and 1 TeV

(right). As can be inferred from the figure, the cross sections show are stronger variation with λ at lower
c.m. energies. This is because the diagram involving the trilinear Higgs self-coupling is suppressed by an
extra propagator compared to the other diagrams. Nevertheless, the trilinear Higgs self-coupling can be
measured with a higher accuracy at 1 TeV due to the larger number of signal events. The comparison with
the double Higgs-strahlung process shows that the sensitivity in W boson fusion to λHHH is higher.

In Fig. 11 the sensitivity areas in the ξ − κ plane are shown for the MCHM4 in the 4b final state. Again
the dark blue region is the 5 σ region, i.e. the region where the number of signal events for the modified
coupling in terms of the coupling predicted by the model deviates by more than 5σ from the number of
signal events where the coupling takes the value predicted by the model. The c.m. energy has been set
equal to 1 TeV as it is large enough to produce a sufficient number of signal events but small enough not
to spoil the sensitivity to λHHH . For the integrated luminosity we took

∫
L = 500 fb−1. Furthermore, in

Fig. 11 (right) we assumed polarised e± beams which gives an additional factor of 4 for the cross section
if the beams are perfectly polarised.6 In practice, a polarisation of the e−−beam of 80-90% is possible, for
the e+−beam of ∼ 60% [41]. The factor of 4 from polarised beams is equivalent to a factor of 4 in the
luminosity. The figure shows, that the sensitivity to the trilinear Higgs self-coupling becomes smaller with
rising ξ. In other words, the cross section has to be measured with higher precision in order to achieve a
certain precision on λHHH . The reason is that with rising ξ the coupling λHHH becomes smaller as it is
modified by a factor

√
1 − ξ compared to the SM. However, the prospects of measuring the trilinear Higgs

self-coupling in W boson fusion look much better than in double Higgs-strahlung. For very low values of ξ
this is only due to the higher sensitivity of the W boson fusion compared to the Higgs-strahlung process.
For moderate values of ξ also the cross section is larger than for double Higgs-strahlung. The region of poor
sensitivity at κ ≈ 2 for values of ξ close to 0 is due to an ambiguity in the cross section. The value κ ≈ 2
leads to the same cross section as κ = 1.

The sensitivity areas for the MCHM5 in the ξ − κ plane can be found in Fig. 12. They are shown
for ideally polarised beams for two different final states, bb̄bb̄ and W+W−W+W−. Since for ξ = 0.5 the
fermionic couplings in the MCHM5 are zero, the branching ratio H → bb̄ is zero. Also the sensitivity to the

6Note that the double Higgs-strahlung cross section is enhanced by a factor of 2 for 100% polarised e± beams.
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Figure 11: Sensitivity areas in the ξ−κ plane of W boson fusion into Higgs pairs to a change in the trilinear
Higgs self-coupling by a multiplicative factor κ in terms of the MCHM4 trilinear Higgs self-coupling for a
certain value of ξ in the final state bb̄bb̄ at

√
s = 500 GeV and

∫
L = 500fb−1 and unpolarised beams (left).

In the right figure
∫
L = 2000 fb−1 or equivalently we have ideally polarised e± beams at

∫
L = 500fb−1.

The regions correspond from dark blue to light blue to 5, 3, 2, 1 σ, see the text for explanation.

trilinear Higgs self-coupling vanishes for ξ = 0.5 because the coupling becomes zero at this ξ value. The 4W
final state shows some sensitivity to the coupling in the vicinity of ξ ≈ 0.5, contrary to the 4b final state,
where the branching ratio of the decay H → bb̄ is still too small. On the other hand, the branching ratio
into W+W− diminishes for large ξ values since the HWW coupling scales with

√
1 − ξ, and also for small

ξ values the decays into H → bb̄ dominate leading to a better sensitivity on λHHH .

Taking into account detector properties and background processes, for the SM it was found that the
trilinear Higgs self-coupling can measured with a precision of ∼ 10% in the SM [35–37]. In composite Higgs
models the cross section increases and in large areas of the parameter space the cross section is sensitive to
the trilinear Higgs self-coupling. As the dominant background processes do not change compared to the SM,
for large regions in the parameter space a determination of the trilinear Higgs self-coupling with the same
accuracy or even better may therefore be expected in the MCHM4 and MCHM5.

5 Conclusions

The measurement of the Higgs self-couplings is an important but very difficult task in the program of the
experimental verification of the Higgs mechanism. We studied the prospects of measuring a non-vanishing
trilinear Higgs self-coupling in the context of minimal composite Higgs models. At the LHC this is very
difficult in particular for a light Higgs boson with mass of 125 GeV where the decay into bb̄ dominates, which
faces large QCD backgrounds.

The ILC offers a cleaner environment, high luminosities and a high degree of polarisation of the e± beams.
We showed that in double Higgs-strahlung off Z bosons the cross sections in the MCHMs become smaller
compared to the SM. Therefore, the measurement of the trilinear Higgs self-coupling in this channel is more
difficult than in the SM case. For W boson fusion into Higgs pairs, however, the cross section is larger in
the MCHMs than in the SM. It has been shown that this process is sensitive to a non-vanishing trilinear
Higgs self-coupling in large regions of the parameter space. Due to the expected number of signal events the
precision with which the trilinear Higgs self-coupling can be measured should therefore be as good as or even
better than in the SM. The cross section of W boson fusion increases with rising c.m. energy. However, this
does not lead to better prospects of measuring the trilinear Higgs self-coupling, since the diagram containing
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Figure 12: Sensitivity areas in the ξ−κ plane of W boson fusion into Higgs pairs to a change in the trilinear
Higgs self-coupling by a multiplicative factor κ in terms of the MCHM5 trilinear Higgs self-coupling for
a certain value of ξ in the final state bb̄bb̄ (left) and W+W−W+W− (right) at

√
s = 1 TeV and ideally

polarised e± beams at
∫
L = 500 fb−1. The regions correspond from dark blue to light blue to 5, 3, 2, 1 σ,

see the text for explanation.

the trilinear Higgs self-coupling is suppressed by an extra propagator compared to the other diagrams so
that the sensitivity to λHHH becomes more diluted at higher c.m. energies. Altogether, W boson fusion is
more sensitive to the trilinear Higgs self-coupling than Higgs-strahlung.
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Implications of the 125 GeV Higgs for Supersymmetry

Sabine Kraml

Laboratoire de Physique Subatomique et de Cosmologie, UJF Grenoble 1,
CNRS/IN2P3, INPG, 53 Avenue des Martyrs, F-38026 Grenoble, France

The current LHC Higgs results may be used as a guide for where to look for SUSY. This contribution
discusses implications of the 125 GeV Higgs boson for the MSSM and NMSSM. Using boundary conditions
at the GUT scale, gluinos and light-flavor squarks turn out to be heavy, in accordance with the current
SUSY search limits, while stops can still be light, below 1 TeV. The observed Higgs signal is much easier
accommodated in the NMSSM than in the MSSM. Particularly interesting are NMSSM scenarios with
large λ and small tanβ: they are characterized by light stops and light higgsinos, and offer the intriguing
possibilities of, e.g., observing a second light Higgs boson with lower mass, or two (quasi-)degenerate
Higgs bosons near 125 GeV.

1 Introduction

The recent discovery [1, 2] of a new particle with mass around 125 GeV and properties consistent with a
Standard Model (SM) Higgs boson is a first triumph for the LHC physics program. However, while this
discovery completes our picture of the SM, it still leaves many fundamental questions open. One of the most
pressing issues is that the SM does not explain the value of the electroweak (EW) scale itself: Why is the
Higgs boson so light when it is predicted to be driven to the scale of Grand Unified Theories (MGUT), or
even the Planck scale, by radiative corrections? Either new physics appears at the EW scale, or the Higgs
mass-squared is fine tuned at the 10−32 level.

New particles that couple to the Higgs can however also modify the Higgs couplings, and thus the
production and decay rates in various channels. So on the one hand we expect physics beyond the SM (BSM)
to explain the Higgs mass, on the other hand the measured mass and signal strengths provide significant
constraints on concrete BSM realizations, see e.g. [3, 4]. Moreover, while the SM provides a reasonably good
fit to to the current data, based on the results published in 2012, some new physics contributions to the
effective Higgs couplings to gluons and photons are preferred, as shown in Fig. 1.1

The arguably best motivated extension of the SM is weak-scale supersymmetry (SUSY), introducing a new
symmetry between fermions and bosons. SUSY solves the hierarchy problem provided SUSY particles exist

1Based on the experimental results available at the end of 2012.
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Figure 1: Global fit of additional loop contributions
∆Cg and ∆Cγ from new particles to the Higgs cou-
plings to gluons and photons, assuming SM values
for the couplings to W, Z and SM fermions. The
fit includes all available Higgs signal strengths from
ATLAS, CMS and the Tevatron experiments. The
red, orange and yellow ellipses show the 68%, 95%
and 99.7% CL regions, respectively. The white star
marks the best-fit point ∆Cg = −0.086, ∆Cγ =
0.426. From [4].
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Figure 2: Left: dependence of mh on mt̃1 in the NUHM model, with the amount of stop mixing indicated
by a color code. Right: projection of the points with mh = 123– 127 GeV in the squark versus gluino mass
plane. From [6].

at or around the TeV energy scale. The (Next-to-) Minimal Supersymmetric Standard Model, (N)MSSM,
moreover predicts a light, often SM-like, Higgs boson with mass below ≈ 135 (140) GeV. This has always
been regarded as an intriguing feature, and even more so with the actual observation of a Higgs-like state
at 125 GeV. So far, however, SUSY searches at ATLAS and CMS show no signal whatsoever, and the mass
limits in particular for squarks and gluinos have been pushed well into the TeV range [7, 8].

So the Higgs has been found — but where is supersymmetry? In fact, the SUSY particles relevant for
the Higgs sector and the hierarchy problem, stops and higgsinos, are much less constrained than light-flavor
squarks and gluinos. “Natural” SUSY still lives on. In this talk I therefore discuss some implications of the
LHC Higgs results for supersymmetric models.

2 Minimal Supersymmetric Standard Model

In the MSSM, m2
h = m2

Z cos2 2β at tree level, where tan β = vu/vd, v =
√

v2
u + v2

d = 174 GeV. This quickly
saturates to m2

h ! m2
Z for tan β " 5. To further lift m2

h from m2
Z = (91 GeV)2 to around (125 GeV)2,

radiative corrections nearly as large as the tree-level value are required. The leading one-loop correction
comes from the top–stop sector and is given by [5]

∆m2
h =

3

4π2

m4
t

v2

(
log

M2
S

m2
t

+
X2

t

M2
S

(
1 − X2

t

12 M2
S

))
. (1)

Here mt is the running top-quark mass at the scale mt, M2
S = mt̃1mt̃2 with mt̃1,2

the stop masses, and Xt is
the stop mixing parameter, Xt = At − µ cotβ, at the scale MS. The contribution from the logarithmic term
in Eq. (1) can be increased by simply raising MS , but naturalness demands that the SUSY scale should be
not too far above the EW scale. The Xt contribution is maximized at |Xt/MS | #

√
6 = 2.45; this is called

the maximal-mixing scenario.

As a consequence, mh # 125 GeV requires either (unnaturally) heavy stops, or maximal mixing. This is
illustrated in Fig. 2 for a semi-constrained version of the MSSM with universal gaugino mass M1/2, scalar
mass m0 and trilinear coupling A0 all defined at MGUT, but non-universal Higgs mass parameters (NUHM
model). As can be seen, a 125 GeV Higgs together with stops in the 0.5–1 TeV mass range indeed requires
maximal mixing, i.e. very large |At| (left plot). At the same time, gluinos and 1st/2nd generation squarks
turn out to be heavy, with masses above 1–2 TeV (right plot), thus automatically avoiding the current LHC
limits. The Higgs signal strengths in the γγ and ZZ channels are however typically R ! 1, see [6].
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Figure 3: Signal strength (relative to SM) in the hi → γγ channel as function of λ from a scan over the
semi-constrained NMSSM, on the left for the h1 lying in the 123− 128 GeV mass range, on the right for the
h2 lying in the 123 − 128 GeV range. See text for color code.

3 Next-to-Minimal Supersymmetric Standard Model

The NMSSM differs from the MSSM by to the presence of the gauge singlet superfield Ŝ [9]. In the simplest
Z3 invariant realization of the NMSSM, the Higgs mass term µĤuĤd in the superpotential WMSSM of the
MSSM is replaced by the coupling λ of Ŝ to Ĥu and Ĥd and a self-coupling κS3. The superpotential WNMSSM

is given by:

WNMSSM = λŜĤu · Ĥd +
κ

3
Ŝ3 + . . . , (2)

where hatted letters denote superfields, and the dots denote the MSSM-like Yukawa couplings of Ĥu and Ĥd

to the quark and lepton superfields. Once the real scalar component of Ŝ develops a vev 〈S〉, the first term
in WNMSSM generates an effective µ-term, µeff = λ〈S〉.

As compared to two independent parameters in the Higgs sector of the MSSM at tree level, often chosen
as tan β and MA, the Higgs sector is now described by

λ , κ , Aλ , Aκ, tanβ = vu/vd , µeff . (3)

The neutral Higgs sector of this model consists of three CP-even (h1, h2, h3) and two CP-odd (a1, a2)
states. The CP-even mass eigenstates are superpositions of the neutral CP-even components of Hu, Hd, S:

h1 = S1,d Hd + S1,u Hu + S1,s S ,

h2 = S2,d Hd + S2,u Hu + S2,s S ,

h3 = S3,d Hd + S3,u Hu + S3,s S , (4)

with the couplings to gauge bosons and fermions determined by the 3×3 mixing matrix S, e.g. ghiV V /gHSMV V =
cosβ Si,d + sin β Si,u.

An interesting feature is that the coupling λSĤuĤd in the superpotential leads to an extra tree-level
contribution to the SM-like Higgs mass m2

h = m2
Z cos2 2β + λv2 sin2 2β + ∆m2

h. It is thus much easier to
obtain mh # 125 GeV in constrained versions of the NMSSM then in their MSSM equivalents [10]. Moreover,
as pointed out by Ellwanger [11, 12], for large λ (and small tanβ) doublet–singlet mixing can reduce the hbb
coupling, thus enhancing the di-photon signal at the LHC. This works in fact for both, the lightest and the
second-lightest scalar, h1 and h2, and either of them could be the observed state at 125 GeV [12, 10, 13].

For illustration, Fig. 3 shows the result of a scan of the “semi-constrained” NMSSM with universal m0,
M1/2 and A0 at the GUT scale, but the NMSSM-specific parameters of Eq. (3) treated as free parameters
at the EW scale. The scan was performed with NMSSMTools [14]; all points have a neutralino as the lightest
SUSY particle (LSP) and obey the current mass limits as well as the constraints on BR(Bs → Xsγ), ∆Ms,
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Figure 4: Signal strengths (relative to SM) Rh1

VBF(bb̄)
versus Rh2

gg(γγ) for mh1 ∈ [96, 100] GeV and mh2 ∈
[123, 128] GeV in the semi-constrained NMSSM.
Blue points have Ωh2 < 0.094 while red and orange
points have Ωh2 ∈ [0.094, 0.136]. From [15].

∆Md, BR(Bs → µ+µ−), BR(B+ → τ+ντ ) and BR(B → Xsµ
+µ−) at 2σ. The light, medium and dark blue

points have Ωh2 ≤ 0.136 and obey the bounds on the spin-independent LSP–proton scattering cross section
from XENON100. Light and medium red points have 0.094 ≤ Ωh2 ≤ 0.136 and of course also pass the
XENON100 bounds. (The shades of blue and red just help indicate the level of enhancement or suppression
of the γγ signal.) The green points have Ωh2 ≤ 0.136 and in addition explain ∆aµ within 2σ.

4 Two Higgs bosons at 98 and 125 GeV

If the h2 of the NMSSM is responsible for the signal at 125 GeV, a particularly interesting question [15] is
whether one could simultaneously explain the LHC signal and the small (∼ 2σ) LEP excess in e+e− → Zbb
in the vicinity of Mbb ∼ 98 GeV. We recall that the LEP excess is clearly inconsistent with a SM-like Higgs
boson at this mass, being only about 10 − 20% of the rate predicted for the HSM. Consistency with such a
result for the h1 is natural if the h1 couples at a reduced level to ZZ, which, in turn, is automatic if the h2

has substantial ZZ coupling, as required by the observed LHC signals.
As above, we perform a scan over the semi-constrained NMSSM. We compute the ratio of the gg or

VBF induced Higgs cross section times the Higgs branching ratio to a given final state X , relative to the
corresponding value for the SM Higgs boson, as2

Rhi
gg(X) ≡ Γ(hi → gg) BR(hi → X)

Γ(HSM → gg) BR(HSM → X)
, Rhi

VBF(X) ≡ Γ(hi → WW ) BR(hi → X)

Γ(HSM → WW ) BR(HSM → X)
, (5)

where hi is the ith NMSSM scalar Higgs, and HSM is the SM Higgs boson, taking mHSM = mhi .
To describe the LEP and LHC data the h1 and h2 must have mh1 ∼ 98 GeV and mh2 ∼ 125 GeV,

respectively, with the h1 being largely singlet and the h2 being primarily doublet (mainly Hu for the scenarios
we consider). Figure 4 shows Rh1

VBF(bb̄) versus Rh2
gg(γγ) for the scan points that pass LEP, B-physics and

dark matter constraits as above and have in addition mh1 ∈ [96, 100] GeV and mh2 ∈ [123, 128] GeV. (These
ranges take into account a 2–3 GeV theoretical error in the computation of the Higgs masses.) The points
with 0.1 ≤ Rh1

VBF(bb̄) ≤ 0.25 would provide the best fit to the LEP excess. As can be seen, a large portion
of these points have Rh2

gg(γγ) > 1 as preferred by LHC data.

In the following we thus require mh1 ∈ [96, 100] GeV with 0.1 ≤ Rh1

VBF(bb̄) ≤ 0.25, and mh2 ∈
[123, 128] GeV with Rh2

gg(γγ) > 1. We refer to this as the “98 + 125 GeV Higgs scenario”. Points with
Ωh2 < 0.094 are represented by blue circles and points with Ωh2 ∈ [0.094, 0.136] (the “WMAP window”)
are represented by red/orange diamonds.

Two distinct WMAP-window regions appear. The red region has Rh2
gg(γγ) ∼ 1.6 and corresponds µeff ∼

120 GeV and tan β ∼ 2; as can be seen in Fig. 5, it features a partly light spectrum with mχ̃0
1

∼ 70−80 GeV,
mχ̃±

1
∼ 105 − 110 GeV and mt̃1 ∼ 0.2 − 1 TeV, while mg̃ " 1 TeV and mq̃ " 2 TeV. Again, LHC SUSY

limits are automatically avoided by the Higgs-sector requirements. Moreover, the other Higgses are light,

2Note that Rh1
VBF(bb̄) is equivalent to Rh1

V h1
(bb) as relevant for LEP.
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Figure 5: Expectations for sparticle and Higgs masses in the 98 + 125 GeV Higgs scenario. Blue points have
Ωh2 < 0.094 while red and orange points have Ωh2 ∈ [0.094, 0.136]. From [15].

too, ma2 ∼ 150 GeV and mh3 # mH± # ma2 ∼ 300 − 400 GeV. The orange region is quite different. It
appears at µeff ∼ 200 GeV and tan β ∼ 5−8 and has Rh2

gg(γγ) ∼ 1.1. The overall mass scale is much heavier:
mχ̃0

1
∼ 90 − 150 GeV and mt̃1 > 1.8 TeV, see Fig. 5. Squarks and gluinos lie in the 3 − 5 TeV mass range,

above the reach of the 14 TeV LHC. The heavy Higgses also have masses above 1 TeV, only the a1 is still
light with ma1 ! 250 GeV.

The LSP decomposition and its expected spin-independent scattering cross section off protons are shown
in Fig. 6. The prospects to test the 98+125 GeV Higgs scenario at the LHC and a future ILC are discussed
in detail in [15]. Obviously the ILC would be the ideal machine to explore the light charginos and neutralinos
present in this scenario, and to precisely measure their properties.

An e+e− collider would also be the ideal machine to produce the additional Higgs states. Production cross
sections for the various Higgs final states are shown in Fig. 7 for three illustrative scenarios specified in Table 1
taken from our NMSSM scans. The first plot is for a WMAP-window scenario with mχ̃0

1
∼ 76 GeV and light

Higgs bosons. The third plot is for the point in region B with smallest mh3 , for which ma2 , mh3 , mH± are
all around 1 TeV. The second plot is for a sample scenario with Higgs masses that are intermediate, as only
possible if Ωh2 lies below the WMAP window. With an integrated luminosity of 1000 fb−1, substantial event
rates for many Z+Higgs and Higgs pair final states are predicted. In the e+e− collider case, it would be easy
to isolate signals in many final states. For example, in the case of Higgs pairs, final states such as (tt)(tt),
(χ̃0

1χ̃
0
1)(tt) and so forth could be readily identified above background. Observation of the (χ̃0

1χ̃
0
1)(χ̃

0
1χ̃

0
1) final

states would require a photon tag and would thus suffer from a reduced cross section. Associated Z+Higgs,
with Higgs decaying to tt or χ̃0

1χ̃
0
1 would be even more readily observed.
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Figure 6: LSP higgsino component (left) and spin-independent scattering cross section (right) as function of
the LSP mass for the 98 + 125 GeV Higgs scenarios. From [15].

scenario I scenario II scenario III

Figure 7: Cross sections for Higgs production at an e+e− collider, as functions of the center-of-mass energy√
s, for three illustrative mass spectra as tabulated in Table 1. From [15].

Table 1: Higgs masses and LSP mass in GeV for the two scenarios for which we plot e+e− cross sections in
Fig. 7. Also given are Ωh2, the singlino and Higgsino percentages and Rh2

gg(γγ). Scenarios I) and III) have
Ωh2 in the WMAP window, with I) being typical of the low-mχ̃0

1
scenarios and III) being that with smallest

mh3 in the large-mχ̃0
1

group of points in the WMAP window. Scenario II) is chosen to have ma2 and mh3

intermediate between those for scenario I) and III), a region for which Ωh2 is substantially below 0.1.

Scenario mh1 mh2 mh3 ma1 ma2 mH± mχ̃0
1

Ωh2 LSP singlino LSP Higgsino Rh2
gg(γγ)

I 99 124 311 140 302 295 76 0.099 18% 75% 1.62
II 97 124 481 217 473 466 92 0.026 20% 74 % 1.53
III 99 126 993 147 991 989 115 0.099 75% 25% 1.14
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Figure 8: Correlation of gg → (h1, h2) → γγ signal
strengths when both h1 and h2 lie in the 123–128 GeV
mass range. Circular points have Ωh2 < 0.094, while
diamond points have 0.094 ≤ Ωh2 ≤ 0.136. Points are
color coded according to mh2 − mh1 as indicated on
the figure. From [16].

5 Degenerate case: two Higgses hiding in the 125 GeV signal?

As mentioned, enhanced rates in the γγ channel arise in the NMSSM with large λ when the h1 and h2 are
sufficiently close in mass that one Higgs, hi, “steals” (through mixing) some of the bb̄ width of the other
Higgs, hj . The state with the enhanced γγ signal and mass near 125 GeV can be either the h1 or the h2.
It is however also possible that h1 and h2 both lie in the 123–128 GeV mass window [16]. In this case, a
second mechanism for large γγ rates emerges — namely both h1 and h2 contribute significantly and their
summed rate is enhanced even though their individual rates are more or less at, or even somewhat below,
the SM level.

Figure 8 shows the correlation of gg → (h1, h2) → γγ signal strengths in the semi-constrained NMSSM
when both h1 and h2 lie in the 123–128 GeV mass range. We see that often one Higgs dominates the signal,
but it is also possible that both have Rhi

gg(γγ) " 0.5 thus giving a combined signal larger than 1.
To go a step further, we take the net signal in given production and decay channels Y and X to simply

be Rh
Y (X) = Rh1

Y (X) + Rh2

Y (X), and we define the resulting “effective” Higgs mass as

mY
h (X) ≡ Rh1

Y (X)mh1 + Rh2

Y (X)mh2

Rh1

Y (X) + Rh2

Y (X)
. (6)

Of course, the extent to which it is appropriate to combine the rates from the h1 and h2 depends upon the
degree of degeneracy and the experimental resolution. It should be noted that the widths of the h1 and h2

are of the same order of magnitude as the width of a 125 GeV SM Higgs boson, i.e. they are very much
smaller than this resolution.

In Fig. 9, we display in the left-hand plot the strong correlation between Rh
gg(γγ) and Rh

gg(V V ), V =

W, Z. Note that if Rh
gg(γγ) ∼ 1.5, as suggested by current experimental results, then in this scenario

Rh
gg(V V ) ≥ 1.2. In the right-hand plot, we show Rh

gg(γγ) versus the mass of the lighter pseudoscalar a1. It
is interesting to note that for the bulk of the points with (quasi-)degenerate h1,2 also the other Higgs states
tend to be light, with ma1 ! 300 GeV and ma2 # mh3 # mH± ! 500 GeV.

The scenario again prefers small µeff of order 100–200 GeV, which is very favorable in point of view of
fine tuning, in particular if stops are also light. Indeed a good fraction of our points with degenerate h1, h2

and R(γγ) > 1 features light stops with mt̃1 ∈ [300, 700] GeV and MSUSY =
√

mt̃1mt̃2 ! 1 TeV. Because of

the small µeff, the LSP is dominantly a light higgsino. A relic density of Ωh2 # 0.1 can be achieved for LSP
masses just below 80 GeV, see Fig. 10. The LSP is 70–80% higgsino in this case, with order 20% singlino
admixture. The ILC would again be the ideal machine to explore this scenario.
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Figure 9: Correlation between the gg induced γγ and V V signal strengths (left) and Rh
gg(γγ) versus the

mass of a1 (right) for NMSSM points with quasi-degenerate h1 and h2 in the 123–128 GeV mass window.
The green, blue and red points have ∆m = mh2 − mh1 = 2–3 GeV, ∆m = 1–2 GeV and ∆m ≤ 1 GeV,
respectively. From [16].
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Figure 11: Illustration of the double ratio I) of Eq. (7) for degenerate h1 and h2 in the 123–128 GeV mass
range in the semi-constrained NMSSM. The green, blue and red points have ∆m = mh2 − mh1 = 2–3 GeV,
∆m = 1–2 GeV and ∆m ≤ 1 GeV, respectively. From [17].

6 Diagnosing degenerate Higgs bosons

Two or more degenerate Higgs bosons will in general have different relative production rates in the VBF and
gg fusion channels for one or more final states. In [17] we thus proposed double ratios of signal strengths
as a useful diagnostic tool to reveal the existence of one ore more quasi-degenerate (but non-interfering in
the small width approximation) Higgs states. For models with Higgs doublets+singlets, the relevant double
ratios are:

I):
Rh

VBF(γγ)/Rh
gg(γγ)

Rh
VBF(bb̄)/Rh

gg(bb̄)
, II):

Rh
VBF(γγ)/Rh

gg(γγ)

Rh
VBF(WW )/Rh

gg(WW )
, III):

Rh
VBF(WW )/Rh

gg(WW )

Rh
VBF(bb̄)/Rh

gg(bb̄)
, (7)

each of which should be unity if only a single Higgs boson is present but are generally expected to deviate
from 1 if two (or more) Higgs bosons are contributing to the net Higgs signals. Values obtained in the
semi-constrained NMSSM are shown in Fig. 11.

7 Conclusions

In summary, the observation of the 125 GeV Higgs boson at the LHC has important implications for super-
symmetric models. In particular, in the MSSM and NMSSM scenarios discussed here, gluinos and squarks
of the first two generations tend to be heavy, in agreement with the non-observation of SUSY signals at
the LHC, while stops and EW-inos can be light. Within NMSSM, there exists the intriguing possibility of
additional Higgs states in the vicinity of, or degenerate with, the state at 125 GeV. This offers extremely
interesting possibilities for precision Higgs physics a the ILC. Neutralinos and charginos are also expected
to be light in these scenarios; the lightest states are typically higgsino-like and thus difficult to observe at
the LHC. An e+e− collider would be the ideal machine to resolve such scenarios.
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We re-evaluate prospects for supersymmetry at the proposed International Linear e+e− Collider (ILC)
in light of the first year of serious data taking at LHC with

√
s = 7 TeV and ∼ 5 fb−1 of pp collisions

(LHC7). Strong new limits from LHC SUSY searches, along with a hint of a Higgs boson signal around
mh ∼ 125 GeV, suggest a paradigm shift from previously popular models to ones with new and compelling
signatures. We present a variety of new ILC benchmark models, including: natural SUSY, hidden
SUSY, NUHM2 with low mA, non-universal gaugino mass (NUGM) model, pMSSM, Kallosh-Linde
model, Brümmer-Buchmüller model, normal scalar mass hierarchy (NMH) plus one surviving case from
mSUGRA/CMSSM in the far focus point region. While all these models at present elude the latest LHC
limits, they do offer intriguing case study possibilities for ILC operating at

√
s ∼ 0.25 − 1 TeV, and

present a view of some of the diverse SUSY phenomena which might be expected at both LHC and ILC
in the post LHC7 era.

1 Introduction

1.1 Motivation

Supersymmetry (SUSY) is a quantum spacetime symmetry which predicts a correspondence between bosonic
and fermionic fields [1, 2, 3, 4]. Supersymmetry is particularly appealing for theories of particle physics in that
it reduces scalar field quadratic divergences to merely logarithmic. This fact allows for an elegant solution
to the notorious gauge hierarchy problem, rendering the weak scale stable against quantum corrections
and allowing for stable extrapolations of the Standard Model (SM) into the far ultraviolet (E ≫ Mweak)
regime [5, 6]. Thus, SUSY provides an avenue for connecting the Standard Model to ideas of grand unification
(GUTs) and/or string theory, and provides a route to unification with gravity via local SUSY, or supergravity
theories [7, 8, 9].

While models of weak scale supersymmetry are theoretically compelling, we note here that a variety of
indirect evidence from experiment has emerged which provides support for the idea of weak scale SUSY:

• Gauge coupling unification: The values of the three SM gauge couplings, measured at energy scale
Q ≃ MZ at the CERN LEP collider, when extrapolated to high energy scales via renormalization
group (RG) running in the Minimal Supersymmetric Standard Model (MSSM) [10], very nearly meet
at a point around Q ≃ 2 × 1016 GeV [11, 12, 13]. Unification of gauge couplings is predicted by many
grand unified theories (GUTs) and string theories. Gauge coupling unification is violated by numerous
standard deviations under SM RG running.

• Precision electroweak measurements: Fits of precision electroweak observables (EWPO) to SUSY model
predictions find accord provided there exists a rather heavy SUSY particle mass spectrum [14]. Mean-
while, models such as minimal technicolor are highly stressed if not ruled out by EWPO.

• Top quark mass and electroweak symmetry breaking: The electroweak scalar potential is highly con-
strained in SUSY theories compared to the SM, and it is not immediately clear if electroweak symmetry
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can be properly broken, yielding the required vector boson and fermion masses while leaving the pho-
ton massless. In top-down theories, the soft breaking Higgs mass m2

Hu
is driven to negative values by

the large top quark Yukawa coupling, triggering an appropriate breakdown of EW symmetry, provided
that the top quark mass mt ∼ 150 − 200 GeV [15]. The latest measurements find mt = 173.2 ± 0.9
GeV [16].

• Higgs mass: In the SM, the physical Higgs scalar mass mHSM > 115 GeV due to LEP2 and LHC
searches, and it is lighter than ∼ 800 GeV [17] from unitarity constraints [18]. In the MSSM, typically
mA ≫ mh so that h is SM-like. In this case, mh > 115 GeV as in the SM case, but also mh <∼ 135 GeV
due to its more constrained mass calculation including radiative corrections [19]. The latest data from
the CERN LHC and Fermilab Tevatron is consistent with 115 GeV < mh < 127 GeV with a (2 − 3)σ
evidence for mh ≃ 125 GeV [108, 109, 110], squarely in the narrow SUSY window of consistency.

• Dark matter: While none of the SM particles have the right properties to constitute cold dark matter
in the universe, SUSY theories offer several candidates [20]. These include the neutralino (a WIMP
candidate), the gravitino or a singlet sneutrino. In SUSY theories where the strong CP problem is
solved via the Peccei-Quinn mechanism, there is the added possibility of mixed 1. axion-neutralino [21,
22, 23], 2. axion-axino [24, 25, 26] or 3. axion-gravitino cold dark matter.

• Baryogenesis: The measured baryon to photon ratio η ∼ 10−10 is not possible to explain in the SM. In
SUSY theories, three prominent possibilities include 1. electroweak baryogenesis (now nearly excluded
by limits on mt̃1 and mh [27]), 2. thermal and non-thermal leptogenesis [28], and 3. Affleck-Dine
baryo- or leptogenesis [29, 30].

1.2 Some problems for SUSY models

While the above laundry list is certainly compelling for the existence of weak scale SUSY in nature, we are
faced with the fact that at present there is no evidence for direct superparticle production at high energy
colliders, especially at the CERN Large Hadron Collider (LHC). The ATLAS and CMS experiments have
accumulated ∼ 5 fb−1 of integrated luminosity from pp collisions at

√
s = 7 TeV in 2011 (LHC7), and they

anticipate collecting ∼ 15 fb−1 at
√

s = 8 TeV in 2012 (LHC8). Recent analyses by the CMS experiment [120]
using 4.4 fb−1 of data have now excluded mg̃ <∼ 1400 GeV in the mSUGRA (also known as CMSSM) model,
for the case of mq̃ ≃ mg̃, while values of mg̃ <∼ 800 GeV are excluded in the case where mq̃ ≫ mg̃. Indeed,
fits of the mSUGRA model as recently as 2010 [31] to a variety of observables including EWPO, (g − 2)µ,
B-meson decay branching fractions and neutralino cold dark matter density predicted SUSY to lie exactly
in this excluded range. In addition, if the light SUSY Higgs boson turns out to have mh ≃ 125 GeV, then
the minimal versions of gauge-mediated and anomaly-mediated SUSY breaking models will likely be ruled
out [32], since it is difficult to obtain such large values of mh in these models unless the sparticle mass spectra
exist with a lightest MSSM particle with mass greater than about 5 TeV [33].

While the above results may seem disconcerting, at the same time they were not unanticipated by many
theorists. Whereas SUSY theories solve a host of problems as mentioned above, they also bring with them
considerable phenomenological baggage [35]. Some of these SUSY problems include the following:

• The SUSY flavor problem [36]: In SUSY models based on gravity-mediation, it is generally expected
that large flavor-violating terms will occur in the Lagrangian [37], giving rise to large contributions to
the kaon mass difference, and flavor violating decays such as b → sγ or µ → eγ. Solutions to the SUSY
flavor problem include 1. degeneracy of matter scalar masses, in which case a SUSY GIM mechanism
suppresses flavor violation [38], 2. alignment of squark and quark mass matrices [39], or 3. decoupling
mainly of first/second generation scalars (mq̃,ℓ̃

>∼ 5 − 50 TeV) [40, 41, 42].1 Indeed, the SUSY flavor
problem provided strong impetus for the development of GMSB and AMSB models, where universality
of scalars with the same quantum numbers is automatically expected.

• The SUSY CP problem: In this case, it is expected in gravity mediation that CP -violating phases in
the soft SUSY breaking terms and perhaps µ parameter will give rise to large electron and neutron (and

1Some degree of alignment or degeneracy would still be needed for the lower portion of this mass range.
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other) electric dipole moments (EDMs). Solutions include dialing the CP -violating phases to zero, or
decoupling. Models such as GMSB and AMSB are again not expected to have complex, CP-violating
soft terms.

• Proton decay in SUSY GUT theories: In SUSY GUT theories, the proton is expected to decay to
K+ν̄ via colored Higgsino h̃ exchange. The lifetime is expected to occur at levels below experimental
limits [43]. Since τp ∼ m5

p/m2
h̃
m2

q̃, large squark masses can again suppress proton decay.

• The gravitino problem [44]: In models of gravity-mediation, the superhiggs mechanism generates SUSY
breaking by giving the gravitino a mass m3/2. The gravitino mass sets the scale for the visible sector
soft breaking terms, and so one expects sparticle masses of order m3/2. However, thermal production
of gravitinos in the early universe can lead to either 1. an overproduction of dark matter (here, the
gravitinos would decay to the stable LSP, or even be the LSP), or 2. late-time decays of gravitinos
at time scales >∼ 1 s after the Big Bang would lead to dissolution of the light nuclei built up during
Big Bang nucleosynthesis (BBN). Solutions to the gravitino problem include 1. a rather low re-heat
temperature TR <∼ 105 GeV after inflation so that thermal gravitino production is suppressed [45] (but
such low TR values conflict with some baryogenesis mechanisms such as leptogenesis, which seems to
require TR >∼ 109 GeV), 2. a rather light gravitino with m3/2 ≪ 1 GeV, which enhances the goldstino
coupling, or 3. a rather heavy gravitino m3/2

>∼ 5 TeV, which lowers the gravitino lifetime so that
τ3/2

<∼ 1 sec, and gravitinos decay before BBN [46].

While some proposed solutions solve individual problems listed above (e.g. alignment for the SUSY flavor
problem, low TR for the gravitino problem, small phases for the SUSY CP problem), there is one solution–
decoupling of first/second generation matter scalars– which goes a long way to solving all four.2 But what of
fine-tuning constraints in SUSY models, which seemingly require sparticle masses near the weak scale [47]?

1.3 Fine-tuning in supersymmetric models

The connection between the SUSY breaking scale and the magnitude of the weak scale can be understood
most directly by minimization of the scalar potential in the MSSM to determine the magnitude of the
electroweak vacuum expectation values. The scalar potential gains contributions from three sectors:

VSUSY = VF + VD + Vsoft, (1)

and with 50 field “directions” in the MSSM, the scalar potential is rather daunting. Under rather mild
conditions, charge and color breaking minima can be avoided, so that instead we just minimize in the
neutral/non-colored scalar field directions. A well-defined local minimum can be found where the vacuum
expectation values of the real parts of the neutral Higgs fields are given by 〈h0

u〉 ≡ vu and 〈h0
d〉 ≡ vd with

tanβ ≡ vu/vd. The Z boson acquires a mass M2
Z = g2+g′2

2

(
v2

u + v2
d

)
. Including radiative corrections, the

scalar potential minimization condition is then written as

1

2
M2

Z =
(m2

Hd
+ Σd) − (m2

Hu
+ Σu) tan2 β

(tan2 β − 1)
− µ2 . (2)

Here, Σu and Σd arise from radiative corrections [48], and are given in the 1-loop approximation to the Higgs
effective potential by

Σu,d =
1

vu,d

∂∆V

∂Hu,d
,

where ∆V is the one-loop correction to the tree-level potential, and the derivatives are evaluated at the
physical vacuum.

It is then reasonable to say that the theory yields a natural value of MZ if the individual terms on the
right hand side of Eq. (2) are comparable in magnitude so that the observed value of MZ is obtained without

2In gravity mediation, it is expected that the gravitino mass m3/2 sets the mass scale for the heaviest of the scalars; in this
case, multi-TeV scalar masses would proceed from a multi-TeV gravitino mass.
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resorting to large cancellations. Indeed this is why |µ| has been suggested as a measure of naturalness [49],
with theories where µ2 <∼ M2

Z being the “most natural”. This relationship must be accepted with some
latitude, since values of µ2 <∼ (100 GeV)2 are phenomenologically excluded. Here, we will adopt |µ| < ΛNS ,
where ΛNS ∼ MZ , but might be as high as ∼ 200 GeV. Of course, there is nothing special about the
magnitude of µ, so that the same considerations apply equally to all the terms in Eq’n 2, including those
involving the radiative corrections. Naturalness thus requires that each individual term in (2) be <∼ ΛNS.

The largest contributions to Σu,d in Eq. (2) arise from superpotential Yukawa interactions of third
generation squarks involving the top quark Yukawa coupling. The order of magnitude of these contributions
is given by

Σu ∼ 3f2
t

16π2
× m2

t̃i

(
ln(mt̃2i

/Q2) − 1
)

,

and so grows quadratically with the top squark masses. Clearly, the top squark (and by SU(2) gauge
symmetry, also b̃L) masses must then be bounded from above by the naturalness conditions. In Ref. [50],
it has been shown that requiring Σu <∼

1
2M2

Z leads to mt̃i
<∼ 500 GeV. Scaling this up to allow µ values up

to 150-200 GeV leads to a corresponding bound mt̃i
<∼ 1 − 1.5 TeV. In other words, from this perspective,

models with µ <∼ 200 GeV and top squarks at the TeV scale or below are preferred by naturalness. It is also
worth remarking that since

m2
A ≃ 2µ2 + m2

Hu
+ m2

Hd
+ Σu + Σd , (3)

for moderate to large values of tanβ, the heavier Higgs scalars can naturally be at the several-TeV scale
because of the appearance of tan2 β − 1 in the denominator of Eq. (2). Notice, however, that the bound of
Λ2

NS on each term in Eq. (2) translates to an upper bound mA <∼ ΛNS tanβ.
There will also be corresponding constraints on other sparticles such as electro-weak charginos and

neutralinos that directly couple to the Higgs sector, but since these couplings are smaller than ft and
there are no color factors, the constraints will be correspondingly weaker. Sparticles such as first and
second generation squarks and sleptons that have no direct/significant couplings to the Higgs sector are
constrained only via two-loop effects and can easily be in the 10-50 TeV range. An important exception
would be the gluino, since radiative corrections to the top squark mass are proportional to mg̃ [51]. Using

δm2
q̃ ∼ 2g2

s

3π2 m2
g̃ × log and setting logs to be order unity, we expect that mg̃ <∼ 3mq̃. For top squarks to remain

in the ∼ 1.5 TeV range, the gluino must be lighter than 3-4 TeV. In models with electroweak gaugino mass
unification, electroweak-inos would then automatically not destroy naturalness.

To summarize, naturalness considerations suggest that SUSY models should give rise to a mass spectrum
characterized by

• |µ| <∼ ΛNS ∼ 200 GeV,

• third generation squarks mt̃L,R
, mb̃L

<∼ 1.5 TeV,

• mg̃ <∼ 3 − 4 TeV and SSB electroweak-ino masses smaller than 1-2 TeV

• mq̃1,2 , mℓ̃1,2
∼ 10 − 50 TeV.

The latter weak constraint on first/second generation matter scalars allows for a decoupling solution to the
SUSY flavor, CP , p-decay and (indirectly) gravitino problems. SUSY models with the above generic spectra
have been dubbed “natural SUSY” [52].3 This spectra is closely related to effective SUSY[41], but with
the additional requirement that |µ| <∼ 150 − 200 GeV which would likely give rise to a higgsino-like lightest
neutralino χ̃0

1. In contrast, models such as mSUGRA with rather heavy top squarks are expected to be
highly fine-tuned, even when µ is small as in the hyperbolic branch/focus point (HB/FP) region.

The remainder of this report is geared towards presenting a new set of supersymmetry benchmark models
suitable for ILC investigations, while maintaining consistency with the latest indirect and direct constraints
on supersymmetric models, especially taking into account what has been learned from recent LHC searches.
In Sec. 2, we briefly summarize current indirect constraints on SUSY models, and also discuss the current
status of SUSY dark matter. In Sec. 3, we present a summary of the most recent results from LHC searches for

3For earlier related work, see Ref’s [53, 54, 55, 56, 57, 75].
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SUSY and Higgs bosons. In Sec. 4, we present a variety of new post LHC7 benchmark points for ILC studies.
These new benchmarks reflect a movement away from previous studies within the mSUGRA/CMSSM model.
Some models have been selected due to their theoretical motivation (e.g. natural SUSY and its relatives),
while others have been selected for their diversity of phenomenology which may be expected at ILC. In
Sec. 5, we present a brief summary and outlook for physics prospects at the ILC.

2 Indirect constraints on SUSY models

In this section, we review briefly indirect constraints on SUSY models from muon g − 2 measurements, rare
B-decay branching fractions along with an updated discussion of the role of dark matter in SUSY models.

2.1 (g − 2)µ status

The magnetic moment of the muon aµ ≡ (g−2)µ

2 was measured by the Muon g − 2 Collaboration [68]
and has been found to give a 3.6σ discrepancy with SM calculations based on e+e− data [69]: ∆aµ =
ameas

µ − aSM
µ [e+e−] = (28.7 ± 8.0) × 10−10. When τ -decay data are used to estimate the hadronic vacuum

polarization contribution rather than low energy e+e− annihilation data, the discrepancy reduces to 2.4σ ,
corrensponding to ∆aµ = ameas

µ − aSM
µ [τ ] = (19.5 ± 8.3) × 10−10.

The SUSY contribution to the muon magnetic moment is[70] ∆aSUSY
µ ∼ m2

µµMi tan β

m4
SUSY

where i = 1, 2

stands for electroweak gaugino masses and mSUSY is the characteristic sparticle mass circulating in the
muon-muon-photon vertex correction: here, mµ̃L,R , mν̃µ , mχ̃+

i
and mχ̃0

j
. Attempts to explain the muon g−2

anomaly using supersymmetry usually invoke sparticle mass spectra with relatively light smuons and/or
large tanβ (see e.g. Ref. [71]). Some SUSY models where mµ̃L,R is correlated with squark masses (such as
mSUGRA) are now highly stressed to explain the (g − 2)µ anomaly. In addition, since naturalness favors a
low value of |µ|, tension again arises between a large contribution to ∆aSUSY

µ and naturalness conditions.
These tensions motivate scenarios with non-universal scalar masses. Of the benchmark scenarios discussed
in the following, some feature light smuons which raise (g − 2)µ to its experimental value, while others are
compatible with the Standard Model prediction.

2.2 b → sγ

The combination of several measurements of the b → sγ branching fraction finds that BF (b → sγ) =
(3.55 ± 0.26) × 10−4 [72]. This is somewhat higher than the SM prediction [73] of BFSM(b → sγ) =
(3.15 ± 0.23) × 10−4. SUSY contributions to the b → sγ decay rate come mainly from chargino-top-squark
loops and loops containing charged Higgs bosons, and so are large when these particles are light and when
tanβ is large [74].

2.3 Bs → µ+µ−

The decay Bs → µ+µ− occurs in the SM at a calculated branching ratio value of (3.2±0.2)×10−9. The CMS
experiment [65] has provided an upper limit on this branching fraction of BF (Bs → µ+µ−) < 1.9 × 10−8 at
95% CL. The CDF experiment [66] claims a signal in this channel at BF (Bs → µ+µ−) = (1.8 ± 1.0) × 10−8

at 95% CL, which is in some discord with the CMS result. Finally, the LHCb experiment has reported a
strong new bound of BF (Bs → µ+µ−) < 4.5 × 10−9[67]. In supersymmetric models, this flavor-changing
decay occurs through pseudoscalar Higgs A exchange [61, 62], and the contribution to the branching fraction

from SUSY is proportional to tan6 β
m4

A
.

2.4 Bu → τ+ντ

The branching fraction for Bu → τ+ντ decay is calculated [63] in the SM to be BF (Bu → τ+ντ ) =
(1.10±0.29)×10−4. This is to be compared to the value from the Heavy Flavor Averaging group [64], which
finds a measured value of BF (Bu → τ+ντ ) = (1.41±0.43)×10−4, in agreement with the SM prediction, but
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leaving room for additional contributions. The main contribution from SUSY comes from tree-level charged
Higgs exchange, and is large at large tanβ and low mH+ .

2.5 Dark matter

During the past several decades, a very compelling and simple scenario has emerged to explain the presence
of dark matter in the universe with an abundance roughly five times that of baryonic matter. The WIMP
miracle scenario posits that weakly interacting massive particles would be in thermal equilibrium with the
cosmic plasma at very high temperatures T >∼ mWIMP . As the universe expands and cools, the WIMP
particles would freeze out of thermal equilibrium, locking in a relic abundance that depends inversely on the
thermally-averaged WIMP (co)-annihilation cross section [76]. The WIMP “miracle” occurs in that a weak
strength annihilation cross section gives roughly the measured relic abundance provided the WIMP mass is
of the order of the weak scale [77]. The lightest neutralino of SUSY models has been touted as a protypical
WIMP candidate [78, 79, 80].

While the WIMP miracle scenario is both simple and engaging, it is now clear that it suffers from several
problems in the case of SUSY theories. The first of these is that in general SUSY theories where the lightest
neutralino plays the role of a thermally produced WIMP, the calculated relic abundance Ωχh2 is in fact
typically two-to-four orders of magnitude larger than the measured abundance Ωmeas

CDMh2 ∼ 0.11 in the case
of a bino-like neutralino, and one-to-two orders of magnitude lower than measurements in the case of wino-
or higgsino-like neutralinos [81]. In fact, rather strong co-annihilation, resonance annihilation or mixed bino-
higgsino or mixed wino-bino annihilation is needed to obtain the measured dark matter abundance. Each
of these scenarios typically requires considerable large fine-tuning of parameters to gain the measured dark
matter abundance [82]. The case where neutralinos naturally give the measured CDM abundance is when
one has a bino-like neutralino annihilating via slepton exchange with slepton masses in the 50-70 GeV range:
such mass values were long ago ruled out by slepton searches at LEP2.

The second problem with the SUSY WIMP miracle scenario is that it neglects the gravitino, which is
an essential component of theories based on supergravity. Gravitinos can be produced thermally at high
rates at high re-heat temperatures TR after inflation. If mG̃ > mLSP , then gravitino decays into a stable
LSP can overproduce dark matter for TR >∼ 1010 GeV. Even at much lower TR ∼ 105 − 1010 GeV, thermal
production of gravitinos followed by late decays (since gravitino decays are suppressed by the Planck scale)
tend to dissociate light nuclei produced in the early universe, thus destroying the successful picture of Big
Bang nucleosynthesis [46].

The third problem is that the SUSY WIMP scenario neglects at least two very compelling new physics
effects that would have a strong influence on dark matter production in the early universe.

• The first of these is that string theory seems to require the presence of at least one light (∼ 10 − 100
TeV) moduli field [83]. The moduli can be produced at large rates in the early universe and decay at
times ∼ 10−1 − 105 sec after the Big Bang. Depending on their branching fractions, they could either
feed additional LSPs into the cosmic plasma [84], or decay mainly to SM particles, thus diluting all
relics present at the time of decay [85].

• The second neglected effect is the strong CP problem, which is deeply routed in QCD phenomenol-
ogy [86]. After more than three decades, the most compelling solution to the strong CP problem is the
hypothesis of a Peccei-Quinn axial symmetry whose breaking gives rise to axion particles with mass
∼ 10−6−10−9 eV [87]. The axions can be produced non-thermally via coherent oscillations [88, 89, 90],
and also would constitute a portion of the dark matter. In SUSY theories, the axions are accompanied
by R-odd spin- 1

2 axinos ã and R-even spin-0 saxions s [91]. Thermal production of axinos and non-
thermal production of saxions can either feed more dark matter particles into the cosmic plasma, or
inject additional entropy, thus diluting all relics present at the time of decay. Theoretical predictions
for the relic abundance of dark matter in these scenarios are available but very model-dependent. In
the case of mixed axion-neutralino dark matter, it is usually very difficult to lower a standard over-
abundance of neutralinos, but it is also very easy to bolster a standard underabundance [23]. This
latter case may lead one to consider SUSY models with a standard underabundance of wino-like or
higgsino-like neutralinos as perhaps the more compelling possibility for CDM. In the case of mixed

6

381



axion-neutralino CDM, it can be very model-dependent whether the axion or the neutralino dominates
the DM abundance, and cases where there is a comparable admixture of both are possible.

The upshot for ILC or LHC physics is that one shouldn’t take dark matter abundance constraints on SUSY
theories too seriously at this point in time.

2.5.1 Status of WIMP dark matter searches

As of spring 2012, a variety of direct and indirect WIMP dark matter detection searches are ongoing. Several
experiments – DAMA/Libra, CoGent and Cresst – claim excess signal rates beyond expected backgrounds.
These various excesses can be interpreted in terms of a several GeV WIMP particle, although the three
results seem at first sight inconsistent with each other. It is also possible that muon or nuclear decay
induced neutron backgrounds – which are very difficult to estimate – contribute to the excesses. Numerous
theoretical and experimental analyses are ongoing to sort the situation out. A WIMP particle of a few GeV
seems hard to accommodate in SUSY theories.

There also exists claims for measured positron excesses in cosmic rays above expected backgrounds by
the Pamela collaboration [92] and claims for an electron excess by the Fermi-LAT group [93]. While these
claims can be understood in terms of very massive WIMPs of order hundreds of GeV, it is unclear at present
whether the positrons arise from exotic astrophysical sources [94] or simply from rare mis-identification of
cosmic protons.

A variety of other direct WIMP search experiments have probed deeply into WIMP-model parameter
space, with no apparent excesses above SM background. At this time, the best limits come from the Xenon-
100 experiment [95], which excludes WIMP-proton scattering cross sections of σ(χp) >∼ 10−8 pb at 90%CL
for mWIMP ∼ 100 GeV. The Xenon-100, LUX and CDMS experiments seem poised decisively to probe the
expected parameter space of mixed bino-higgsino dark matter [96, 97] (as occurs for instance in focus point
SUSY of the mSUGRA model) in the next round of data taking.

2.5.2 Gravitino dark matter

It is possible in SUSY theories that gravitinos are the lightest SUSY particle, and could fill the role of dark
matter. In gravity-mediation, the gravitino is expected to have mass of order the weak scale. In this case,
late decays of thermally produced neutralinos into gravitinos are often in conflict with BBN constraints. If
the gravitinos are much lighter, well below the GeV scale, then their goldstino coupling is enhanced and
BBN constraints can be evaded. This scenario tends to occur for instance in gauge-mediated SUSY theories.
The simplest GMSB scenarios now appear in conflict with Higgs mass results if indeed LHC is seeing mh

at ∼ 125 GeV [32, 33]. We will, however, present an example of a non-minimal GMSB model which is
compatible with a Higgs mass of ∼ 125 GeV.

3 LHC results

In this section, we present a very brief summary of the status of LHC searches for SUSY Higgs bosons and
for SUSY particles as of April 2012.

3.1 Impact of Higgs searches

3.1.1 SM-like Higgs scalar

The ATLAS and CMS experiments reported on search results for a SM-like neutral Higgs scalar HSM in
March 2012 based on about 5 fb−1 of data at

√
s = 7 TeV [108, 109]. Their analyses exclude a SM-like

Higgs boson over the mass range 127 < mHSM < 600 GeV. Combining this range with a fit of precision
electroweak data to SM predictions then allows a SM-like Higgs boson to live in the narrow mass range of
115 GeV < mHSM < 127 GeV. In fact, ATLAS reports an excess of events at 3.5σ level in the γγ, WW ∗

and ZZ∗ channels which is consistent with mHSM ∼ 126 GeV. A similar excess is reported by CMS at 3.1σ
at mHSM ∼ 124 GeV, along with an excess of 4ℓ events at ∼ 120 GeV. These excesses are also corroborated
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by recent reports from CDF and D0 at the Fermilab Tevatron of excess events over the mass range 115-130
GeV [110]. Upcoming data from the 2012 LHC run at

√
s = 8 TeV should validate or exclude a Higgs signal

in the 115-127 GeV range.

3.1.2 Non-standard Higgs bosons

Searches by ATLAS and CMS for H, A → τ+τ− now exclude a large portion of the mA vs. tanβ plane [111,
112]. In particular, the region around tanβ ∼ 50, which is favored by Yukawa-unified SUSY GUT theories,
now excludes mA < 500 GeV. For tanβ = 10, the range 120 GeV < mA < 220 GeV is excluded. ATLAS
excludes charged Higgs bosons produced in association with a tt̄ pair for masses below about 150 GeV for
tanβ ∼ 20 [113].

3.1.3 Impact of Higgs searches on SUSY models

A Higgs mass of mh = 125 ± 3 GeV lies below the value of mh ∼ 135 GeV which is allowed by calculations
within the MSSM. However, such a large value of mh requires large radiative corrections and large mixing in
the top squark sector. In models such as mSUGRA, trilinear soft parameters A0 ∼ ±2m0 are thus preferred,
and values of A0 ∼ 0 would be ruled out [114, 115]. In other constrained models such as the minimal versions
of GMSB or AMSB, Higgs masses of 125 GeV require even the lightest of sparticles to be in the multi-TeV
range [33], as illustrated in Figure 1.

mGMSB: n5 =1, µ >0, mt =173.3 GeV
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Figure 1: Value of mh in mGMSB and in mAMSB versus Λ and m3/2 from [33].

In the mSUGRA/CMSSM model, requiring a Higgs mass of about 125 GeV pushes the best fit point in
m0 and m 1

2
space into the multi-TeV range [114] and makes global fits of the model to data increasingly

difficult [105]. This has provided motivation for extending the MSSM with gauge singlets [106, 50] or
vector-like matter [107] both of which allow for somewhat heavier values of mh.

3.2 Review of sparticle searches at LHC

3.2.1 Gluinos and first/second generation squarks

The ATLAS and CMS collaborations have searched for multi-jet+Emiss
T events arising from gluino and squark

pair production in 4.4 fb−1 of 2011 data taken at
√

s = 7 TeV [117, 120]. In the limit of very heavy squark
masses, they exclude mg̃ <∼ 0.8 TeV, while for mq̃ ≃ mg̃ then mg̃ <∼ 1.4 TeV is excluded. Here, mq̃ refers to a
generic first generation squark mass scale, since these are the ones whose production rates depend strongly
on valence quark PDFs in the proton.

Both collaborations in addition have searched for gluino and squark cascade decays [121] assuming more
specific decay chains leading to signatures involving leptons and photons as well as b-jets [116, 118, 125, 126,
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127, 128, 119, 129, 122, 123, 124, 138]. In most cases, the limits on the gluino mass are rather similar to the
ones from the multi-jet+Emiss

T analyses, with values of mg̃ <∼ 0.8 − 1 TeV being excluded depending on the
particular decay chain.

If the gluino decays dominantly into third generation squarks, the gluino mass limits are somewhat
weaker, typically in the range of 0.65 to 0.8 TeV, again depending on the exact decay chain [126, 129, 127].
These results are soon expected to be upgraded to include the full 5 fb−1 data set.

Some analyses have addressed the situation where there are small mass differences between mother and
daughter particles in the decay chain. In one case, ATLAS considered gluino decays via an intermediate
chargino [116]. Using a soft-lepton tag, they reach down to g̃ − χ̃0

1 mass differences of ∼ 100 GeV. In this
case, gluino masses are only excluded up to 0.5 TeV.

3.2.2 Sbottom and Stop

A recent ATLAS search for direct bottom squark pair production followed by b̃1 → bχ̃0
1 decay (pp → b̃1

¯̃b1 →
bb̄+Emiss

T ) based on 2 fb−1 of data at
√

s = 7 TeV now excludes mb̃1
<∼ 350 GeV for mχ̃0

1
as high as 120 GeV.

For larger values of mχ̃0
1
, the limit vanishes at present [131]. These limits also apply to top squark pair

production where t̃1 → bχ̃+ decay and the χ̃+ decays to soft, nearly invisible particles, as would be expected
in natural SUSY. From a search for events with b-jets, same-sign di-leptons and missing energy, CMS puts
a limit on the mass of directly produced bottom squarks to be larger than 370 GeV for chargino masses
between 100 and 200 GeV and a χ̃0

1 mass of mχ̃0
1

= 50 GeV [129].

In the context of GMSB with the χ̃0
1 as higgsino-like NLSP and a gravitino G̃ LSP, ATLAS searched for

direct top squark pair production, followed by t̃1 → bχ̃+ or, when kinematically allowed, also tχ̃0
1. Based on

2 fb−1, they exclude top squark masses up to 330 GeV for NLSP masses around 190 GeV [130]. This limit
relies on the GMSB specific decay of the χ̃0

1 into ZG̃, especially on two (same flavour, opposite sign) leptons
consistent with the Z mass.

3.2.3 Electroweakinos

In models with gaugino mass unification and heavy squarks (such as mSUGRA with large m0), electroweak
gaugino pair production pp → χ̃±

1 χ̃0
2 is the dominant SUSY particle production cross section at LHC7

for mg̃ > 0.5 TeV[157]. If the χ̃±
1 and χ̃0

2 decay leptonically and χ̃0
2 → χ̃0

1Z decay is closed, then this
reaction leads to the well-known trilepton plus Emiss

T final state [132, 133] which may be observable over
SM backgrounds. A search by ATLAS using 2.1 fb−1 of data [134] has been interpreted in the pMSSM
and in a simplified model assuming chargino and neutralino decay to intermediate sleptons, which enhances
the leptonic branching fractions. In the simplified model case, mχ̃±

1
< 250 − 300 GeV are ruled out for

mχ̃0
1

= 0 − 150 GeV. In the pMSSM as well as in the simplified model interpretation it is assumed that the
lighter set of sleptons, including the third generation, is mass degenerate and fulfils ml̃ = (mχ̃±

1
− mχ̃0

1
)/2,

which maximizes the lepton momenta and thus the acceptance. Thus this analysis does in particular not
apply to scenarios with a small τ̃1-χ̃

0
1 mass difference, which are still a viable scenario even for M2 and µ

values depicted as excluded in Fig. 2 of reference [134]. Furthermore, the theoretically more interesting case
of chargino and neutralino three-body leptonic decay through W ∗ and Z∗ should be possible with 10-20 fb−1

of data, as should the trilepton signal from pp → χ̃±
1 χ̃0

2 → WZ + Emiss
T [157].

3.2.4 Electroweakinos with extremely small mass differences

In models such as AMSB where the light chargino χ̃±
1 and neutralino χ̃0

1 are expected to be wino-like, the
expected χ̃±

1 − χ̃0
1 mass gap is expected to be ∼ 100 − 200 MeV. Such a small mass gap implies the χ̃±

1

will actually fly a short but possibly observable distance before decaying into very soft pion(s). A search
by ATLAS using 4.7 fb−1 has been made for long lived charginos arising from gluino and squark cascade
decays [135]. Thus, the search looks for three high pT jets plus Emiss

T > 130 GeV. Within this event class, a
search is made for events with hits in the transition radiation tracker (TRT) which ultimately disappear. No
signal is seen above expected background levels, leading to limits on m3/2 > 32 TeV in the mAMSB model.
More generally, lifetimes between τχ̃±

1
∼ 0.2 − 90 ns are excluded for mχ̃±

1
< 90 GeV at 95% CL.
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3.2.5 Heavy stable charged particles

Long-lived quasi-stable charged or colored particles are common in many versions of supersymmetric models.
Examples include GMSB models with a τ̃1 as NLSP which decays to τ + G̃, or models such as split SUSY
where gluino decays are suppressed by an ultra-heavy squark mass scale. In the latter case, any quasi-stable
gluinos which are produced at LHC would be expected to hadronize into a gluino hadron, which could be
either charged or neutral.

A search by ATLAS using 2.1 fb−1 of data looks for anomalous dE/dx energy loss measurements in the
Pixel detector. Since no deviation from expected background levels was found, they were able to exclude
the production of gluino hadrons with mg̃ < 810 GeV [136].

3.2.6 R-Parity Violation

The ATLAS collaboration has searched for R-parity violating SUSY (for a review, see [137]) in the context
of the mSUGRA/CMSSM model in two scenarios.

In the case that m0 ∼ 0, the tau-slepton τ̃1 is the LSP. To be compatible with cosmological bounds on
relic stable charged particles produced in the Big Bang, it is assumed that τ̃1 decays to τe∓(ℓ±νℓ) where
ℓ = e or µ via the R-parity coupling λ121. A search for four isolated leptons plus Emiss

T in 2 fb−1 of data
allows them to exclude m1/2 < 800 GeV at 95% CL for tanβ < 40 and mτ̃1 > 80 GeV [143].

Furthermore, ATLAS has published an interpretation of their search for events with one lepton, jets and
missing transverse energy in 1 fb−1 of data [145] in the context of bilinear R-parity violating SUSY, where
the bRPV parameters are determined by fitting them to neutrino oscillation data [146]. For tanβ = 10,
A0 = 0 and µ > 0, they exclude values of m0 up to 430 GeV for m1/2 = 290 GeV. For smaller or larger
values of m1/2 the exclusion in m0 is weaker; values of m1/2 < 240 GeV have not been studied at all.

4 Implications for ILC and benchmark points

The results from the previous sections, when summarized, yield the following grand picture:

• Squarks and gluinos: Ironically, the strongest LHC limits on sparticle masses apply to the first
generation squarks and gluinos, while these are the most remotely connected to the determination of
the electroweak scale, and to the weak boson masses. So while mg̃ >∼ 1.4 TeV for mq̃ ∼ mg̃, these
limits hardly affect naturalness limits, which prefer mg̃ <∼ 3−4 TeV and basically do not constrain first
generation squarks, so that mq̃ values into the tens of TeV regime are certainly allowed.

• Electroweakinos: The masses of the electroweakinos – constrained by LEP2 to have mχ̃1 > 103.5
GeV – are hardly constrained by LHC7 data unless they are connected with 1. a light gluino (via the
gaugino mass unification assumption) or first/second generation squarks allowing for strong production
or 2. in conjuction with light sleptons appearing in the electroweakino decay right in between the χ̃0

1

and χ̃0
2, χ̃

±
1 masses. In particular, mχ̃0

1
, mχ̃0

2
and mχ̃±

1
can very well be below 200 GeV as motivated

by naturalness. Very likely they have at least a sizable Higgsino component, and thus could very well
have small mass splittings. Several of the scenarios proposed below exhibit such a pattern for the
light electroweakinos. The heavier electroweakinos are likely not directly observable at the ILC. The
proposed benchmarks cover various options in this respect.

• Sleptons: The most important indication for light sleptons is still (g − 2)µ. They are so far not
constrained directly by LHC7 data (but see [147] for projections). If a common matter scalar mass m0

at the GUT scale is assumed, then the stringent LHC7 bounds on first and second generation squarks
imply also rather heavy sleptons. Most of the scenarios below have heavy sleptons and thus do not
explain the (g −2)µ anomaly. If non-universality of matter scalars is assumed, then the slepton masses
are completely unconstrained and all sleptons could still lie within reach of the ILC, as illustrated by
the δMτ̃ and NMH benchmarks described below: both these scenarios allow for perfect matches to
the observed (g − 2)µ value. In natural SUSY – while the first two slepton generations are expected to
be heavy – the τ̃1 can be quite light due to the limited mass of the top squarks.
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• Third generation squarks: Direct limits on the third generation squarks from LHC7 are far below
those for the first generation, so that especially the top squark could very well be in the regime
expected from naturalness and thus accessible at the ILC. Both the natural SUSY benchmark and the
δMτ̃ benchmark described in Subsections 4.1 and 4.6 give examples with light t̃1 and possibly b̃1 and
t̃2.

• SUSY Higgses: The possibly SM-like properties of a 125 GeV Higgs scalar, as hinted at by LHC7
data, suggests that the other SUSY Higgses could be rather heavy, although of course a firm statement
in this regard will require not only a Higgs discovery but also precise measurements of the branching
ratios. We present in section 4.3 a NUHM2 scenario with light A, H and H±; also, the δMτ̃ benchmark
features heavy Higgses which should be observable at a 1 TeV e+e− collider.

Based on these observations, we propose a set of benchmark points which can be used to illustrate the
capabilities of ILC with respect to supersymmetry, and for future optimization of both machine and detector
design. The suggested points all lie outside the limits imposed by LHC7 searches. Some of these scenarios
might be discoverable or excluded by upcoming LHC8 searches, while others will be extremely difficult to
detect at LHC even with 3 ab−1 of data at

√
s = 14 TeV. The spectra for all benchmarks are available

online [144] in the SUSY Les Houches Accord format.

4.1 Natural SUSY

Natural SUSY (NS) models are characterized by [51, 52, 99]:

• a superpotential higgsino mass parameter µ < ΛNS ∼ 200 GeV,

• a sub-TeV spectrum of third generation squarks t̃1, t̃2 and b̃1,

• an intermediate scale gluino mg̃ <∼ 3 − 4 TeV with mA <∼ |µ| tanβ and

• multi-TeV first/second generation matter scalars mq̃,ℓ̃ ∼ 10 − 50 TeV.

The last point offers at least a partial decoupling solution to the SUSY flavor and CP problems.
The suggested model parameter space is given by [99]:

m0(1, 2), m0(3), m1/2, A0, tanβ, µ, mA . (4)

Here, we adopt a NS benchmark point as calculated using Isasugra 7.82 [100] with parameters m0(1, 2) = 13.5
TeV, m0(3) = 0.76 TeV, m1/2 = 1.38 TeV, A0 = −0.167 TeV, tanβ = 23 GeV, µ = 0.15 TeV and mA = 1.55
TeV. The resulting mass spectrum is listed in Table 1.

Due to their small mass differences, the higgsino-like light electroweakinos will tend to look like missing
transverse energy to the LHC. The next heavier particle is the t̃1. Since the mass difference mt̃1 − mχ̃0

1
is

less than the top mass, the decay t̃1 → bχ̃±
1 dominates, thus making the signature for t̃1 pair production two

acollinear b-jets plus missing transverse energy.
For ILC, the spectrum of higgsino-like χ̃±

1 , χ̃0
1 and χ̃0

2 will be accessible for
√

s >∼ 320 GeV via χ̃±
1 and χ̃0

2χ̃
0
2

pair production and χ̃0
1χ̃

0
2 mixed production, albeit with a mass gap mχ̃±

1
− mχ̃0

1
∼ mχ̃0

2
− mχ̃0

1
∼ 7.5 GeV:

thus, visible energy released from decays will be small. Specialized cuts allowing for ILC detection of light
higgsinos with small mass gaps have been advocated in Ref’s [101] and [102]; there it is also demonstrated
that ILC will be able to measure the values of µ and M2 and show that |µ| < M2.

In the case of very small mass gaps, a hard ISR photon radiated from the initial state may help to
lift the signal out of the substantial background of photon–photon induced processes. The experimental
performance of this ISR recoil method has been evaluated recently in full simulation of the ILD detector in
context of radiative WIMP / neutralino production [103, 104]. The cross-sections are typically in the few
tens of fb region [75] and thus should be detectable in the clean ILC environment. Similar signatures have
also been investigated in the context of AMSB for the TESLA TDR [98].

As
√

s is increased past 600 − 800 GeV, then also t̃1
¯̃t1, ν̃τ

¯̃ντ and τ̃1
¯̃τ1 become successively accessible.

This benchmark model can be converted to a model line by varying the GUT-scale third generation mass
parameter m0(3) or by varying µ. The light higgs mass mh can be pushed as high as ∼ 124 GeV if larger
values of m0(3) and |A0| are selected [99].

11

386



4.2 Hidden SUSY

Models of “hidden SUSY” [75] are motivated by the fact that the magnitude of the superpotential higgsino
mass parameter µ itself has been suggested as a measure of fine-tuning [49]. This idea has been used to
argue that mSUGRA/CMSSM models in the hyperbolic branch/focus point region are less fine-tuned than
generic parameter space regions. Natural SUSY models wherein ΛNS slides into the >∼ 300 GeV regime but
maintain |µ| <∼ 300 GeV morph into hidden SUSY. Here, we select a model where all mass parameters are
large except for the µ parameter, which may lie in the 100−300 GeV range. The parameter space suggested
is that of the 2-parameter non-universal Higgs mass (NUHM2) model:

m0, m1/2, A0, tanβ, µ, mA . (5)

Here, we adopt a benchmark point with parameters m0 = 5 TeV, m1/2 = 0.8 TeV, A0 = −8.3 TeV,
tanβ = 10 with µ = 0.15 TeV and mA = 1 TeV. The spectrum is given in Table 1.

Hidden SUSY models are very difficult to detect at LHC. In contrast to natural SUSY, the third generation
scalars are also beyond 1 TeV. While the higgsino-like light charginos and neutralinos are produced at large
rates, the very low energy release from their decays will be hard to detect above background levels, making
them all look like missing transverse energy. If the cross-sections are large enough, the decays of the
χ̃0

3 → χ̃±
1 W±, χ̃0

1,2Z or χ̃0
1,2h might provide a source of isolated leptons visible at the LHC if the t̃1 is too

heavy for detection.
The ILC operating at energy

√
s >∼ 300 GeV should be able to detect and distinguish χ̃+

1 χ̃−
1 and χ̃0

1χ̃
0
2

production as in the natural SUSY case discussed above. The small mass gap, angular distribution and
polarization dependence of the signal cross sections may all be used to help establish the higgsino-like nature
of the light χ̃±

1 , χ̃0
2 and χ̃0

1. In addition, the χ̃0
3 is accessible in mixed production with the lighter neutralinos

already at
√

s >∼ 500 GeV.
Phenomenologically similar scenarios – which are even more minimal case in the sense that the χ̃0

3 and
the t̃1 are in the multi-TeV regime as well – have been suggested by Brümmer and Buchmüller [140]. We
will discuss one example in section 4.8.

4.3 NUHM2 benchmark with light A, H and H±

This benchmark point, constructed within the 2-parameter non-universal Higgs model (NUHM2), provides
a model with relatively light A, H and H± Higgs bosons while the remaining sparticles are beyond current
LHC reach. We adopt parameters m0 = 10 TeV, m1/2 = 0.4 TeV, A0 = −16 TeV, tanβ = 6 with µ = 5
TeV and mA = 275 GeV. The values of mh = 124.4 GeV, with mH = 277.5 GeV and mH+ = 286.0 GeV
are obtained with FeynHiggs [58]. The only colored sparticles accessible to the LHC are the gluinos with
mg̃ = 1.225 TeV, while most squarks live at around mq̃ ∼ 10 TeV. The gluino decays are dominated by
g̃ → χ̃0

1tt̄ and g̃ → (χ̃±
1 → χ̃0

1W
±)tb, and thus will require dedicated analyses for high multiplicity final states

or boosted techniques for identifying W - or t-jets. The signal pp → χ̃1χ̃
0
2 → Wh + Emiss

T → ℓνℓ + bb̄ + Emiss
T

should ultimately be observable at LHC14 [59]. The Higgs bosons, apart from the light CP -even one, can
most probably not be observed at the LHC in this low tanβ and mA region [142].

At the ILC with
√

s ∼ 0.5 TeV, we expect e+e− → Ah, ZH to occur at observable rates. As
√

s rises
beyond 600 GeV, AH and H+H− production becomes accessible while mixed χ̃0

1χ̃
0
2 pair production, though

accessible, is suppressed. At 800 GeV, χ̃±
1 pairs will be produced in addition. Due to heavy sleptons and the

sizable mass gap between χ̃±
1 , χ̃0

2 and the χ̃0
1, one expects electroweakino decays to real W± and Z bosons,

very similar to the “Point 5” benchmark studied in the Letter of Intents of the ILC experiments [158, 159].

4.4 mSUGRA/CMSSM

Large portions of mSUGRA model parameter space are now ruled out by direct searches for gluino and
squark production at LHC7. In addition, if one requires mh ∼ 124 − 126 GeV, then even larger portions of
parameter space are excluded: m1/2 < 1 TeV (corresponding to mg̃ < 2.2 TeV) for low m0 and m0 < 2.5
TeV (corresponding to mq̃ < 2.5 TeV) for low m1/2 [114]. These tight constraints rule out almost all of the
co-annihilation and A-funnel annihilation regions [114, 33]. The HB/FP region moves to very large m0 > 10
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TeV since now |A0| must be large to accommodate the rather large value of mh. Some remaining dark
matter allowed parameter space thus remains.

An example is provided by an mSUGRA benchmark point with m0 = 15.325 TeV, m1/2 = 0.845884
TeV, A0 = −10.8126 TeV and tanβ = 20.197. The masses are shown in Table 1. At this point, mg̃ = 2320
GeV and mq̃ ∼ 15.3 TeV. However, µ ∼ 145 GeV, and so mχ̃±

1
= 155.3 GeV and mχ̃0

2
= 154.8 GeV and

mχ̃0
1

= 141.6 GeV. Thus, this point – although very fine-tuned in the EW sector (with mt̃1 ∼ 8.7 TeV) –

would allow χ̃+
1 χ̃−

1 and χ̃0
1χ̃

0
2 production at ILC with a χ̃±

1 − χ̃0
1 mass gap of 14 GeV. The χ̃0

1 would be of
mixed bino-higgsino variety. When increasing

√
s towards 1 TeV, the heavier neutralinos become accessible

in mixed production and χ̃0
3 pair production.

Since all scalars are above 10 TeV (apart from the lighter top squark at mt̃1 ∼ 8 TeV), the most promising

signature for the LHC is gluino production, followed by g̃ → χ̃0
i tt̄ and g̃ → (χ̃±

j → χ̃0
1W

±)tb as discussed in
case of the NUHM2 benchmark in Section 4.3.

4.5 Model with non-universal gaugino masses (NUGM)

In supergravity, gaugino masses arise from the Lagrangian term (using 4-component spinor notation)

LG
F = −1

4
eG/2 ∂f∗

AB

∂ĥ∗j

∣∣
ĥ→h

(
G−1

)j

k
Gkλ̄AλB (6)

where fAB is the holomorphic gauge kinetic function with gauge indices A, B in the adjoint representation,
λA are four-component gaugino fields and the ĥm are hidden sector fields needed for breaking of supergravity.
If fAB ∼ δAB, then gaugino masses are expected to be universal at the high energy scale where SUSY breaking
takes place. However, in general supergravity, fAB need only transform as the symmetric product of two
adjoints. In general, gaugino masses need not be universal at any energy scale, giving rise to models with
non-universal gaugino masses (NUGM).

For a NUGM benchmark, we select a model with m0 = 3 TeV, A0 = −6 TeV, tanβ = 25 and µ > 0.
We select gaugino masses at the GUT scale as M1 = M2 = 0.25 TeV with M3 = 0.75 TeV. The spectrum is
listed in column 6 of Table 1. With mg̃ ≃ 1.8 TeV and mq̃ ≃ 3 TeV, the model is clearly beyond current LHC
reach for gluinos and squarks. The model should be testable in future LHC searches, not only in with the
standard jets plus missing Et analyses, but also via searches tailored for very high multiplicity final states
and using b-jet tagging [34], since the gluino almost exclusively decays via g̃ → t̃1t followed by t̃1 → χ̃0

1t. In
addition, the production channel pp → χ̃±

1 χ̃0
2 → WZ + Emiss

T may be testable in the near future [157].
The rather light spectrum of electroweak gauginos with mχ̃±

1
∼ 2mχ̃0

1
∼ 216 GeV allows for chargino pair

production at ILC followed by χ̃±
1 → χ̃0

1W decay, yielding a W+W−+ 6E signature. The χ̃0
1χ̃

0
2 and χ̃0

2χ̃
0
2

production channels tend to be suppressed, but may offer additional search avenues albeit at low rates.

4.6 A pMSSM model with light sleptons

In many constrained SUSY models where slepton and squark masses are correlated at some high energy
scale, relatively light sleptons with mass ∼ 100 − 200 GeV are forbidden. However, if we invoke the greater
parameter freedom of the pMSSM, then spectra with light sleptons and heavy squarks can easily be generated.
In fact, these models have some degree of motivation in that they naturally reconcile the measured (g − 2)µ

anomaly (which favors light smuons) with the measured b → sγ branching fraction (which favors rather
heavy third generation squarks).

In the pMSSM[148, 149], one inputs weak scale values of the following parameters: 1. mg̃, µ, mA, tanβ, 2.
mQ, mU , mD, mL, mE for each of the three generations, 3. gaugino masses M1 and M2 and 4. third generation
trilinear At, Ab and Aτ . This gives a 19 dimensional parameter space if first and second generation scalar
masses are taken as degenerate, else a 24 dimensional parameter space for independent first, second and
third generations.4 As an example, we specify the “δMτ̃” benchmark with the following parameters, all
given at a scale of 1 TeV:

4Alternatively, the SU(3) gaugino mass M3 may be substituted for the physical gluino mass as an input.
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PMQ NS HS NUHM2 mSUGRA NUGM
m0(1, 2), m0(3) 13.35, 0.76 5.0 10.0 15.325 3.0
m1/2 / M1, M2, M3 1.38 0.7 0.4 0.8459 0.25,0.25,0.75
tanβ 23 10 6 20.2 25
A0 -0.167 -8.3 -16.0 -10.81 -6.0
mh 0.121 0.125 0.124 0.126 0.125
mA 1.55 1.0 0.275 14.22 3.268
mH 1.560 1.006 0.277 14.31 3.289
mH± 1.563 1.011 0.286 14.31 3.293
µ 0.15 0.15 6.0 0.144 2.36
mg̃ 3.27 1.79 1.225 2.32 1.835
mχ̃±

1,2
0.156, 1.18 0.154, 0.611 0.386, 4.9 0.155, 0.756 0.216, 2.37

mχ̃0
1,2

0.148, 0.156 0.14, 0.158 0.192, 0.384 0.141, 0.155 0.109, 0.215

mχ̃0
3,4

0.615, 1.18 0.32, 0.621 4.93, 4.93 0.397, 0.780 2.36, 2.36

mũL,R 13.58, 13.59 5.12, 5.27 9.92, 10.21 15.31, 15.36 3.30, 3.31
mt̃1,2

0.286, 0.914 1.21, 3.55 4.14, 7.43 8.75, 12.29 1.11, 2.29

md̃L,R
13.6, 13.6 5.12, 5.09 9.92, 9.89 15.31, 15.37 3.30, 3.31

mb̃1,2
0.795, 1.26 3.58, 5.0 7.45, 9.84 12.26, 14.85 2.30, 2.99

mẽL,R 13.4, 13.3 5.11, 4.8 10.2, 9.66 15.31, 15.31 3.0, 3.0
mτ̃1,2 0.43, 0.532 4.73, 5.07 9.61, 10.1 14.68, 14.99 2.6, 2.81

Ωstd
χ̃0 h2 0.007 0.009 210 0.008 1540

〈σv〉(v → 0) [cm3/s] 3.1×10−25 2.8×10−25 5.1×10−30 2.9×10−25 1.5×10−32

σSI(χ̃0p) × 109 [pb] 2.0 11. 0.007 4.0 0.0004
aSUSY

µ × 1010 0.03 0.09 0.05 0.02 0.45
BF (b → sγ) × 104 3.3 3.3 3.48 3.05 2.95
BF (BS → µ+µ−) × 109 4.2 3.8 3.9 3.8 3.9
BF (Bu → τντ ) × 104 1.3 1.3 1.3 1.3 1.3

Table 1: Input parameters and mass spectrum and rates for post LHC7 benchmark points 1− 5. All masses
and dimensionful parameters are in TeV units. All values have been obtained with Isasugra apart from Higgs
masses for the NUHM2 point, which have been taken from FeynHiggs.

• Higgs sector parameters:
tan(β) = 10, µ = 200 GeV, mA = 400 GeV,

• trilinear couplings: At = Ab = Aτ = −1.8 TeV,

• gaugino mass parameters:
M3 = 2 TeV, M2 = 225 GeV, M1 = 107 GeV,

• slepton mass parameters:
mL(1, 2, 3) = 200 GeV, mE(1, 2) = 125 GeV, mE(3) = 103 GeV,

• squark mass parameters:
mQ(1, 2) = mD(1, 2) = mU (1, 2) = 2 TeV, mL(3) = 1.5 TeV, mU (3) = mD(3) = 400 GeV.

The resulting sparticle masses, which have been obtained with SPheno [150, 152] with Higgs masses
calculated by FeynHiggs [58], along with the neutralino relic density obtained from [60], are listed in Table 2.

With masses around 2 TeV, the gluino and the partners of the light quarks are beyond current LHC
limits, especially since the gluino decays dominantly via t̃1t or b̃1b. Although light sleptons are present,
the current limits on direct electroweakino production [134] do not cover this case due to the small mass
difference between the τ̃1 and the χ̃0

1, which leads to soft τ leptons in the chargino and neutralino decays
instead of the searched for high pt electrons and muons.
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All sleptons and electroweakinos are within ILC reach at
√

s <∼ 500 GeV. In addition, the light top and
bottom squarks as well as the heavy Higgs bosons would be accessible at ILC with

√
s ∼ 1 TeV.

Due to the large number of production processes open already at
√

s ∼ 500 GeV, which often yield long
cascades[151], δMτ̃ is actually an experimentally challenging scenario for ILC. Therefore, it is an ideal case
study to demonstrate the separation of many closely spaced new matter states with all the tools offered by
ILC, including threshold scans and different beam polarization configurations, but also taking into account
realistic assumptions on the beam energy spectrum, accelerator backgrounds and detector resolutions.

At a center-of-mass energy of 1 TeV or above, the rather small mass difference of 40 GeV between the light
stop and sbottom as well as the separation of the heavy Higgs states will provide additional experimental
challenges.

4.7 Kallosh-Linde or G2MSSM benchmark

While minimal anomaly-mediation seems on shaky ground due to its prediction of a light Higgs scalar
mh <∼ 120 GeV, other similar models have emerged as perhaps more compelling. One of these models – by
Kallosh and Linde (the KL model [153, 154]) – attempts to stabilize stringy moduli fields via a generalization
of the KKLT method [155] utilizing a racetrack superpotential. The moduli in this theory end up superheavy
and allow for the chaotic inflationary scenario to emerge in supergravity models. In this class of models, the
various scalar fields have a mass of the order of the gravitino mass, with m3/2 ∼ 100 TeV. The gauginos,
however, remain below the TeV scale, and adopt the usual AMSB form. Another stringy model by Acharya
et al. [156] known as G2MSSM also predicts multi-TeV scalars. In the G2MSSM, the gauginos are again
light, typically with M2 ≪ M1 ∼ M3 so that again a model with light wino-like χ̃1 and χ̃0

1 emerges.

To model these cases, we adopt the NUHM2 model, but with non-universal gaugino masses, with param-
eters chosen as m0 = 25 TeV, m1/2 = 200 GeV, A0 = 0, tanβ = 10 with µ = mA = 2 TeV. We then set
GUT scale gaugino masses to the AMSB form given by M1 = 1320 GeV, M2 = 200 GeV and M3 = −600
GeV. The wino-like χ̃0

1 state is the lightest MSSM particle with mass mχ̃0
1

= 200.07 GeV while the wino-like

lightest chargino has mass mχ̃±
1

= 200.4 GeV. We also have a bino-like χ̃0
2 with mχ̃0

2
= 616.5 GeV and a

gluino with mg̃ = 1788 GeV. All matter scalars have mass near the 25 TeV scale, and so decouple. The light
Higgs scalar has mass mh = 125 GeV.

In this case, gluino pair production may barely be accessible to LHC14 with of order 102 fb−1 of data [139].
At ILC, the decay products from chargino decay will be extremely soft. However, the wino-like chargino
is then quasi-stable, flying of order centimeters before decay, leaving a highly ionizing track (HIT) which
terminates upon decay into very soft decay products. Chargino pair production could be revealed at ILC via
initial state radiation of a hard photon, and then identification of one or more HITs, or stubs. In addition,
if

√
s is increased to ∼ 1 TeV, then χ̃0

1χ̃
0
2 production opens up, although rates are expected to be small. In

this case, one expects χ̃0
2 → Wχ̃±

1 or χ̃0
1h to occur.

4.8 Brümmer-Buchmüller (BB) benchmark

Brümmer and Buchmüller have proposed a model wherein the Fermi scale emerges as a focus point within
high scale gauge mediation [140]. The model is inspired by GUT-scale string compactifications which fre-
quently predict a large number of vector-like states in incomplete GUT multiplets which may serve as
messenger fields for gauge mediated SUSY breaking which is implemented at or around the GUT scale. By
adopting models with large numbers of messenger fields, it is found that the weak scale emerges quite natu-
rally from the scalar potential as a focus point from RG running of the soft terms. The soft SUSY breaking
terms receive both gauge-mediated and gravity-mediated contributions. The gauge-mediated contributions
are dominant for most soft masses, while the A-terms and µ may be forbidden by symmetry. The super-
potential higgsino mass term µ emerges from gravitational interactions and is expected to be of order the
gravitino mass µ ∼ m3/2 ∼ 150 − 200 GeV. The spectrum which emerges from the model tends to contain
gluino and squark masses in the several TeV range so that the model is compatible with LHC constraints.
States accessible to a linear collider would include the higgsino-like light charginos χ̃±

1 and neutralinos χ̃0
1,2

similar to the Hidden SUSY model in Subsection 4.2.

15

390



For ILC studies, we adopt the benchmark model with messenger indices (N1, N2, N3) = (17, 23, 9) with
tanβ = 52 and weak scale values of µ = 200 GeV and mA = 1120 GeV, with Ai ≃ 0. Then the GUT scale
scalar masses are found to be: mQ = 1538.5 GeV, mU = 1181.2 GeV, mD = 1033.8 GeV, mL = 1274.7 GeV
and mE = 989.5 GeV. The GUT-scale gaugino masses are given by M1 = 4080 GeV, M2 = 4600 GeV and
M3 = 1800 GeV. The spectrum generated from Isasugra is listed in Table 2.

mass δMτ̃ KL BB NMH
mh 0.124 0.125 0.123 0.125
mA 0.400 2.0 1.120 5.32
mH 0.401 2.013 1.127 5.35
mH± 0.408 2.014 1.131 5.36
µ 0.2 2.0 0.2 3.0
mg̃ 2.0 1.79 3.817 1.496
mχ̃±

1,2
0.155, 0.282 0.2004, 2.05 0.214, 3.76 0.535, 3.0

mχ̃0
1,2

0.097, 0.162 0.2001, 0.616 0.0.205, 0.208 0.277, 0.533

mχ̃0
3,4

0.209, 0.282 2.05, 2.05 1.83, 3.78 2.99, 3.0

mũL,R 2.03, 2.03 24.8, 25.3 4.55, 3.56 1.237, 1.215
mt̃1,2

0.299, 1.53 16.4, 20.9 2.28, 3.85 1.998, 3.763

md̃L,R
2.03, 2.03 24.8, 24.8 4.55, 3.41 1.24, 1.167

mb̃1,2
0.338, 1.53 20.8, 24.7 2.54, 3.85 3.789, 4.874

mẽL,R 0.208, 0.135 25.3, 24.4 3.25, 1.79 0.507, 0.284
mτ̃1,2 0.104, 0.210 24.3, 25.2 0.69, 3.03 4.65, 4.85

Ωstd
χ̃0 h2 0.116 0.0025 0.008 0.07

〈σv〉(v → 0) × 10−25 [cm3/s] - 19 1.9 0.0005
σSI(χ̃0p) × 109 [pb] - 0.04 0.24 0.0012
aSUSY

µ × 1010 33.5 0.0002 0.51 23.4
BF (b → sγ) × 104 3.3 3.2 3.2 3.2
BF (BS → µ+µ−) × 109 3.9 3.8 4.4 3.9
BF (Bu → τντ ) × 104 1.1 1.3 1.1 1.3

Table 2: Input parameters and mass spectrum and rates for post LHC7 benchmark points 6− 9. All masses
and dimensionful parameters are in TeV units. Entries marked “-” have not been calculated. All values are
obtained from Isasugra apart from δMτ̃ , which have been calculated with SPheno and FeynHiggs (Higgs
sector).

4.9 Normal scalar mass hierarchy

Models with a normal scalar mass hierarchy (m0(1) ≃ m0(2) ≪ m0(3)) [141] are motivated by the attempt
to reconcile the > 3σ discrepancy in (g − 2)µ (which requires rather light sub-TeV smuons) with the lack
of a large discrepancy in BF (b → sγ), which seems to require third generation squarks beyond the TeV
scale. The idea here is to require a high degree of degeneracy amongst first/second generation sfermions in
order to suppress the most stringent FCNC processes, while allowing third generation sfermions to be highly
split, since FCNC constraints from third generation particles are relatively mild. The normal mass hierarchy
follows in that first/second generation scalars are assumed much lighter than third generation scalars, at
least at the GUT scale. Renormalization group running then lifts first/second generation squark masses to
high values such that mq̃ ∼ mg̃. However, first/second generation sleptons remain in the several hundred
GeV range since they have no strong coupling.

Here, we adopt a NMH benchmark point with separate 5∗ and 10 scalar masses as might be expected
in a SU(5) SUSY GUT model. We adopt the following parameters: m5(3) ∼ m10(3) = 5 TeV, m1/2 =
0.63 TeV, A0 = −8.5 TeV, tanβ = 20, µ > 0 with mL(1, 2) = mD(1, 2) ≡ m5(1, 2) = 0.2 TeV, and
mQ(1, 2) = mU (1, 2) = mE(1, 2) ≡ m10(1, 2) = 0.375 TeV. The spectrum generated using Isasugra 7.82 with
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non-universal scalar masses is listed in Table 2, where we find mχ̃0
1

≃ 277 GeV, mẽR ≃ mµ̃R = 284 GeV,
mν̃e,µL ≃ 300 GeV and mẽL ≃ mµ̃L = 507 GeV, as well as mh ≃ 125 GeV. In the colored sector, mg̃ = 1.5
TeV with mq̃ ∼ 1.2 TeV, so the model is compatible with LHC7 constraints, but may be testable at LHC8.
The first and second generation squarks decay mainly into χ̃±

1 + jet, followed by χ̃±
1 → ν̃ll → χ̃0

1νll, or
alternatively into χ̃0

2+ jet, followed by χ̃0
2 → ν̃lνl → χ̃0

1νlνl. Thus, squark pair production will give only 2
jets, either accompanied by just missing transverse energy or by 1 or 2 leptons. The gluino decays mostly
into first or second generation squarks plus an additional jet. Since the χ̃0

2 decays invisibly, the only sign of
direct χ̃±

1 χ̃0
2 production will be a single lepton from the the χ̃±

1 decay plus missing transverse energy.

The model does indeed reconcile (g − 2)µ with BF (b → sγ) since ∆aSUSY
µ ∼ 23 × 10−10 and BF (b →

sγ) = 3.22 × 10−4. Also, the thermal neutralino abundance is given as Ωχ̃0
1
h2 ≃ 0.07 due to neutralino-

slepton co-annihilation. An ILC with
√

s >∼ 600 GeV would be needed to access the ẽR
¯̃eR and µ̃R

¯̃µR pair
production. These reactions would give rise to very low energy di-electron and di-muon final states which
would be challenging to extract from two-photon backgrounds. However, since it has been demonstrated
that mass differences of this size are manageable even in the case of τ leptons from τ̃ decays [161], it should
be feasible also in case of electrons or muons. Since ν̃ → ν + χ̃0

1, sneutrinos would decay invisibly, although
the reaction e+e− → ν̃L

¯̃νLγ may be a possibility. The lack of τ̃+τ̃− pair production might give a hint that
nature is described by a NMH model.

5 Conclusions

At first sight, it may appear very disconcerting that after one full year of data taking at LHC7, with ∼ 5
fb−1 per experiment, no sign of supersymmetry is yet in sight. On the other hand, evidence at the 3σ level
seems to be emerging that hints at the presence of a light higgs scalar with mass mh ∼ 125 GeV. While
mh can theoretically inhabit a rather large range of values of up to 800 GeV in the Standard Model, the
simplest supersymmetric extensions of the SM require it to lie below ∼ 135 GeV. A light SUSY Higgs of
mass ∼ 125 GeV seems to require top squark masses mt̃i

>∼ 1 TeV with large mixing: thus, the emerging
signal seems more consistent with a super-TeV sparticle mass spectrum than with a sub-TeV spectrum, and
indeed the latter seems to be nearly excluded by LHC searches for gluinos and first and second generation
squarks (unless there is a highly compressed spectrum, or other anomalies). In addition, a Higgs signal
around 125 GeV highly stresses at least the minimal versions of constrained models such as AMSB and
GMSB, and may favor gravity-mediated SUSY breaking models which naturally accommodate large mixing
in the top squark sector.

While some groups had predicted just prior to LHC running a very light sparticle mass spectrum (based
on global fits of SUSY to a variety of data, which may have been overly skewed by the (g−2)µ anomaly), the
presence of a multi-TeV spectrum of at least first/second generation matter scalars was not unanticipated
by many theorists. The basis of this latter statement rests on the fact that a decoupling of first/second
generation matter scalars either solves or at least greatly ameliorates: the SUSY flavor problem, the SUSY
CP problem, the SUSY GUT proton decay problem and, in the context of gravity mediation where the
gravitino mass sets the scale for the most massive SUSY particles, the gravitino problem.

In contrast, examination of electroweak fine-tuning arguments, applied to the radiatively corrected SUSY
scalar potential imply that models with 1. low |µ| <∼ ΛNS ∼ 200 GeV, 2. third generation squarks with
mt̃1,2,b̃1

<∼ 1.5 TeV and 3. mg̃ <∼ 4 TeV are favored. Since first/second generation matter scalars don’t enter

the electroweak scalar potential, these sparticles can indeed exist in the 10-50 TeV regime – as required
by decoupling – without affecting fine-tuning. The class of models which fulfill these conditions are called
natural SUSY or NS models. NS models are typically very hard to detect at LHC unless some third generation
squarks are very light ∼ 200−600 GeV, with a large enough decay mass gap to yield sufficient visible energy.
The set of light higgsinos χ̃±

1 , χ̃0
2 and χ̃0

1 can be produced at high rates at LHC, but the very tiny visible
energy release from higgsino decays makes them exceedingly hard to detect. However, NS at an ILC may
well be a boon! An ILC would likely then be a higgsino factory in addition to a Higgs factory. The small
visible energy release from higgsino-like chargino decays should be visible against backgrounds originating
from two-photon initiated processes, especially when an additional hard ISR photon is required. In addition,
there is a good chance that some or even most third generation squarks and sleptons may be accessible given
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high enough beam energy. As the fine-tuning upper bound ΛNS increases, the NS spectrum blends into
Hidden SUSY where the higgsinos are still light, but the third generation is lifted beyond LHC/ILC reach.
The HS collider phenomenology is expected to be very similar to that emerging from a non-minimal GMSB
model suggested by Brümmer and Buchmüller (BB).

We also present several benchmark models consistent with LHC and other constraints which predict some
varied phenomenology. One NUHM2 point with heavy matter scalars and mh = 125 GeV contains A and H
Higgs bosons which would also be accessible to ILC. A model with non-universal gaugino masses (NUGM)
allows for chargino pair production at ILC followed by χ̃±

1 → Wχ̃0
1 decay, leading to W+W−+ 6E events.

Also, a rare surviving benchmark from mSUGRA/CMSSM is presented in the far focus point region with
mh = 125 GeV, with matter scalars at mq̃,ℓ̃ ∼ 15 TeV, where chargino pairs of the mixed bino-higgsino
variety are accessible to an ILC. We also present one benchmark point from the Kallosh-Linde (KL) model.
In this case, matter scalars have masses mq̃,ℓ̃ ∼ m3/2 ∼ 25 TeV, but gaugino masses follow the AMSB

pattern, with the χ̃±
1 and χ̃0

1 being nearly pure wino, with mχ̃±
1

−mχ̃0
1

∼ 0.33 GeV mass gap. If the mass gap

is small enough, then charginos can fly a measureable distance before decay. It might be possible to detect
e+e− → χ̃+

1 χ̃−
1 γ → γ+ soft debris including possible highly ionizing tracks which terminate into soft pions.

The phenomenology of this model is similar to that expected from G2MSSM of Acharya et al. [156]. Finally,
we present pMSSM and NMH models with light charginos and sleptons which is in accord with the (g − 2)µ

anomaly, mh ∼ 124 GeV and with a standard neutralino relic abundance Ωstd
χ̃0

1
h2 = 0.11. The ILC-relevant

part of the spectrum is very similar to the well-studied SPS1a scenario [160] (or its variant SPS1a’).
In summary, results from the LHC7 run in 2011 have resulted so far in no sign of SUSY particles, although

impressive new limits on gluino and squark masses have been determined. In addition, much of the expected
mass range for a SM-like Higgs boson has been ruled out save for the narrow window of 115 GeV < MH <
127 GeV. Indeed, within this window, there exists ∼ 3σ hint for a 125 GeV Higgs signal in several different
channels from both Atlas and CMS, and also from CDF/D0 at the Fermilab Tevatron. If the Higgs-hint is
verified, this can be regarded as an overall positive for weak scale supersymmetry in that the Higgs would
fall squarely within the narrow predicted SUSY window. While the lack of gluino and first generation squark
signals at LHC7 may at first be disconcerting, it must be remembered that first generation squarks, and to
some degree gluinos, contribute little to naturalness arguments which connect SUSY breaking to the weak
scale. Naturalness arguments do favor a value of µ ∼ MZ , with perhaps µ ranging as high as ∼ 200 GeV. In
this case, a spectrum of light higgsinos is anticipated. Such light higgsinos would be very difficult to detect
at LHC, while an ILC with

√
s = 0.25 − 1 TeV would be a higgsino factory, in addition to a Higgs factory!

Naturalness arguments, and also the muon g − 2 anomaly, portend a rich assortment of new matter states
likely accessible to the ILC, although such states will be difficult for LHC to detect. We hope the benchmark
models listed here give some view as to the sort of new SUSY physics which may be expected at ILC in the
post LHC7 era.
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Supersymmetric scenarios with a very weakly interacting lightest superpartner (LSP)—like the gravitino
or axino—naturally give rise to a long-lived next-to-LSP (NLSP). If the NLSP is a charged slepton it
leaves a very distinct signature in a collider experiment. At the ILC/CLIC it will be possible to capture a
significant fraction of the produced charged sleptons and observe their decays. These decays potentially
reveal the nature of the LSP and thus provide a unique possibility to measure the properties of a very
weakly interacting LSP which otherwise is most likely hidden from any other observation, like direct
or indirect dark matter searches. We review the proposals that have been made to measure the LSP
properties at the ILC/CLIC and compare its potential to the capability of the LHC.

1 Introduction

In supersymmetric extensions of the standard model (SM) with conserved R-parity the lightest superpartner
(LSP) is stable and thus provides a natural dark matter (DM) candidate. The lightest neutralino—being part
of the minimal supersymmetric standard model (MSSM)—is the most widely studied candidate. However,
in extensions of the MSSM other cosmologically viable DM candidates appear such as the gravitino or the
axino.

The spin-3/2 gravitino G̃ arises in the spectrum of supergravity, i.e., once supersymmetry (SUSY) is
promoted from a global to a local symmetry. It is a well motivated DM candidate and can even be regarded as
favored since it alleviates the cosmological gravitino problem [1] allowing for a higher reheating temperature
as required for thermal leptogenesis [2]. The gravitino acquires a mass through the super Higgs mechanism
once SUSY is broken. Its mass depends strongly on the SUSY breaking scheme and can range from the
eV scale to scales beyond the TeV scale. Requiring a reheating temperature of O(109 GeV), masses of
around and above O(10 GeV) are favored in order not to over-close the universe by the thermally produced
gravitino abundance. The very weak coupling of the gravitino causes the next-to-LSP (NLSP) to be long-
lived. Thus, in the early universe after the NLSP freeze-out, late NLSP decays taking place during or after
big bang nucleosynthesis (BBN) can affect the primordial abundance of light elements. This imposes strong
constraints on the couplings and lifetime of the NLSP. Accordingly, a neutralino NLSP is strongly disfavored
by BBN constraints from energy injection [3, 4, 5, 6]. The lighter stau τ̃1 is therefore often considered as a
natural NLSP candidate.1 The most severe bound on the stau NLSP lifetime arises from 6Li/H constraints
requiring ττ̃1 . 5× 103 s [8, 9] for a typical stau yield after freeze out. The most conservative bound arises
from 3He/D constraint. It excludes lifetimes ττ̃1 & 106 s [10]. Conclusively, lifetimes ranging from seconds
to a month may be considered as interesting.

The resulting signatures of staus at colliders are charged, muon-like tracks usually leaving the detector—
the decay length is large compared to the size of a detector. The tracks of staus can be discriminated
against the muon background via high ionization loss and anomalous time-of-flight. The LHC provides a
good environment for discovering long-lived staus. Searches for heavy stable charged particles are being
performed at ATLAS [11] and CMS [12].

Ionization loss is the main source of energy loss for heavy charged particles when penetrating the detector
material. The energy loss increases with decreasing velocity β. Staus that are produced with sufficiently

1The basic ideas given in this article are expected to hold with modifications for other charged NLSP candidates or even
for very different scenarios. Some of the ideas discussed in this article have initially been brought up in the context of 4th
generation lepton searches [7].
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small β may lose their kinetic energy completely and stop inside the detector. According to its lifetime,
the stau will decay leaving a characteristic signature in the detector which is uncorrelated with the bunch
crossing. If it is possible to measure the lifetime, the recoil energy and even the angular distribution of the
emitted SM particles in the decay, it is possible to determine the coupling, mass and even the spin of the
LSP. This is a unique possibility to test a (stable) gravitino DM scenario which is hopeless to test in direct
and indirect DM searches.

Another well motivated DM candidate is the axino ã which appears once the MSSM is extended by the
Peccei-Quinn mechanism, in order to solve the strong CP problem. The phenomenology at a collider is
virtually identical. The decay of the stau into the axino can give insights into the Peccei-Quinn sector.

We will consider both scenarios here. In section 2 we will describe the decays of the NLSP into the grav-
itino or axino LSP and explain how to distinguish these cases. In section 3 we will describe the implications
from the LHC and its sensitivity to these scenarios. In section 4 we will review some of the experimental
ideas that have been brought up in order to realize the investigation of NLSP decays.

2 NLSP decays

In the considered scenarios the dominant decay mode of the staus is the 2-body decay τ̃ → G̃τ or τ̃ → ãτ .
For the gravitino LSP the corresponding decay width reads

Γ(τ̃1 → G̃τ) '
m5
τ̃1

48πm2
G̃
M2

Pl

(
1−

m2
G̃

m2
τ̃1

)4

, (1)

where MPl is the (reduced) Planck mass. The decay rate is completely determined by the masses mτ̃1 and
mG̃. It is independent of any other SUSY parameter or SM coupling.

For the axino LSP the 2-body decay is loop-induced and contains further SUSY parameters in particular
it depends on the stau mixing angle. For a pure right-handed stau the width has been computed in the
KSVZ axino model [13],

Γ(τ̃1 → ãτ) ' 9α4C2
aYY

512π5 cos8 θW

m2
B̃

f2a

(m2
τ̃1
−m2

ã)2

m3
τ̃1

ξ2 log2

(
fa
mτ̃1

)
, (2)

where α is the fine structure constant, θW is the weak mixing angle, fa is the Peccei-Quinn scale, mB̃ is the
(pure) bino mass and CaYY and ξ are O(1) factors expressing the Peccei-Quinn model dependence and loop
cut-off uncertainties, respectively.

The typical decay length of the staus is large compared to their traveling range in the detector material.
Hence, staus always decay at rest, i.e., we know the center-of-mass frame. Accordingly, if the mass of the
stau is known, the LSP mass can be determined from the recoil energy of the τ produced in the 2-body
decay, Eτ ,

mLSP =
√
m2
τ̃1

+m2
τ − 2mτ̃1Eτ . (3)

As pointed out in [14, 15], we can probe the hypothesis of a gravitino LSP by computing the Planck mass
from (1) once mτ̃1 , mLSP and lifetime ττ̃1 = Γ−1

τ̃1
are known. An agreement with the Planck mass measured in

macroscopic experiments would provide a strong evidence for supergravity and the existence of the gravitino.
Since the gravitino mass is directly related to the scale of spontaneous SUSY breaking,

〈F 〉 =
√

3MPlmG̃ , (4)

these measurements would provide us with insights in the SUSY breaking sector that are otherwise beyond
the reach of any experiment in the near future. For the axino LSP case, from (2) we may be able to estimate
the Peccei-Quinn scale and confront it with limits from astrophysical axion studies and axion searches in the
laboratory.

A sub-dominant but nevertheless very important decay mode of the stau is the 3-body decay τ̃ → G̃τγ
or τ̃ → ãτγ which has been studied in [14, 13]. As pointed out in these references, from the 3-body decay
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branching ratio as well as from the distribution of the angle between the τ and the photon, the spin of the
LSP can be determined. More precisely, it has been shown that it is possible to distinguish between the spin-
3/2 gravitino and a spin-1/2 axino. The observation of a spin-3/2 LSP would be an important confirmation
of supergravity. In particular, for small gravitino masses mG̃ . 0.1mτ̃1 the determination of mG̃ requires a
very precise measurement of the tau recoil energy at below the percent level. Thus, (3) may only provide
an upper limit on the gravitino mass in these cases. In such a situation a much better determination of mG̃
can be achieved via (1) from the measurement of the stau lifetime once we are convinced that the LSP is
indeed a gravitino by the measurement of its spin.

3 Implications from the LHC

Before the stau will be observed at the ILC/CLIC we expect its discovery at the LHC.2 Therefore, in this
section we will briefly review the LHC potential.

Long-lived staus leave a prominent signature in the detectors of the LHC. Combining ionization loss
and time-of-flight measurements provide very clean signal regions and, at the same time, high efficiencies.
Consequently, the discovery of long-lived staus typically can be claimed on the basis of a very few events
and thus is expected to be established in a rather short time period without providing any hints in advance.

The direct production of staus provides a robust lower limit on the stau mass [16]. Null searches for this
channel at the 7 TeV, 5 fb−1 LHC run [12] can be interpreted in the most conservative limit to exclude stau
masses below 216 GeV [17]. Although the LHC provides a very good environment to discover heavy stable
charged particles, it is typically difficult to capture a sufficiently large number of staus in the detector in
order to be able to study its decays systematically. As shown in [18] especially widely spread spectra (spectra
with large mass gaps between the colored sparticles and the stau) provide way too little stopped staus for
the desired measurements (see figure 1). For such spectra even a scenario with mτ̃1 just above the above
quoted limit provides less than 100 events of staus that are stopped inside a LHC detector for the 14 TeV,
300 fb−1 LHC run. Proposals to study stopped staus at the LHC are discussed in [19, 20, 21, 22, 23, 24].
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Figure 1: Expected number of events that contain staus that are stopped inside an LHC detector. The
results are expressed in a simplified model framework considering direct stau production as well as the
production via the decay of strongly produced sparticles. A common squark and gluino mass, mq̃ = mg̃, has
been chosen. The three different line styles refer to three different mass patterns of intermediate sparticles
in the decay chain. Taken from [18].

2In the long-lived stau scenario there are very little regions in parameter space that are not accessible with the long-term
14 TeV LHC run but with a mid-term 3 TeV CLIC run.
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4 Prospects at the ILC/CLIC

The challenge in the study of stau decays is to trap as many staus as possible in a well defined volume
that is sensitive to the observables of the produced SM particles in the decay. An e+e−-collider provides an
appropriate environment for this task. On the one hand the direct production of staus provides a velocity
distribution that can be tuned through the center-of-mass energy in order to maximize the number of stopped
staus in a given volume. On the other hand it provides a well defined angular distribution. Together with
the option of adding extra stopping material in appropriate regions [23] it provides an ideal framework to
obtain a large number of observed stau decays.

The stau may be produced directly or in a decay chain following the production of other sparticles.
The cross sections for different production processes have different velocity dependencies near threshold.
For slepton production via s-channel γ/Z the cross section increases as β3. For polarized e+e− beams the
production cross section for selectron pairs via t-channel χ̃0 exchange (e+L e

−
L → ẽ+R ẽ

−
L or e+Re

−
R → ẽ+L ẽ

−
R)

increases linear in β and thus provides an enhanced number of selectrons close to threshold [25, 26].3 Hence,
if the spectrum features a selectron which is close in mass to the stau, one could greatly benefit from the
use of polarized electron beams to increase the number of produced selectrons near threshold and therefore
increase the number of stopped staus. For small mass gaps between the selectron and the stau this advantage
overcompensates the boost that staus achieve from the decay of the selectron (which would lead to higher
stau velocities).

Once a stau pair is produced it will be identified via highly ionizing tracks. Their passage through the
detector can be accurately followed. If the stau stops inside the detector the location of the stopped stau
is expected to be determinable within a volume of a few cm3 [29]. The location and time of the stopped
stau may be recorded. In general the stau will decay out-of-time with the beam collisions. Hence, the
decay can then be triggered by an isolated, out-of-time hadronic or electromagnetic cluster in the hadronic
calorimeter (HCAL), a hadronic shower in the iron yoke or by a muon originating in the HCAL or yoke above
an appropriate energy threshold (E > 10 GeV) [29]. Background from cosmic rays may be rejected by a veto
against vertices in the outermost detector layers. Background from atmospheric neutrinos is expected to be
sufficiently rejected by the required energy threshold and furthermore by the requirement of a matching of
the recorded stopping positions [23]. A precise measurement of the stau mass which is required in order to
estimate the gravitino mass can be obtained from the reconstruction of the complete event kinematics.

The potential to measure mτ̃1 , mG̃ and ττ̃1 at the ILC/CLIC equipped with a general purpose detector
[30, 31] has been studied for several benchmark points in [29, 32]. Both studies contain the mSUGRA points
GDM ζ (mτ̃1 = 346 GeV, mG̃ = 100 GeV) and GDM η (mτ̃1 = 327 GeV, mG̃ = 20 GeV) [24]. Provided a
fixed center-of-mass energy of 800 GeV and a luminosity of 1000 fb−1, mτ̃1 and ττ̃1 have been found to be
measurable at the level of one per mille and a few per cent, respectively, for both scenarios. The gravitino
mass mG̃ has been found to be measurable at a ten per cent level for GDM ζ and with an uncertainty
comparable to its actual value for GDM η [29]. These numbers have been obtained with unpolarized beams.
Polarization is expected to enhance the number of stopped staus by a factor of almost three [29] and thus
improve these results. The optimization of the beam energy for given stau masses and production processes
has been discussed in [32].

Further optimizations can be achieved by placing additional active stopper material [23] around the
general purpose detector. Another approach is the installation of water tanks [22] that accumulate stopped
staus. The water can then be transported to a quiet environment in order to study the decays. It has
also been proposed to collect staus in a storage ring [14]. This could most easily been done if staus where
produced preferably in the forward region, i.e., via selectron pair production (see figure 11 in [32]).

The feasibility of studying 3-body decays and distinguishing gravitinos from axinos has been discussed
in [13]. The distribution of stau decay events in the two variables θ, the opening angle between the photon
and the tau, and xγ ≡ 2Eγ/mτ̃1 is shown in figure 2. For the gravitino the events are peaked only in the
region of soft and collinear photon emission whereas for the axino a second peak shows up characterized by a
back-to-back tau-photo emission and large photon energies. For a total number of 104 analyzed stau decays
in the scenario considered in [13] it has been found that 110± 10 (stat.) and 165± 13 (stat.) 3-body decays
will be observerd in the gravitno and axino LSP scenario, respectively, 1% and 28% of which are expected

3In [27, 28] the possibility of an e−e−-collider to obtain a ∝β-behavior near threshold has been discussed.
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Figure 2: The normalized differential distributions of the visible decay products in the decays τ̃ → τγG̃
for the gravitino LSP scenario (left) and τ̃ → τγã for the axino LSP scenario (right) for mτ̃1 = 100 GeV,
mB̃ = 110 GeV, m2

ã/m
2
τ̃1
� 1, and mG̃ = 10 MeV. The contour lines represent the values 0.2, 0.4, 0.6, 0.8,

and 1.0, where the darker shading implies a higher number of events. Taken from [13].

to be selected by imposing appropriate cuts in the xγ-cos θ-plane. These numbers illustrate that O(104) of
analyzed stau decays could be sufficient for a significant distinction of those scenarios.

5 Conclusions

Supersymmetric scenarios with a very weakly interacting LSP are well motivated from cosmology. The very
weak coupling naturally gives rise to a long-lived NLSP which is considered to be the lighter stau here.
These particles usually pass the detector and can be directly detected. If these particles will be discovered
at the LHC, the ILC/CLIC provides the unique environment to study the decays of the stau in detail.
Reconstructed 2-body decays will allow for a measurement of the scale of supersymmetry breaking 〈F 〉 (in
the case of a gravitino LSP) or the Peccei-Quinn scale (in the case of an axino LSP). From 3-body decays it
is even possible to measure the spin of the LSP. For a gravitino LSP this leads to the attractive possibility to
test the supergravity paradigm. Additionally, the measurement of the life-time from 2-body decays provides
direct access to the gravitational coupling. Hence, two independent unequivocal predictions of supergravity
can be probed.
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Numerous non-standard dynamics are described by contact-like effective interactions that can mani-
fest themselves in electron-positron collisions only through deviations of the observables (cross sections,
asymmetries) from the Standard Model predictions. If such a deviation were observed, it would be
important to identify the actual source among the possible non-standard interactions as many different
new physics scenarios may lead to very similar experimental signatures. We study the possibility of
uniquely identifying the indirect effects of s-channel sneutrino exchange, as predicted by supersymmetric
theories with R-parity violation, against other new physics scenarios in high-energy e+e− annihilation
into lepton pairs at the International Linear Collider. These competitive models are interactions based
on gravity in large and in TeV-scale extra dimensions, anomalous gauge couplings, Z′ vector bosons and
compositeness-inspired four-fermion contact interactions. To evaluate the identification reach on sneu-
trino exchange, we use as basic observable a double polarization asymmetry, that is particularly suitable
to directly test for such s-channel sneutrino exchange effects in the data analysis. The availability of
both beams being polarized plays a crucial rôle in identifying the new physics scenario.

1 Introduction

Numerous new physics (NP) scenarios, candidates as solutions of Standard Model (SM) conceptual prob-
lems, are characterized by novel interactions mediated by exchanges of very heavy states with mass scales
significantly greater than the electroweak scale. In many cases, theoretical considerations as well as current
experimental constraints indicate that the new objects may be too heavy to be directly produced even at
the highest energies of the CERN Large Hadron Collider (LHC) and at foreseen future colliders, such as the
e+e− International Linear Collider (ILC). In this situation the new, non-standard, interactions would only
be revealed by indirect, virtual, effects manifesting themselves as deviations from the predictions of the SM.
In the case of indirect discovery the effects may be subtle since many different NP scenarios may lead to
very similar experimental signatures and they may easily be confused in certain regions of the parameter
space for each class of models.

At the available energies provided by the accelerators, where we study reactions among the familiar
SM particles, effective contact interaction Lagrangians represent a convenient theoretical tool to physically
parameterize the effects of the above-mentioned non-standard interactions and, in particular, to test the
corresponding virtual high-mass exchanges. There are many very different NP scenarios that predict new
particle exchanges which can lead to contact interactions (CI) which may show up below direct production
thresholds. These are compositeness [1], a Z ′ boson from models with an extended gauge sector [2–5], scalar
or vector leptoquarks [6], R-parity violating sneutrino (ν̃) exchange [7, 8], bi-lepton boson exchanges [9],
anomalous gauge boson couplings (AGC) [10], virtual Kaluza–Klein (KK) graviton exchange in the context
of gravity propagating in large extra dimensions, exchange of KK gauge boson towers or string excitations
[11–16], etc. Of course, this list is not exhaustive, because other kinds of contact interactions may be at
play.
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If R-parity is violated it is possible that the exchange of sparticles can contribute significantly to SM
processes and may even produce peaks or bumps [7, 8] in cross sections if they are kinematically accessible.
Below threshold, these new spin-0 exchanges may make their manifestation known via indirect effects on
observables (cross sections and asymmetries), including spectacular decays [17]. Here we will address the
question of whether the effects of the exchange of scalar (spin-0) sparticles can be differentiated at linear
colliders from those associated with the wide class of other contact interactions mentioned above.

For a sneutrino in an R-parity-violating theory, we take the basic couplings to leptons and quarks to be
given by

λijkLiLjĒk + λ′
ijkLiQjD̄k. (1)

Here, L (Q) are the left-handed lepton (quark) doublet superfields, and Ē (D̄) are the corresponding left-
handed singlet fields. If just the R-parity violating λLLĒ terms of the superpotential are present it is clear
that observables associated with leptonic processes

e+ + e− → µ+ + µ− (or τ− + τ+), (2)

will be affected by the exchange of ν̃’s in the t- or s-channels [7,8]. For instance, in the case only one nonzero
Yukawa coupling is present, ν̃’s may contribute to, e.g. e+e− → µ+µ− via t-channel exchange. In particular,
if λ121, λ122, λ132, or λ231 are nonzero, the µ+µ− pair production proceeds via additional t-channel sneutrino
exchange mechanism. However, if only the product of Yukawa, e.g. λ131λ232, is nonzero the s-channel ν̃τ

exchange would contribute to the µ+µ− pair final state. Below we denote by λ the relevant Yukawa coupling
from the superpotential (1) omitting the subscripts.

In this note, we discuss the deviations induced by the s-channel sneutrino exchange and contact inter-
actions in electron–positron annihilation into lepton pairs (2) at the planned ILC. In particular, we use as
a basic observable a double polarization asymmetry that will unambiguously identify s-channel sneutrino
exchange effects in the data, relying on its spin-0 character and by filtering out contributions of other NP
interactions.1 The availability of both beams being polarized plays a crucial rôle in identifying that new
physics scenario [18]. On the other hand, we note that if only single (electron) beam polarization is avail-
able, the left-right asymmetry does not help to unambiguously identify an s-channel sneutrino exchange
signature.2

The R-parity violating s-channel sneutrino exchange in the process (2) requires a non-zero coupling λ131

(λ121). This would necessarily induce non-standard contributions to Bhabha scattering,

e+ + e− → e+ + e−, (3)

which we also study, in order to compare the sensitivities in these channels.
We also compare the capability of the ILC to distinguish effects of s-channel sneutrino exchange in the

lepton pair production process from other NP interactions with the corresponding potential of the Drell-Yan
process (l = e, µ) [19]

p + p → l+ + l− + X (4)

at the LHC.
For completeness, we will in Sec. 2 recall a minimum of relevant formulae defining the basic observables

used in our analysis. In Sec. 3 we perform the numerical analysis, evaluating discovery and identification
reaches on sneutrinos. Finally, Sec. 4 contains some concluding remarks.

2 Observables and NP parametrization

We concentrate on the process e++e− → µ++µ−. With P− and P+ denoting the longitudinal polarizations
of the electrons and positrons, respectively, and θ the angle between the incoming electron and the outgoing
muon in the c.m. frame, the differential cross section in the presence of contact interactions can be expressed
as (z ≡ cos θ) [20, 21]:

dσCI

dz
=

3

8

[
(1 + z)2σCI

+ + (1 − z)2σCI
−
]
. (5)

1This approach was earlier exploited for the discrimination against Z′ exchange [8].
2For the case of single beam polarization, ALR is an analogue of Adouble defined by Eq. (16).
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Model ∆αβ

composite fermions [1] ± s

αem

1

Λ2
αβ

extra gauge boson Z ′ [2–5] g′
α

e g′
β

f χZ′

AGC (f = ℓ) [10] ∆LL = s

(
f̃DW

2s2
W

+
2f̃DB

c2
W

)
,

∆RR

2
= ∆LR = ∆RL = s

4f̃DB

c2
W

TeV-scale extra dim. [15, 16] −(QeQf + ge
α gf

β)
π2 s

3 M2
C

ADD model [11, 13] ∆LL = ∆RR = fG (1 − 2 z), ∆LR = ∆RL = −fG (1 + 2 z)
R-parity violating SUSY [7,8]

∆LL = ∆RR = 0, ∆LR = ∆RL =
1

2
Ct

ν̃ χt
ν̃(ν̃ exchange in t-channel)

Table 1: Parametrization of the ∆αβ functions in different NP models (α, β = L, R). For the explanation of
notation see text.

In terms of the helicity cross sections σCI
αβ (with α, β = L, R), directly related to the individual CI couplings

∆αβ (see Eq. (10)):

σCI
+ =

1

4

[
(1 − P−)(1 + P+)σCI

LL + (1 + P−)(1 − P+)σCI
RR

]

=
D

4

[
(1 − Peff)σCI

LL + (1 + Peff)σCI
RR

]
, (6)

σCI
− =

1

4

[
(1 − P−)(1 + P+)σCI

LR + (1 + P−)(1 − P+)σCI
RL

]

=
D

4

[
(1 − Peff)σCI

LR + (1 + Peff)σCI
RL

]
, (7)

where the first (second) subscript refers to the chirality of the electron (muon) current. Furthermore,

Peff =
P− − P+

1 − P−P+
(8)

is the effective polarization, |Peff | ≤ 1, and D = 1 − P−P+. For unpolarized positrons Peff → P− and
D → 1, but with P+ 6= 0, |Peff | can be larger than |P−|. Moreover, in Eqs. (6) and (7):

σCI
αβ = σpt|MCI

αβ |2, (9)

where σpt ≡ σ(e+e− → γ∗ → µ+µ−) = (4πα2
em)/(3s). The helicity amplitudes MCI

αβ can be written as

MCI
αβ = MSM

αβ + ∆αβ = QeQµ + ge
α gµ

β χZ + ∆αβ , (10)

where
χZ =

s

s − M2
Z + iMZΓZ

(11)

represents the Z propagator, gl
L = (I l

3L − Qls
2
W )/sW cW and gl

R = −Qls
2
W /sW cW are the SM left- and

right-handed lepton (l = e, µ) couplings of the Z with s2
W = 1 − c2

W ≡ sin2 θW and Ql the leptonic electric
charge. The ∆αβ functions represent the contact interaction contributions coming from TeV-scale physics.

The structure of the differential cross section (5) is particularly interesting in that it is equally valid for
a wide variety of NP models listed in Table 1. Note that only graviton and t-channel sneutrino exchanges
induce a modified angular dependence to the differential cross section via the z-dependence of ∆αβ .

In Table 1 Λαβ denote compositeness scales; χZ′ and χt
ν̃ parametrize the Z ′ and sneutrino propagators

defined analogously to Eq. (11), with superscript t referring to the t-channel, e.g., χt
ν̃ = s/(t − M2

ν̃ ), where
Mν̃ is the sneutrino mass. For the t-channel ν̃ sneutrino exchange Ct

ν̃ = λ2/4παem with λ being the relevant
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Yukawa coupling. g′
α

f parametrizes the Z ′ couplings to the f current of chirality α. Furthermore, f̃DW

and f̃DB are related to fDW and fDB of ref. [10] by f̃ = f/m2
t (fDW and fDB parametrize new-physics

effects associated with the SU(2) and hypercharge currents, respectively); MC is the compactification scale;
fG = ±s2/(4παemM4

H) parametrizes the strength associated with massive graviton exchange with MH the
cut-off scale in the KK graviton tower sum.

The doubly polarized total cross section can be obtained from Eq. (5) after integration over z within the
interval −1 ≤ z ≤ 1. In the limit of s, t small compared to the CI mass scales, the result takes the form

σCI = σCI
+ + σCI

− =
1

4

[
(1 − P−)(1 + P+) (σCI

LL + σCI
LR) + (1 + P−)(1 − P+) (σCI

RR + σCI
RL)
]
. (12)

It is clear that the formula in the SM has the same form where one should replace the superscript CI → SM
in Eq. (12).

Since the ν̃ exchanged in the s-channel does not interfere with the s-channel SM γ and Z exchanges, the
differential cross section with both electron and positron beams polarized can be written as [8, 22]

dσν̃

dz
=

3

8

[
(1 + z)2σSM

+ + (1 − z)2σSM
− + 2

1 + P−P+

2
(σν̃

RL + σν̃
LR)

]
. (13)

Here, σν̃
RL(= σν̃

LR) = σpt |Mν̃
RL|2, Mν̃

RL = Mν̃
LR = 1

2 Cs
ν̃χs

ν̃ , and Cs
ν̃ and χs

ν̃ denote the product of the R-
parity violating couplings and the propagator of the exchanged sneutrino. For the s-channel ν̃τ sneutrino
exchange they read

Cs
ν̃ χs

ν̃ =
λ131λ232

4παem

s

s − M2
ν̃τ

+ iMν̃τ Γν̃τ

(14)

Below we will use the abbreviation λ2 = λ131λ232.

As seen from Eq. (13) the polarized differential cross section picks up a z-independent term in addition
to the SM part. The corresponding total cross section can be written as

σν̃ =
1

4
(1 − P−)(1 + P+) (σSM

LL + σSM
LR ) +

1

4
(1 + P−)(1 − P+) (σSM

RR + σSM
RL )

+
3

2

1 + P−P+

2
(σν̃

RL + σν̃
LR). (15)

It is possible to uniquely identify the effect of the s-channel sneutrino exchange exploiting the double
beam polarization asymmetry defined as [8, 22]

Adouble =
σ(P1, −P2) + σ(−P1, P2) − σ(P1, P2) − σ(−P1, −P2)

σ(P1, −P2) + σ(−P1, P2) + σ(P1, P2) + σ(−P1, −P2)
, (16)

where P1 = |P−|, P2 = |P+|. It can easily be checked for the whole set of contact interactions listed in
Table 1, with the exception of the s-channel sneutrino exchange, that from (12) and (16) one finds

ASM
double = ACI

double = P1P2 = 0.48, (17)

where the numerical value corresponds to electron and positron degrees of polarization: P1 = 0.8, P2 = 0.6.
This is because these contact interactions contribute to the same amplitudes as shown in (10). Eq. (17)
demonstrates that ASM

double and ACI
double are indistinguishable for any values of the contact interaction param-

eters, ∆αβ , i.e. ∆Adouble = ACI
double − ASM

double = 0.
On the contrary, the ν̃ exchange in the s-channel will force this observable to a smaller value, ∆Adouble =

Aν̃
double − ASM

double ∝ −P1P2 |Cs
ν̃χs

ν̃ |2 < 0. The value of Adouble below P1P2 can provide a signature of scalar
exchange in the s-channel. All those features in the Adouble behavior are shown in Fig. 1.

The non-zero value of the λ131 coupling implies that the Bhabha scattering process will receive ν̃τ

contributions from both the s- and t-channel exchanges. The differential cross section can be written in this
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Figure 1: Double beam polarization asymmetry Aν̃
double as a function of sneutrino mass Mν̃ for different

choices of λ (dashed lines) at the ILC with
√

s = 0.5 TeV (left panel) and
√

s = 1.0 TeV (right panel),
Lint = 0.5 ab−1. From left to right, λ varies from 0.2 to 1.0 in steps of 0.2. The solid horizontal line
corresponds to ASM

double = ACI
double. The yellow bands indicate the expected uncertainty in the SM case.

case as

dσν̃

dz
=

πα2
em

8s

[
(1 + z)2{(1 − P−)(1 + P+) |f s

LL + f t
LL|2 + (1 + P−)(1 − P+) |f s

RR + f t
RR|2}

+(1 − z)2{(1 − P−)(1 + P+) |f s
LR|2 + (1 + P−)(1 − P+) |f s

RL|2}
+ 4 (1 + P−P+){|f t

LR|2 + |f t
RL|2}

]
(18)

where3

f s
LL = 1 + (ge

L)2χZ , f s
RR = 1 + (ge

R)2χZ ,

f s
LR = 1 + ge

Lge
RχZ +

1

2
Cν̃χt

ν̃ , f s
RL = 1 + ge

Rge
LχZ +

1

2
Cν̃χt

ν̃ ,

f t
LL =

s

t
+ (ge

L)2χt
Z , f t

RR =
s

t
+ (ge

R)2χt
Z ,

f t
LR =

s

t
+ ge

Lge
Rχt

Z +
1

2
Cν̃χs

ν̃ , f t
RL =

s

t
+ ge

Rge
Lχt

Z +
1

2
Cν̃χs

ν̃ , (19)

where χt
i = s/(t−M2

i ) Note that we use the same notation as in Eq. (14) for the reduced sneutrino coupling
Cν̃ . However, since now the same lepton generation is present in the initial and final states, consequently in
Eq. (19) we have

Cν̃ =
λ2

131

4παem
(20)

for both s- and t-channel sneutrino exchanges.

3 Numerical analysis

In the numerical analysis, cross sections are evaluated including initial- and final-state radiation by means of
the program ZFITTER [23], together with ZEFIT [24], with mtop = 175 GeV and mH = 125 GeV. One-loop
SM electroweak corrections are accounted for by improved Born amplitudes [25], such that the forms of the

3Note that Ref. [7], for example, uses a different convention for the chirality of the final state current.
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previous formulae remain the same. Concerning initial-state radiation, a cut on the energy of the emitted
photon ∆ = Eγ/Ebeam = 0.9 is applied in order to avoid the radiative return to the Z peak and enhance
the signal originating from the nonstandard physics contribution [21].

As numerical inputs, we shall assume the identification efficiencies of ǫ = 95% for µ+µ− final states,
integrated luminosity of Lint = 0.5 ab−1 with uncertainty δLint/Lint = 0.5%, and a fiducial experimental
angular range | cos θ| ≤ 0.99. Also, regarding electron and positron degrees of polarization, we shall consider
the following values: P− = ±0.8; P+ = ±0.6, with δP−/P− = δP+/P+ = 0.5%.

Discovery and identification reaches on the sneutrino mass Mν̃ (95% C.L.) plotted in Fig. 2 are obtained
from conventional χ2 analysis. The discovery limit (Disc) is obtained from a combined analysis of the
polarized differential cross sections, dσ/dz, in 10 equal-size z-bins in the range [−0.99, 0.99], with beam
polarizations of the same sign, (P−, P+) = (+0.8, +0.6); (−0.8, −0.6). This procedure provides the best
sensitivity to sneutrino parameters, whereas the identification reach (ID) is derived from Adouble. In the
latter case the χ2 function is constructed as follows: χ2 = (∆Adouble/δAdouble)

2 where δAdouble is the
expected experimental uncertainty accounting for both statistical and systematic components.

For comparison, current limits from low-energy data are also shown [26,27]. From Fig. 2 one can see that
identification of sneutrino exchange effects in the s-channel with Adouble is feasible in the region of parameter
and mass space far beyond the current limits.
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Figure 2: Discovery and identification reaches on sneutrino mass Mν̃ (95% C.L.) as a function of λ for
the process e+e− → µ+µ− at the ILC with

√
s = 0.5 TeV (left panel) and

√
s = 1.0 TeV (right panel),

Lint = 0.5 ab−1. For comparison, current limits from low energy data are also displayed.

As was demonstrated in Ref. [19] the resonant s-channel production of sneutrino ν̃ with their subsequent
decay into purely leptonic final states via R-parity violating couplings can be observed over a wide range
of parameters (couplings and masses) in hadronic collisions (4). This process provides a clean and powerful
probe of R-parity violating supersymmetric parameter space and the corresponding LHC search reaches in
the parameter plane spanned by the sneutrino mass and the R-parity-violating coupling were obtained there.
Specifically, in the dilepton process (4) of interest here, a spin-0 sneutrino can be exchanged through the
subprocess dd̄ → ν̃ → l+l− and manifest itself as a peak in the dilepton invariant mass distribution and
also with a flat angular distribution. The cross section is proportional to the R-parity violating product
X = (λ′)2Bl where Bl is the sneutrino leptonic branching ratio and λ′ the relevant sneutrino coupling to
the dd̄ quarks. The experimental 95% CL lower limits on Mν̃ range from 397 GeV (for X = 10−4) to 866
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GeV (for X = 10−2) [28].

If this signature is observed, the leptonic center-edge integrated asymmetry [29] can be successfully used
to distinguish slepton resonances from those associated with new spin-1 Z ′ gauge bosons and the Randall-
Sundrum graviton resonance (spin-2). Once large integrated luminosities of order ∼ 100 fb−1 are obtained
at the LHC, these new scalar resonances should be visible for masses as large as ∼ 1.5 − 5.5 TeV depending
on the specific details of the model (couplings and leptonic branching ratios). Accordingly, the analysis
performed in [19] indicates that the identification of the sneutrino against the RS graviton and Z ′ bosons by
center-edge asymmetry is possible at the LHC for Mν̃ ≤ 4.5 TeV for X in the range of 10−5 < X < 10−1.

As mentioned above, future e+e− colliders operating in the TeV energy range can indirectly probe for
new physics effects by exploring contact-interaction-like deviations from the cross sections and asymmetries
predicted by the SM. For luminosity expected at ILC, ∼ 0.5 ab−1, and with both electron and positron
beams polarized, from Fig. 2 we see that this implies that the parameter space region λ/Mν̃ > 0.17 (0.10)
(Mν̃ in TeV unit) would certainly be probed at

√
s = 0.5 (1) TeV by such measurements while identification

parameter space populates the region 0.21 (0.13) < λ/Mν̃ <0.5.

For Bhabha scattering, the angular range | cos θ| < 0.90 is divided into nine equal-size bins. We combine
the cross sections with the following initial electron and positron longitudinal polarizations: (P−, P+) =
(|P−|, −|P+|); (−|P−|, |P+|; (|P−|, |P+|); (−|P−|, −|P+|). The assumed reconstruction efficiencies, that
determine the expected statistical uncertainties, are 100% for e+e− final pairs. Concerning the O(αem)
QED corrections, the (numerically dominant) effects from initial-state radiation for Bhabha scattering are
again accounted for by a structure function approach including both hard and soft photon emission [30], and
by a flux factor method [31], respectively.

One can parametrize the bounds depicted in Fig. 2 (in the plane (Mν̃ , λ)) approximately as a straight
line, Mν̃ = kµλ (Mν̃ is taken in TeV units), λ =

√
λ131 · λ232 and kµ is the slope of the these lines for

the process e+e− → µ+µ−. For instance, for the discovery reach we have kµ ≈ 5.9 (10) for
√

s = 0.5 (1)
TeV. In order to convert the bounds shown in Fig. 2 into limits on Mν̃ vs λ131 one should fix λ232. For
that purpose one can take the (mass dependent) current limit on that Yukawa coupling λ232 represented as
λ232/Mν̃ = 0.5. From these formulae one finds: Mν̃ < (k2

µ/2)λ131. These areas which can be explored in the
muon pair production process are shown in Fig. 3. In contrast to the limits shown in Fig. 2 as curves, limits
on Mν̃ vs λ131 for both the discovery and the identification are represented in Fig. 3 as areas constrained by
the line for the current limit, Mν̃ = 2λ131, and the lines for the upper bounds, Mν̃ = (k2

µ/2)λ131.

In contrast to muon pair production, identification of the sneutrino exchange effects by means of Bhabha
scattering is impossible because CI and sneutrino give rise to the same helicity amplitudes as clearly seen
from (18) and (19) [32]. Therefore only the discovery reach for the Bhaba process is shown in the figure.

4 Concluding remarks

In this note we have studied how uniquely identify the indirect (propagator) effects of spin-0 sneutrino
predicted by supersymmetric theories with R-parity violation, against other new physics scenarios in high
energy e+e− annihilation into lepton-pairs at the ILC. The competitive models are the interactions based
on gravity in large and in TeV-scale extra dimensions, anomalous gauge couplings, extra Z ′ bosons, and
the compositeness-inspired four-fermion contact interactions. All those kinds of new physics can lead to
qualitatively similar modifications of SM cross sections, angular distributions and various asymmetries, but
they differ in detail. To evaluate the identification reach on the sneutrino exchange signature, we develop a
technique based on a double polarization asymmetry formed by polarizing both beams in the initial state,
that is particularly suitable to directly test for such s-channel sneutrino exchange effects in the data analysis.
We show that the availability of both beams being polarized, plays a crucial rôle in identifying that new
physics scenario, as the commonly considered asymmetry, ALR, formed when only a single beam is polarized,
was shown not to be useful for the purpose of sneutrino identification.
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Figure 3: Discovery reach on sneutrino mass (95% C.L.) in Bhabha scattering as a function of λ131 at√
s = 0.5 TeV (left panel) and 1 TeV (right panel), for Lint = 0.5 ab−1. For comparison, discovery reach on

Mν̃ in muon pair production is also depicted for λ232 = 0.5 × Mν̃/TeV.
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1 Introduction

A linear collider (LC) [1–5] will be an ideal environment for high preci-
sion studies of physics beyond the standard model (BSM). A particularly
well-motivated BSM theory is the minimal supersymmetric standard model
(MSSM). This provides the lightest neutralino as a candidate to explain the
evidence for dark matter in the universe [6, 7]. Further, naturalness argu-
ments (see e.g. ref. [8]) support light higgsino-like charginos and neutralinos,
as also predicted by GUT motivated SUSY models [9]. Due to the challenges
involved in detecting electroweakinos at the LHC, current bounds coming
from the ATLAS and CMS exclude only small regions of parameter space,
see e.g. refs. [10,11]. The charginos and neutralinos could therefore be within
reach of a first stage linear collider.

One approach to determine the fundamental MSSM parameters is to con-
sider constrained models such as the constrained minimal supersymmetric
standard model (CMSSM), and perform a global fit of this reduced set of
parameters to all relevant experimental results available, see e.g. ref. [12].
Here on the other hand, in order to precisely determine the nature of the
underlying SUSY model, we wish to determine the fundamental parameters
in the most model-independent way possible. The determination of the U(1)
parameter M1, the SU(2) parameter M2, the higgsino parameter µ and tan β,
the ratio of the vacuum expectation values of the two neutral Higgs doublet
fields, at the percent level via chargino and neutralino pair-production has
been shown to be possible at LO (see ref. [13] and references therein). Due
to the expected high precision of mass and coupling measurements at the
LC, as well as the fact that one-loop effects in the MSSM may be sizeable,
higher order effects have to be considered. Taking these corrections into ac-
count additional MSSM parameters become relevant, such as the masses of
the stops and sleptons, which are also so far weakly constrained by the LHC.

In this paper we show how it would be possible to determine the funda-
mental parameters of the chargino and neutralino sector at the LC, including
the complications arising due to higher order effects. Specifically, we calcu-
late the next-to-leading order (NLO) corrections to the cross-section (σ) and
forward-backward asymmetry (AFB) for chargino production, and also to the
chargino and neutralino masses. A number of next-to-leading order (NLO)
calculations of chargino and neutralino pair production at the LC can be
found in the literature [14–18]. We perform our calculations in the on-shell
(OS) scheme such that, as far as possible, the mass parameters can be in-
terpreted as the physical masses. Recent work on the OS renormalization of
the chargino-neutralino sector can be found in refs. [18–24].

By fitting loop corrected predictions to these experimental results we show
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that it is possible to extract the fundamental parameters of the MSSM La-
gangian. However due to the greater number of parameters, performing the
fit is more involved than for the LO analysis. Choosing three potential MSSM
scenarios, we assess the impact of the loop corrections and the feasibility of
such an extraction in each. We further investigate the impact of obtaining
masses of the charginos and neutralinos from threshold scans rather than the
continuum (see ref. [1]) on the resulting accuracy of the parameters obtained
from the fit.

The paper is organised as follows. In sec. 2 we introduce the process
studied and define necessary notation. We then provide details of the calcu-
lation of the loop corrections in sec. 3, including details of the renormalization
scheme used. In sec. 4 we further discuss the method employed in order to
fit to the MSSM parameters, define the scenarios considered, and present our
results. Finally in sec. 5 we discuss the implications of the results of the fits.

2 Process studied and tree-level relations

In this paper we study the determination of the fundamental parameters
in the chargino–neutralino sector of the MSSM, via chargino production at
a LC. The charginos, χ̃±, and neutralinos, χ̃0, are the mass eigenstates of
the gauginos and higgsinos, as seen from the relevant part of the MSSM
Lagrangian [25],

Lχ̃ =χ̃−i (6p δij − PL(U∗XV †)ij − PR(V X†UT )ij)χ̃
−
j

+
1

2
χ̃0
i (6p δij − PL(N∗Y N †)ij − PR(NY †NT )ij)χ̃

0
j , (1)

where PL/R = 1/2(1∓ γ5). The mass matrix for the charginos is given by

X =

(
M2

√
2MW sβ√

2MW cβ µ

)
, (2)

where sβ/cβ ≡ sin β/ cos β, and MW is the mass of the W boson. This matrix
is diagonalised via the bi-unitary transformation Mχ̃+ = U∗XV †, where U
and V are complex unitary matrices. The mass matrix for the neutralinos in
the (B̃, W̃ , H̃1, H̃2) basis is given by

Y =




M1 0 −MZcβsW MZsβsW
0 M2 MZcβcW −MZsβcW

−MZcβsW MZcβcW 0 −µ
MZsβsW −MZsβcW −µ 0


 , (3)
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Figure 1: Tree-level diagrams for the production of charginos χ̃+
1 and χ̃−1 at

the LC.

where sW (cW ) is the sin(cos) of the weak mixing angle θW . Since Y is complex
symmetric, its diagonalisation requires only one unitary matrix N , via Mχ̃0 =
N∗Y N †.

As described in detail in sec. 4, the parameter determination relies on the
measurement of the masses of the charginos and neutralinos, the polarised
cross-section for the pair production of charginos, χ̃−1 ,

σ(e+e− → χ̃+
1 χ̃
−
1 ), (4)

and the forward-backward asymmetry defined by,

AFB =
σ(cos θ > 0)− σ(cos θ < 0)

σ(cos θ > 0) + σ(cos θ < 0)
, (5)

for the unpolarised cross-section, where θ is the angle of the momentum of
the chargino χ̃−1 with respect to the momentum of the incoming electron e−.

Neglecting the electron-Higgs couplings, this process occurs at leading
order via three diagrams, as seen in fig. 1.

The transition matrix element can be written as [26],

Mαβ(e+e− → χ̃+
i χ̃
−
j ) =

e

s
Qαβ

[
v̄(e+)γµPαu(e−)

] [
ū(χ̃−j )γµPβv(χ̃+

i )
]
, (6)

where Qαβ denotes the bilinear charges, α = L,R refers to the chirality of the
e+e− current and β = L,R to that of the χ̃+

i χ̃
−
j current. The summation over

α and β is implied. The bilinear charges are comprised of the propagators
and couplings

QLL =CL
χ̃+
i χ̃

−
j γ
−DZGLC

L
χ̃+
i χ̃

−
j Z
,

QRL =CL
χ̃+
i χ̃

−
j γ
−DZGRC

L
χ̃+
i χ̃

−
j Z
,

QLR =CR
χ̃+
i χ̃

−
j γ

+DZGL

(
CR
χ̃+
i χ̃

−
j Z

)∗
+

i

2 e
Dν̃

(
CR
ν̃ee+χ̃

−
i

)∗
CR
ν̃ee+χ̃

−
j
,

QRR =CR
χ̃+
i χ̃

−
j γ

+DZGR

(
CR
χ̃+
i χ̃

−
j Z

)∗
, (7)
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for which the required MSSM couplings for the χ̃+
i χ̃
−
j γ, χ̃+

i χ̃
−
j Z and eν̃eχ̃

+
i

vertices are given by

C
L/R

χ̃+
i χ̃

−
j γ

= ieδij,

CL
χ̃+
i χ̃

−
j Z

= − ie

cW sW

(
s2W δij − U∗j1Ui1 −

1

2
U∗j2Ui2

)
,

CR
χ̃+
i χ̃

−
j Z

=CL
χ̃+
i χ̃

−
j Z

(U → V ∗),

CR
ν̃ee+χ̃

−
i

=− ie

sW
Vi1, (8)

and GL, GR, DZ and Dν̃ are defined via

GL =
s2W − 1

2

sW cW
, GR =

sW
cW

,

DZ =
s

s−M2
Z

, Dν̃ =
s

t−m2
ν̃

. (9)

In the equations above, e denotes the electric charge, me and MZ are the
masses of the electron and Z boson. DZ and Dν̃ refer to the propagators
of the Z boson and sneutrino (of mass mν̃), in terms of the Mandelstam
variables s and t.

One can therefore express the transition matrix element in terms of M2, µ
and tan β, in addition to the known SM parameters. However, the expected
accuracy of the measurements at the linear collider is such that one-loop
corrections become relevant, and we shall see in the following section how
the higher order expressions depend on many additional MSSM parameters.

3 NLO contributions and renormalization

We have calculated the full one-loop corrections to the forward-backward
asymmetry for process e+e− → χ̃+

1 χ̃
−
1 , within the complex MSSM; the corre-

sponding corrections to the cross section were calculated in ref. [18]. Exam-
ples for the contributing self-energy, vertex and box diagrams are shown
in fig. 2. As in ref. [18], for the calculation we have used the program
FeynArts [27–31], which allowed an automated generation of the Feynman
diagrams and amplitudes. Together with the packages FormCalc [32–34]
and LoopTools [32] we derived the final matrix elements and loop integrals.
We assume a unit CKM matrix. We regularise using dimensional reduc-
tion [35–37], which ensures that SUSY is preserved, via the implementation
described in refs. [32, 38].
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Figure 2: Examples of one-loop self-energy (upper), vertex (middle) and box
(lower) diagrams for the production of charginos χ̃+

1 and χ̃−1 at the LC.

A number of one-loop calculations in the gaugino-higgsino sector can be
found in the literature, mainly in the CP-conserving MSSM [14, 39–46], but
some of which apply a renormalization scheme that is also applicable for
complex parameters [14, 45]. CP-odd observables have also been calculated
at the one-loop level, for instance in refs. [47–49], but no dedicated renormal-
ization scheme was required in these cases as the observables studied were
UV-finite. Since we intend to extend the current study to the case of complex
parameters, here we follow the approach of refs. [18,20] closely, where a dedi-
cated on-shell renormalization scheme for the chargino and neutralino sector
of the MSSM with complex parameters was developed. In the following we
will therefore only discuss the parameter renormalization of the chargino and
neutralino sector, relevant for the definitions of the parameters at loop level,
briefly and for further details about the chargino field renormalization and
the renormalization of other sectors we refer the reader to refs. [18,20,21,24].

The mass matrix in the chargino sector, eq. (2), is renormalized via

X → X + δX, (10)
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where δX is defined by

δX =

(
δM2

√
2δ(MW sβ)√

2δ(MW cβ) δµ

)
, (11)

containing the renormalization constants δM2 and δµ, as well as renormaliza-
tion constants (RCs) from other sectors, δcβ, δsβ (which can be expressed in
terms of δ tan β), and δMW , defined in ref. [18]. The neutralino mass matrix,
eq. (3), is similarly renormalized via

Y → Y + δY, (12)

where δY is defined analogously to δX in eq. (11) and contains the additional
RC δM1, cf. eq. (3).

Following e.g. ref. [20], δM1, δM2 and δµ are determined by choosing
three out of the total six physical masses of the charginos and neutralinos
to be on-shell, i.e. the tree-level masses, mχ̃i , coincide with the one-loop
renormalized masses, Mχ̃i = mχ̃i + ∆mχ̃i ,

∆mχ̃i ≡ −
mχ̃i

2
Re[Σ̂L

ii(m
2
χ̃i

) + Σ̂R
ii(m

2
χ̃i

)]− 1

2
Re[Σ̂SL

ii (m2
χ̃i

) + Σ̂SR
ii (m2

χ̃i
)]

= 0. (13)

We define the coefficients Σ
L/R
ij (p2) and Σ

SL/SR
ij (p2) of the self energy via

Σij(p
2) = 6pPLΣL

ij(p
2) + 6pPRΣR

ij(p
2) + PLΣSL

ij (p2) + PRΣSR
ij (p2), (14)

and define the left and right handed vector and scalar coefficients of the renor-
malized self-energy analogously via Σ̂

L/R
ij (p2) and Σ̂

SL/SR
ij (p2) respectively.

As stated earlier, we consider the parameter renormalization as for the
complex MSSM, such that our setup is easily adaptable for future extensions.
In ref. [18,21], it was shown that in the CP violating case, the 1-loop correc-
tions to the phases of M1 and µ, i.e. φM1 and φµ respectively1 are UV finite.
Therefore we take the approach that these phases can be left unrenormalized.
We can then determine the necessary conditions to obtain the absolute values
|M1|, |M2| and |µ|, depending on which three physical masses are chosen to
be on-shell. As we have two external charginos, and in order to easily extend
our setup to the case of χ̃+

1 χ̃
−
2 production, we assume the NCC scheme with

χ̃0
1, χ̃

±
1 and χ̃±2 on-shell [18, 20–22], such that i′ = 1 and i′′ = 1 and 2. Note

that in choosing the scheme, it is desirable that the on-shell particles should
contain significant bino, wino and higgsino components, in order that the

1We adopt the convention that M2 is real.
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M1, M2 and µ parameters are accessible [18, 20–22]. For the above choice,
these conditions are satisfied for all the scenarios defined in sec. 4, in which
the lightest neutralino always has a sizeable bino-like component. The pa-
rameters in question of the chargino mass matrix can then be renormalized
via expressions given in refs. [18,21,24], which we list here for completeness,

δ|M1| =−
1

Re (e−iφM1 N2
i1)F(

(2Re (e−iφµNi3Ni4)Re (Uj1Vj1) + ReN2
i2Re (e−iφµUj2Vj2))Ck

+ (Re (Uj1Vj1)Re (e−iφµUk2Vk2)− Re (e−iφµUj2Vj2)Re (Uk1Vk1))Ni

− (ReN2
i2Re (e−iφµUk2Vk2) + 2Re (e−iφµNi3Ni4) Re (Uk1Vk1))Cj

)
, (15)

δ|M2| =
1

F

(
Re (e−iφµUj2Vj2)Ck − Re (e−iφµUk2Vk2)Cj

)
, (16)

δ|µ| = − 1

F

(
Re (Uj1Vj1)Ck − Re (Uk1Vk1)Cj

)
. (17)

F , Ci and Ni are defined by

F = 2
(
Re (Uk1Vk1)Re (e−iφµUj2Vj2)− Re (Uj1Vj1) Re (e−iφµUk2Vk2)

)
, (18)

Ci = Re
[
mχ̃+

i
[ΣL
±,ii(m

2
χ̃+
i

) + ΣR
±,ii(m

2
χ̃+
i

)] + ΣSL
±,ii(m

2
χ̃+
i

) + ΣSR
±,ii(m

2
χ̃+
i

)
]

−
∑

j=1,2

k=1,2

2δXjkRe (UijVik), (19)

Ni = Re
[
mχ̃0

i
[ΣL

0,ii(m
2
χ̃0
i
) + ΣR

0,ii(m
2
χ̃0
i
)] + ΣSL

0,ii(m
2
χ̃0
i
) + ΣSR

0,ii(m
2
χ̃0
i
)
]

−
∑

j=1,2

k=3,4

4δYjkRe (NijNik), (20)

and the subscripts ± and 0 identify the coefficients of the chargino and neu-
tralino self-energy respectively.2

Finite results for the process of interest at one-loop are obtained by adding
the counterterm diagrams shown in fig. 3. Although FeynArts generates
these diagrams, expressions for the counterterms which renormalize the cou-
plings defined at tree-level in eq. (6), calculated in ref. [18], are required as
input, and therefore, again for completeness, we provide expressions for these
explicitly. For the γχ̃+

i χ̃
−
j , Zχ̃+

i χ̃
−
j and eν̃eχ̃

+
i vertices, these can be expressed

as follows,

δCL
χ̃+
i χ̃

−
j γ

= CL
χ̃+
i χ̃

−
j γ

(
δZe +

δZγγ
2

)
+ CL

χ̃+
i χ̃

−
j Z

δZZγ
2

+
ie

2

(
δZL
±,ij + δZ̄L

±,ij
)
,

2Here Ni should not be confused with the neutralino mass matrix Nij .
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Figure 3: Counterterm diagrams in the MSSM for the production of charginos
χ̃+
1 and χ̃−1 at the LC.

δCL
χ̃+
i χ̃

−
j Z

= CL
χ̃+
i χ̃

−
j Z

(
δZe −

δcW
cW
− δsW

sW
+
δZZZ

2

)
+ CL

χ̃+
i χ̃

−
j γ

δZγZ
2

− 2ie
δsW
cW

δij +
1

2

∑

n=1,2

(
δCL

χ̃+
i χ̃

−
nZ
ZL
±,nj + CL

χ̃+
n χ̃

−
j Z
δZ̄L
±,in

)
, (21)

where the analogous right-handed parts are obtained by the replacement
L→ R, and

δCR
ν̃ee+χ̃

−
i

= CR
ν̃ee+χ̃

−
i

(
δZe −

δsW
sW

+
1

2

(
δZν̃e + δZL∗

e

))

+
1

2

(
CR
ν̃ee+χ̃

−
1
δZR
±,1i + CR

ν̃ee+χ̃
−
2
δZR
±,2i

)
. (22)

Note that the renormalization constants of the SM fields, i.e. ZV V (V = γ, Z)
and δZL

e for the vector bosons and electron, and parameters, i.e. δZe and
δcW (sW ) for the electric charge and cos(sin) of the weak mixing angle re-
spectively, can be found in ref. [18]. The renormalization for the chargino
fields is performed in the most general manner, making use of separate RCs
for the incoming and outgoing fields, i.e. coefficients δZ

L/R
±,ij and δZ̄

L/R
±,ij re-

spectively for left and right-handed charginos as given in ref. [18]. Finally,
the counterterm for the sneutrino self energy takes the form

δCν̃iν̃j = iδij

(
1

2
(δZν̃i + δZ∗ν̃i)p

2 − δm2
ν̃i
− m2

ν̃i

2
(δZν̃i + δZ∗ν̃i)

)
, (23)

for ν̃i = ν̃e, ν̃µ, ν̃τ , where the sneutrino field and mass RCs, δZ∗ν̃i and δmν̃i ,
are also defined following ref. [18].
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Inital and final state soft radiation must also be included to obtain an
infra-red finite result as the incoming and outgoing particles are charged,
and this is done as described in detail in ref. [18], using the phase-space
slicing method to define the singular soft and collinear contributions in the
regions E < ∆E and θ < ∆θ respectively. In the soft and collinear limit,
the results are regularised using electron and photon masses, respectively,
and factorised into analytically integrable expressions proportional to the
tree-level cross-section σtree(e+e− → χ̃+

1 χ̃
−
1 ). However the result is cut-off

dependent (i.e. on ∆E and ∆θ), and removing this dependence requires a
calculation of the cross section for the three body final state, excluding the
soft and collinear regions, which we perform using FeynArts and FormCalc.
We further require that soft photon radiation is included in the cross-section
obtained from FormCalc. Finally we obtain a complete IR finite and cut-off
independent result by adding the collinear contribution, which is calculated
following the procedure outlined in ref. [14].

4 Fit strategy and numerical results

4.1 Obtaining MSSM parameters from the fit

With the loop corrections calculated as in section 3, we can determine the
fundamental parameters of the MSSM at NLO. From now on, we will restrict
our study to the case of real parameters. In the chargino and neutralino
sectors there are four real parameters, see sec. 2, which we fit to,

M1, M2, µ, tan β . (24)

We additionally fit to the sneutrino mass, as this enters at tree level and
will therefore significantly affect cross sections and forward-backward asym-
metries. However in those scenarios where the sneutrino would already have
been observed at the LC, its mass is assumed to be known. At the loop
level, a large number of MSSM parameters will contribute. Depending on
the scenario, only limited knowledge about some of these may be available.
In particular LHC data may only provide limited information about the pa-
rameters of the stop sector, and direct production at the LC might not be
possible. However, our analysis also offers good sensitivity to these parame-
ters at the LC, as stops could significantly contribute to chargino/neutralino
observables at NLO.

At the LC, masses are expected to be measured with high precision using
different methods [1]. In the following we adopt the experimental precision
which could be achieved using the threshold scan method, however we also
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investigate how the fit precision would change if the masses were obtained
from the continuum. In case of the cross sections, the experimental uncer-
tainty is dominated by the statistical uncertainty [50],

∆σ

σ
=

√
S +B

S
, (25)

where S and B are the signal and background contributions, respectively.
In addition, we assume that the statistical uncertainties for the cross sec-
tions correspond to an integrated luminosity of L = 200 fb−1 per polarisa-
tion assuming the efficiency of ε = 15%, which includes branching ratios for
semileptonic final states and a selection efficiency of 50% [50]. Similarly, for
the forward-backward asymmetry we have

δAstat
FB =

√
1− A2

FB

N
, (26)

and the total number of events N = N+ +N− [50].
In order to estimate the theoretical uncertainty on the masses, cross-

sections and forward backward asymmetries, we consider the size of possible
effects due to neglected higher order corrections as well as unknown MSSM
parameters not included in the fit. NNLO corrections are an important source
of theoretical uncertainty, however, at present, corrections of this kind are
only known for chargino and neutralino masses, for which the leading SUSY-
QCD NNLO corrections were calculated in ref. [46]. Based on these results
we estimate the uncertainty on the masses due to NNLO corrections to be
of the order of 0.5 GeV, i.e. comparable to the expected experimental un-
certainty. Note that the masses chosen on-shell are assigned no theoretical
uncertainty. We further neglect the currently unknown uncertainties aris-
ing due to NNLO corrections to the cross-sections and forward backward
asymmetries, assuming that in the future NNLO results for these could be
incorporated. However, we do include the additional uncertainty arising due
to any unknown MSSM parameters which are not included in the fit, dom-
inated by the contribution from the heavy pseudoscalar Higgs boson mass
mA0 . We perform a multi-dimensional χ2 fit using Minuit [51, 52]

χ2 =
∑

i

∣∣∣∣
Oi − Ōi
δOi

∣∣∣∣
2

, (27)

where the sum runs over the input observables Oi, depending on the scenario,
with their corresponding experimental uncertainties δOi.

10

425



4.2 Scenarios studied and motivation

We carry out the fit for three scenarios, S1, S2 and S3, shown in tab. 1,
chosen in order to realistically assess the sensitivity to the desired parameters
in a number of possible situations. Due to the current status of direct LHC
searches [53,54], in all scenarios we require heavy first and second generation
squarks and gluinos, while the stop sector is assumed to be relatively light.3

In S1 and S2 we take the masses of the stops, mt̃1 and mt̃2 , to be 400 GeV and
800 GeV respectively, and the mixing angle to be cos θt = 0. The sbottom
sector can then be obtained by defining mb̃1

= 400 GeV and cos θb = 0. On
the other hand in S3, in order to obtain mh = 125 GeV, calculated using
FeynHiggs 2.9.1 [55–58], such that it is compatible with the recent Higgs
results from the LHC [59, 60], the stop sector parameters are chosen to be
mu3 = 450 GeV, mq3 = 1500 GeV and At = −1850 GeV, ensuring large
mixing between the stops, such that cos θt = 0.148. The sbottom sector is
then obtained by defining mb̃1

= 450 GeV and cos θb = 0. In fig. 4, for each
of these scenarios, the mass corrections for neutralinos χ̃0

2 and χ̃0
3 are seen to

be sensitive to the stop mixing angle.
As a result of indirect limits (checked using micrOmegas 2.4.1 [61,62]),

we have chosen mixed gaugino higgsino scenarios favoured by the relic density
measurements [63] and relatively high pseudoscalar Higgs masses in light of
flavour physics constraints, e.g. the branching ratio of B(Bs → µ+µ−) [64].
We also check that our scenarios agree with the experimental results for
branching ratio B(b → sγ) and the anomalous magnetic moment of the
muon ∆(gµ − 2)/2. Further, in S2 we study the sensitivity of the fit to large
values of M2, such that the wino-like chargino and neutralino are heavy and
decoupled from the bino and higgsino-like particles. Finally, in S1/S2 we
consider the case that the sleptons (with the exception of the light stau) and
pseudoscalar Higgs bosons are at the TeV scale, and in S3 the case that they
are relatively light. Therefore, while S1/S2 are not in keeping with the 125
GeV Higgs boson, they provide illustrative examples of the potential of the
LC in scenarios complementary to S3.4

3Note that in light of current LHC limits, the value M3=700 GeV in S1 and S2 means
that the gluino mass is rather low, however our results are largely independent of this
choice as M3 only enters our calculations via two loop corrections to mh.

4Note that in S1(S2) a Higgs mass of mh = 125 GeV can also be achieved by adopting
cos θt = −0.4 (−0.5).
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Scenario 1/2

M1 125 M2 250/2000
µ 180 MA0 1000
M3 700 tan β 10
Mq1,2 1500 Aq1,2 650
Ml/e1,2 1500 Ali 650
Ml3 800 Me3 400

Scenario 3

M1 106 M2 212
µ 180 MA0 500
M3 1500 tan β 12
Mq1,2 1500 Aq1,2 -1850
Mli 180 Ali -1850
Me1,2 125 Me3 106

Table 1: Parameters for scenarios 1/2 and 3 (S1/S2 and S3), in GeV with the
exception of tan β. Here M(l/q)i (M(e/u/d)i) represents the left (right) handed
mass parameter for a slepton/squark of generation i respectively (jointly
referred to as Mfi), and Af is the trilinear coupling for a sfermion f̃ . See
text for stop and sbottom parameter definitions.

4.3 Results for scenario 1

In this scenario, only the charginos and three neutralinos will be accessible
at the LC. As input for the fit we therefore use:

• the masses of the charginos (χ̃±1 , χ̃
±
2 ) and three lightest neutralinos

(χ̃0
1, χ̃

0
2, χ̃

0
3)

• the light chargino production cross section σ(χ̃+
1 χ̃
−
1 ) with polarised

beams at
√
s = 350 and 500 GeV

• the forward-backward asymmetry AFB at
√
s = 350 and 500 GeV

• the branching ratio B(b→ sγ) calculated using micrOmegas 2.4.1 [61,
62].

The input variables, together with errors, namely the assumed experimen-
tal precision of the prospective LC measurements as well as the theoretical
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Figure 4: One-loop corrections to the masses of neutralinos χ̃0
2 (upper) and

χ̃0
3 (lower) as a function of the stop mixing angle cos θt, for scenarios S1

(blue), S2 (red, dashed) and S3 (green, dotted).

uncertainties, are listed in tab. 4.3. It is interesting to observe the large
NLO corrections to AFB, which even result in a change of sign. Note that
B(b→ sγ) is included in order to increase sensitivity to the third generation
squark sector, and the estimated experimental precision of 0.3 · 10−4, taken
from ref. [65], is adopted. We found that the impact of the muon anoma-
lous magnetic moment is negligible in this scenario, mainly due to the heavy
smuon sector. It should be possible to probe the supersymmetric QCD sec-
tor, with sqark masses of ∼1.5 TeV and the gluino mass of ∼ 700 GeV, at the
LHC, such that the theoretical uncertainty arising due to these parameters is
small in comparison to that due to the unknown MA0 . We therefore include
the small dependence on the A0 mass as an additional source of error, having
explicitly checked that the impact of all other parameters is negligible. Note
that there are no theoretical errors for masses chosen to be on-shell. Even
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Observable Tree value Loop corr. Error exp. Error th.

mχ̃±
1

149.6 − 0.1 (0.2) −
mχ̃±

2
292.3 − 0.5 (2.0) −

mχ̃0
1

106.9 − 0.2 −
mχ̃0

2
164.0 2.0 0.5 (1.0) 0.5

mχ̃0
3

188.6 −1.5 0.5 (1.0) 0.5

σ(χ̃+
1 χ̃
−
1 )350(−0.8,0.6) 2347.5 −291.3 8.7 2.0

σ(χ̃+
1 χ̃
−
1 )350(0.8,−0.6) 224.4 7.6 2.7 0.5

σ(χ̃+
1 χ̃
−
1 )500(−0.8,0.6) 1450.6 −24.4 8.7 2.0

σ(χ̃+
1 χ̃
−
1 )500(0.8,−0.6) 154.8 12.7 2.0 0.5

A350
FB(%) −2.2 6.8 0.8 0.1

A500
FB(%) −2.6 5.3 1.0 0.1

Table 2: Observables (masses in GeV, cross sections in fb) used as input for
the fit in S1, tree-level values and loop corrections are specified. Here the
superscript on σ and AFB denotes

√
s in GeV, and the subscript on σ denotes

the beam polarisation (P(e−),P(e+)). The central value of the theoretical
prediction, B(b → sγ) = 3.3 · 10−4 GeV, calculated using state-of-the-art
tools, is also included in the fit. Errors in brackets are for masses obtained
from the continuum. See text for details of error estimation.

at one loop, these masses are related to the fundamental parameters via the
tree level relations, and are included in the fit.

In S1 we fit 8 MSSM parameters: M1, M2, µ, tan β, mν̃ , cos θt, mt̃1 , and
mt̃2 . The results of the fit are given in tab. 3. We find that the gaugino
and higgsino mass parameters are determined with an accuracy better than
1%, while tan β is determined with an accuracy of 5%. Excellent precision
of 2-3% is obtained for the mass of the otherwise unobservable sneutrino.
Including NLO effects even allows us to constrain the parameters of the stop
sector. Although the precision shown in tab. 3 is rather limited, this could
lead to an important hint concerning the masses of the stops, which, if not
already seen, might allow for a well-targeted search at the LHC. This could
be another example of LC-LHC interplay [66].
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Parameter Threshold fit Continuum fit

M1 125±0.3 (±0.7) 125±0.6 (±1.2)

M2 250±0.6 (±1.3) 250±1.6 (±3)

µ 180±0.4 (±0.8) 180±0.7 (±1.3)

tan β 10±0.5 (±1) 10±1.3 (±2.6)

mν̃ 1500±24 (+60
−40) 1500±20 (±40)

cos θt 0±0.15 (+0.4
−0.3) −

mt̃1 400+180
−120 (at limit

at limit) −
mt̃2 800+300

−170 (+1000
−290 ) 800+350

−220 (at limit
at limit)

Table 3: Fit results (masses in GeV) for S1, for masses obtained from thresh-
old scans (threshold fit) and from the continuum (continuum fit). Numbers
in brackets denote 2σ errors.

Finally, in tab. 3 we compare the fit results using masses of the charginos
and neutralinos obtained from threshold scans and from the continuum. For
the latter, the accuracy at which the parameters can be determined is seen
to deteriorate, with errors on the fundamental parameters almost doubling,
clearly indicating the need to measure chargino and neutralino masses via
threshold scans.

4.4 Results for scenario 2

In this scenario, where the M2 parameter is set to 2 TeV, only the light
chargino and three lightest neutralinos will be accessible at the LC. As input
for the fit we therefore use:

• the masses of the lighter chargino (χ̃±1 ) and neutralinos (χ̃0
1, χ̃

0
2, χ̃

0
3)

• the light chargino production cross section σ(χ̃+
1 χ̃
−
1 ) with polarised

beams at
√
s = 400 and 500 GeV

• the forward-backward asymmetry AFB at
√
s = 400 and 500 GeV

• the branching ratio B(b→ sγ).
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Observable Tree value Loop corr. Error exp. Error th.

mχ̃±
1

179.1 − 0.1 −
mχ̃0

1
111.1 − 0.2 −

mχ̃0
2

183.6 0.07 0.5 0.5

mχ̃0
3

194.2 1.9 0.5 0.5

σ(χ̃+
1 χ̃
−
1 )400(−0.8,0.6) 1214.9 −344.7 6.0 0.1

σ(χ̃+
1 χ̃
−
1 )400(0.8,−0.6) 250.6 −32.4 2.7 0.1

σ(χ̃+
1 χ̃
−
1 )500(−0.8,0.6) 1079.2 −194.8 6.0 0.1

σ(χ̃+
1 χ̃
−
1 )500(0.8,−0.6) 229.6 −8.7 2.7 0.1

A400
FB(%) 0.0 3.0 1.0 0.1

A500
FB(%) 0.0 5.0 1.0 0.1

Table 4: Observables (masses in GeV, cross sections in fb) used as an input
for the fit in S2, as in tab. 4. The central value of the theoretical prediction,
B(b → sγ) = 3.3 · 10−4 GeV, calculated using state-of-the-art tools, is also
included in the fit. See text for details of error estimation.

As we again find that the muon anomalous magnetic moment has a negligible
impact, it is not used in the fit. The input variables, together with errors,
namely the assumed experimental precision of the prospective LC measure-
ments as well as the theoretical uncertainties, are listed in tab. 4. While AFB
is negligible at LO, the NLO corrections to it are again found to be large.

We again fit 8 MSSM parameters: M1, M2, µ, tan β, mν̃ , cos θt, mt̃1 , and
mt̃2 . The impact of other parameters, except the heavy Higgs boson mass,
can be neglected. The results from the fit are given in tab. 5. The higgsino
and bino mass parameters are well constrained in this scenario since bino-like
neutralino and all higgsinos are directly accessible. Even though the winos
are not directly accessible, the wino mass parameter M2 can be constrained
with 10% accuracy at 1σ level. An accuracy of 20% is achieved for tan β,
significantly worse than in S1. This can be understood by the fact that the
mixing in S2 between chargino states is weak due to M2 being heavy, and the
constraint on tan β is dependent on this mixing. No limits can be derived on
the sneutrino mass, due to the Yukawa suppressed coupling of the higgsino-
like χ̃±1 to the electron and sneutrino. We are however, as shown in tab. 5,
still able to derive limits on the stop masses and mixing parameter.
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Parameter Fit result

M1 125+0.9
−0.6 (+2.1

−1.2)

M2 2000±200 (+600
−400)

µ 180±0.2 (+0.5
−0.3)

tan β 10±2 (+5
−4)

mν̃ unconstrained

cos θt 0+0.13
−0.09 (+0.4

−0.3)

mt̃1 400+250
−50 (+500

−80 )

mt̃2 800+300
−200 (+900

−400)

Table 5: Fit results (in GeV with the exception of tan β and cos θt) for S2,
as in tab. 3, where numbers in brackets denote 2σ errors.

4.5 Results for parameters in scenario 3

This final scenario features the richest phenomenology of the studied bench-
mark scenarios. As input for the fit we therefore use:

• the masses of the charginos (χ̃±1 , χ̃±2 ) and neutralinos (χ̃0
1, χ̃

0
2, χ̃

0
3)

• the light chargino production cross section σ(χ̃+
1 χ̃
−
1 ) with polarised

beams at
√
s = 400 and 500 GeV

• the forward-backward asymmetry AFB at
√
s = 400 and 500 GeV

• the Higgs boson mass, mh

• the branching ratio B(b→ sγ)

• the anomalous muon magnetic moment

Compared to the previous scenarios, these observables are supplemented by
the Higgs boson mass, mh, calculated using FeynHiggs 2.9.1 [55–58]. The
estimated experimental precision at the LC for mh, taken from ref. [1], is
adopted. We further assume the future theoretical uncertainty on the Higgs
boson mass to be 1 GeV [58]. As before, the remaining two observables, the
branching ratio B(b → sγ) and the anomalous muon magnetic moment are
calculated using micrOmegas 2.4.1 [61, 62], and a projected experimental
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Observable Tree value Loop corr. Error exp. Error th.

mχ̃±
1

139.3 − 0.1 −
mχ̃±

2
266.2 − 0.5 −

mχ̃0
1

92.8 − 0.2 −
mχ̃0

2
148.5 2.4 0.5 0.5

mχ̃0
3

189.7 −7.3 0.5 0.5

σ(χ̃+
1 χ̃
−
1 )400(−0.8,0.6) 709.7 −85.1 4.5 −

σ(χ̃+
1 χ̃
−
1 )400(0.8,−0.6) 129.8 20.0 2.0 −

σ(χ̃+
1 χ̃
−
1 )500(−0.8,0.6) 560.0 −70.1 4.5 −

σ(χ̃+
1 χ̃
−
1 )500(0.8,−0.6) 97.1 16.4 2.0 −

A400
FB(%) 24.7 −2.8 1.4 0.1

A500
FB(%) 39.2 −5.8 1.5 0.1

Table 6: Observables (masses in GeV, cross sections in fb) used as an input for
the fit in S3, as in tab. 4.3. The central values of the theoretical predictions
B(b → sγ) = 2.7 · 10−4, ∆(gµ − 2)/2 = 2.4 · 10−9 and mh = 125 GeV,
calculated using state-of-the-art tools, are also included in the fit. See text
for details of error estimation.

error on the anomalous muon magnetic moment of 3.4·10−10 is employed [67],
which we assume would dominate over the theoretical uncertainty. The input
variables, together with errors, namely the assumed experimental precision
of the prospective LC measurements and the theoretical uncertainties, are
summarised in tab. 6. Because the sneutrino is now directly accessible, we
assume that its mass has been measured and it is therefore not included in
the fit. On the other hand, due to the stronger dependence of the NLO
cross-section and forward-backward asymmetry on MA0 , this is now used as
an additional fit prameter. We neglect the remaining theoretical uncertainty
on the cross-sections, as it is found to be negligible in comparison to the
experimental error.

This means that in scenario 3, we fit to M1, M2, µ, tan β, cos θt, mt̃1 , mt̃2

and MA0 . The results of the fit are collected in tab. 7. The parameters of
the electroweak gaugino-higgsino sector are determined with high precision.
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Parameter Fit result

M1 106±0.3 (±0.5)

M2 212±0.5 (±1.0)

µ 180±0.4 (±0.9)

tan β 12±0.3 (±0.7)

cos θt 0.15+0.08
−0.06 (+0.16

−0.09)

mt̃1 430+200
−130 (+300

−400)

mt̃2 1520+200
−300 (+300

−400)

mA0 < 650 (< 1000)

Table 7: Fit results (in GeV with the exception of tan β and cos θt) for
S3, including results for the masses of the heavier stop mass (mt̃2) and the
pseudoscalar higgs boson (mA0).

Due to a significant mixing in the stop sector, and the improvement in the fit
quality due to the inclusion of the higgs mass, we find that the fit is now also
sensitive to the mass of the heavy stop. The accuracy is better than 20% for
this particle even though it is far beyond the reach of the LC and also most
likely of the LHC. In addition, in this scenario an upper limit on the mass
of the heavy Higgs boson can be placed at 1000 GeV, at the 2σ level. It is
the particular sensitivity of the NLO corrections to MA0 which presents this
unique opportunity to set such an upper bound.

5 Conclusions

The evidence for the Higgs boson and dark matter, when examined in the
context of supersymmetry, suggests the possibility of a light µ and M1. We
have extended previous analyses, which fitted observables for chargino pro-
duction at the LC to extract fundamental MSSM parameters, by incorporat-
ing NLO corrections. The loop corrections are calculated for all observables
fitted, namely the polarised cross-sections and forward backward asymmetry
for chargino production as well as the χ̃±1 , χ̃

±
2 and χ̃0

1, χ̃
0
2, χ̃

0
3 masses, in an

on-shell scheme which facilitates the extension to the complex case. We have
fitted these observables for three complementary scenarios. We found that
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on including NLO corrections, when M1, M2 and µ are light they can be
determined to percent-level accuracy, and tan β to < 5%. Further we showed
that obtaining masses of the charginos and neutralinos from the continuum
as opposed to threshold scans would result in the uncertainty on the funda-
mental parameters almost doubling, reinforcing the importance of threshold
scans for mass measurements. As a heavy M2 is still a viable possibility,
we also considered M2 = 2000 GeV, and found that the sensitivity to M2

is approximately 10%. As the error on tan β is dependent on the degree of
mixing in the chargino sector, here it increases to ∼ 20%. Note that the
inclusion of B(b→ sγ), as well as the use of masses determined via threshold
scanning, in the fit was seen to improve the sensitivity to the stop sector. We
finally considered a scenario compatible with the latest Higgs results. For
this scenario we found that including B(b→ sγ), ∆(gµ− 2)/2 and mh in the
fit, along with the significant mixing in the stop sector, helped to obtain an
accuracy better than 20% on the mass of the heavy stop, even though this
particle is far beyond the reach of the LC and also most likely of the LHC. We
also included mA0 in the fit, and found that, due to the particular sensitivity
of the NLO corrections to MA0 , it would even be possible to place a 2σ up-
per bound on this parameter of 1000 GeV. In summary, we have shown that
incorporating NLO corrections is required for the precise determination of
the fundamental parameters of the chargino and neutralino sector at the LC,
and could further provide sensitivity to the parameters describing particles
which contribute via loop corrections.
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Supersymmetric models provide many new complex phases which lead to CP violating
effects in collider experiments. As an example, CP-sensitive triple product asymmetries
in neutralino production e+ e− → χ̃0

i χ̃0
1 and subsequent leptonic two-body decays

χ̃0
i → ℓ̃R ℓ, ℓ̃R → χ̃0

1 ℓ, for ℓ = e, µ, are studied within the Minimal Supersymmetric
Standard Model. A full ILD detector simulation has been performed at a center of mass
energy of

√
s = 500 GeV, including the relevant Standard Model background processes,

a realistic beam energy spectrum, beam backgrounds and a beam polarization of 80%
and −60% for the electron and positron beams, respectively. Assuming an integrated
luminosity of 500 fb−1 collected by the experiment and the performance of the current
ILD detector, a relative measurement accuracy of 10% for the CP-sensitive asymmetry
can be achieved in the chosen scenario.

1 Introduction

χ̃0
1

e−

e+

χ̃0
i

ℓN

ℓ̃

ℓF

χ̃0
1

Figure 1: Schematic picture of neu-
tralino production and decay.

Supersymmetry (SUSY) [1] is among the most
favoured and most studied extensions of the Stan-
dard Model (SM) and is capable of solving many of
its problems. One of its features is that the Mini-
mal Supersymmetric Standard Model (MSSM) pro-
vides a number of complex parameters which can
serve as sources of CP violation. They are conven-
tionally chosen to be the Higgsino mass parameter,
µ = |µ|eiφµ , the U(1) and SU(3) gaugino mass pa-
rameters, M1 = |M1|eiφ1 and M3 = |M3|eiφ3 , respec-
tively, and the trilinear scalar coupling parameters,
Af = |Af |eiφAf , of the third generation sfermions
(f = b, t, τ). CP phases can give rise to CP-violating
signals in collider experiments [2], which have to be measured to determine or constrain the
phases independently of measurements of electric dipole moments (EDM). Although also
CP-even observables, such as masses or branching ratios, are sensitive to the CP phases,
CP-odd observables are needed for direct evidence of CP violation.

In this report neutralino pair production e+ e− → χ̃0
i χ̃0

1, for i = 2, 3, and the subsequent
leptonic two-body decay of one of the neutralinos χ̃0

i → ℓ̃R ℓ followed by ℓ̃R → χ̃0
1 ℓ, for

ℓ = e, µ, at the ILC is studied [3]. Figure 1 shows a schematic picture of the process. The
CP-sensitive spin correlations of the neutralino in its production process allow to probe the
phase of the Higgsino mass parameter µ and the gaugino parameter M1 [4].
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A full ILD [5] detector simulation is performed in order to investigate in detail the
prospects to measure CP-sensitive observables at the ILC. All relevant SM background
is taken into account, simulated with a realistic beam energy spectrum and beam back-
grounds [6].

2 CP-odd observables and benchmark scenario

In neutralino production, effects from CP-violating phases can only occur if two different
neutralinos are produced. CP asymmetries can then be defined with triple products of
particle momenta. Due to the spin correlation the asymmetries show hints for CP phases
already at tree level. For the process shown in Fig. 1, a T-odd triple product of the beam
and the final lepton momenta can be defined as [3]

T = (pe− × pℓ+) · pℓ− . (1)

The corresponding asymmetry is

A(T ) =
σ(T > 0) − σ(T < 0)

σ(T > 0) + σ(T < 0)
, (2)

where σ is the cross section for neutralino production and decay. Its sign depends on the
charge of the leptons, which has to be tagged in the experimental analysis.

For the full simulation study a benchmark scenario has been chosen such that the gaugino
phase φ1 = 0.2π corresponds to a maximal CP asymmetry and the Higgsino phase is zero,
since it is strongly constrained by EDM bounds. The other parameters in the neutralino
sector are M2 = 300GeV, |M1| = 150GeV, |µ| = 165GeV and tan β = 10. This leads to the
neutralino masses mχ̃0

1
= 117 GeV, mχ̃0

2
= 169 GeV, mχ̃0

3
= 181 GeV and mχ̃0

4
= 330 GeV,

while the slepton masses are mℓ̃R
= 166 GeV and mℓ̃L

= 280 GeV. The neutralino pair

production cross sections are calculated to be σ(e+e− → χ̃0
1χ̃

0
2) = 244 fb and σ(e+e− →

χ̃0
1χ̃

0
3) = 243 fb, while the slepton pair production cross sections are σ(e+e− → ẽ+

Rẽ−
R) =

304 fb and σ(e+e− → µ̃+
Rµ̃−

R) = 97 fb. The slepton pair production is the main background,
since there are two lightest neutralinos and two opposite-sign electrons or muons in the final
state as in the case of the neutralino χ̃0

1χ̃
0
i production. Furthermore, beam polarizations of

(Pe− , Pe+) = (0.8, −0.6) have been chosen, which enhance slightly the SUSY cross section
and the asymmetries, while the background from WW - and chargino-pair production is
suppressed. In this scenario the CP asymmetries are A(T )χ̃0

1χ̃0
2

= −9.2% and A(T )χ̃0
1χ̃0

3
=

7.7%.

3 Detector simulation study and parameter fit

The ILD is a concept under study for a multipurpose particle detector for the ILC. It is
designed for an excellent precision in momentum and energy measurement over a large solid
angle. A detailed description can be found in [5]. In the simulation all active elements and
also cables, cooling systems, support structures and dead regions are taken into account [6].
The radiation hard beam calorimeter is used to suppress background from γγ events at low
angles. All relevant SM backgrounds and SUSY processes are generated using Whizard [7].
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initial selection no significant activity in BCAL

number of all tracks Ntracks ≤ 7

lepton selection ℓ+ℓ− pair with ℓ = e, µ

| cos θ| < 0.99, min. energy E > 3 GeV

lower energetic ℓ with E < 18 GeV, or

higher energetic ℓ with E > 38 GeV

higher energetic ℓ with E ∈ [15, 150] GeV

θacop > 0.2π, θacol > 0.2π

final preselection pmiss
T > 20 GeV

Evis < 150 GeV

mℓℓ < 55 GeV

Table 1: Preselection cuts, see Ref. [3] for details.

3.1 Event selection and measured asymmetry

A clean sample of signal events is needed in order to clearly measure the CP-violating
effects in neutralino production. Otherwise the asymmetry will be reduced by the CP-even
background events. Therefore, preselection cuts as listed in Tab. 1 are applied to reject as
much background as possible, while preserving good signal efficiency. Electrons and muons
are identified using the Particle Flow approach [3]. The cuts exploit the energy and angular
distributions of the final state leptons, as well as the high missing transverse momentum
pmiss

T due to the escaping neutralinos. Additional cuts on the total visible energy Evis as well
as on the invariant mass mℓℓ distributions further reduce the background contamination.

Figure 2(a) shows the pmiss
T distribution of the SM and SUSY background as well as

of the signal after the lepton selection. It can be seen that most of the background is
removed with the cut pmiss

T > 20 GeV. Figure 2(b) shows the distribution of the invariant
di-lepton mass after all cuts except the one on mℓℓ. The signal lepton pair from χ̃0

3 (χ̃0
2)

decays has a sharp endpoint at 51 GeV (22 GeV), which can also be exploited for mass
measurements. The invariant mass cut also removes SM backgrounds from ZZ and WW
production. The remaining event sample consists of 28039 χ̃0

1χ̃
0
2 → χ̃0

1χ̃
0
1ℓℓ (ℓ 6= τ) events,

45966 χ̃0
1χ̃

0
3 → χ̃0

1χ̃
0
1ℓℓ (ℓ 6= τ) events and 34223 ℓ̃ℓ̃ → χ̃0

1χ̃
0
1ℓℓ (ℓ 6= τ) events. All other SM

and SUSY background processes sum up to about 6000 events.

In order to distinguish the χ̃0
1χ̃

0
2 events from the χ̃0

1χ̃
0
3 events, and to further clean the

event sample, a kinematic selection procedure is applied, as described in [3]. A number of
kinematic constraints derived from the final state momenta are used to classify events as
signal or background. An event is selected only if it is classified exclusively as signal-like.
Four event classes are considered: χ̃0

1χ̃
0
2, χ̃0

1χ̃
0
3, ℓ̃+

Rℓ̃−
R and W+W−. Table 2 shows the number

of events that are classified exclusively as one of the four event classes. It can be observed
that the large contamination of the event sample by ℓ̃+

Rℓ̃−
R events can be drastically reduced.

The CP asymmetry can now be calculated from Eq. (2) to be A(T )χ̃0
1χ̃0

2
= −11.3%±0.7%

and A(T )χ̃0
1χ̃0

3
= +10.9% ± 0.7%. The absolute values are slightly higher than the ones
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Figure 2: (a) Missing transverse momentum pmiss
T distribution of SM background, SUSY

background and SUSY signal after the lepton selection. (b) Invariant mass mℓℓ distribution
of the lepton pair after all preselection cuts except the cut on mℓℓ. The events are simulated
for L = 500 fb−1, beam polarization (Pe− , Pe+) = (0.8, −0.6) at

√
s = 500 GeV, and MSSM

parameters as in the benchmark scenario discussed in Sec. 2.

class only χ̃0
1χ̃

0
2 only χ̃0

1χ̃
0
3 only ℓ̃+

Rℓ̃−
R only W+W−

χ̃0
1χ̃

0
2 → χ̃0

1χ̃
0
1ℓℓ (ℓ 6= τ) 18343 615 51 855

χ̃0
1χ̃

0
3 → χ̃0

1χ̃
0
1ℓℓ (ℓ 6= τ) 290 20132 372 635

all SUSY background 1153 3055 5626 951

all SM background 87 256 44 81

Table 2: Number of preselected events, that fulfill the requirements of the kinematic selection
procedure, for L = 500 fb−1.

calculated in the benchmark scenario, since the asymmetry depends non-trivially on the cut
values. This has been studied in [3] and can be taken into account in a parameter fit.

3.2 Fit of the parameters in the neutralino sector

In the final step of the analysis, the accuracy to determine the parameters in the neutralino
sector of the MSSM is estimated. These are the six free parameters of the neutralino
mass matrix |M1|, M2, |µ|, tan β, φ1 and φµ. As input for the fit a number of CP-even
observables is used together with the measured asymmetries (see Ref. [3] for details): mχ̃0

1
=

117.3 ± 0.2 GeV, mχ̃0
2

= 168.5 ± 0.5 GeV, mχ̃0
3

= 180.8 ± 0.5 GeV, σ(χ̃0
1χ̃

0
2) × BR(χ̃0

2 →
ℓ̃Rℓ) = 130.9 ± 1.4 fb, σ(χ̃0

1χ̃
0
3) × BR(χ̃0

3 → ℓ̃Rℓ) = 155.7 ± 1.6 fb, σ(χ̃0
2χ̃

0
2) × BR(χ̃0

2 →
ℓ̃Rℓ)2 = 4.8 ± 0.3 fb, σ(χ̃0

3χ̃
0
3) × BR(χ̃0

3 → ℓ̃Rℓ)2 = 26.3 ± 0.7 fb and σ(χ̃0
2χ̃

0
3) × BR(χ̃0

2 →
ℓ̃Rℓ) × BR(χ̃0

3 → ℓ̃Rℓ) = 28.9 ± 0.7 fb. The fitted values of the parameters of the neutralino
mass matrix are listed in Tab. 3. It is remarkable that the moduli of the phases φ1, φµ can
also be determined with high precision, using the CP-even observables alone. However, only
an inclusion of CP-odd asymmetries in the fit allows to resolve the sign ambiguities of the
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|M1| M2 |µ| tan β φ1 φµ

150.0 ± 0.7 GeV 300 ± 5 GeV 165.0 ± 0.3 GeV 10.0 ± 1.6 0.63 ± 0.05 0.0 ± 0.2

Table 3: Results of the parameter fit.

phases. Without the CP-odd asymmetries in the fit there is a twofold ambiguity, φ1 = ±0.6,
and even fourfold if φµ 6= 0. Thus, the triple product asymmetries are not only a direct test
of CP violation, but are also essential to determine the correct values of the phases.

4 Summary and conclusions

The first full detector simulation study to measure SUSY CP phases at the ILC has been
presented. Triple products of the final state lepton momenta in neutralino decays have
been used as CP-odd observables. Realistic collider conditions have been simulated and
all relevant SM backgrounds have been taken into account. A detailed cut flow analysis
has been performed, including the development of a kinematic selection procedure that was
used to obtain a very clean signal sample and to distinguish events from different neutralino
decays. In the chosen benchmark scenario the asymmetry could be measured with a relative
precision of 10% with 500 fb−1 of data. Finally, the parameters of the neutralino mixing
matrix have been fitted to CP-even and CP-odd observables and the complex phases could
be determined with a precision of about 10%.
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We study the discovery potential of new CP violating phases in a t̃1 cascade decay via χ̃0
2 at a future

linear electron-positron collider of 1 TeV center-of-mass energy. As observables we discuss triple product
asymmetries. We find that assuming successful momentum reconstruction a maximal asymmetry can be
observed with at least 1000 fb−1 collected data.

1 Introduction

Although the Standard Model very successfully describes the elementary particles and their interactions apart
from gravity, the model not only fails to give a description of all matter in the universe, but furthermore
cannot illuminate thoroughly why matter exists at all. To answer this question we know that a proper
understanding of CP-violation is crucial [1]. Unfortunately, the single CP violating phase in the CKM
matrix of the Standard Model that has been determined by B-meson experiments [2] is not sufficient [1].
Thus, we need additional sources of CP-violation to describe the observed baryon asymmetry in the universe.

Such new CP violating phases are introduced in the MSSM. Given that they can change masses [3], total
cross sections [4] and branching ratios [5], there are in principle various ways to detect them at colliders.
However, these all are CP-even observables. This means that one cannot be sure about their definite
CP violating nature, because particle and antiparticle both exhibit the same dependence. This is especially
problematic in a model that has as many free parameters as the MSSM. A potential way to fake a CP violating
effect on the stop mass, for example, is to arrange the soft breaking scalar quark masses with non-universal
values. Additionally, potentially large loop corrections can complicate CP-violation studies by also changing
these observables. Therefore one would like to work with CP-odd observables, which cannot be mimicked by
other parameters of the theory and thus are a definite signature of CP-violation. However, the problem with
many of these observables, like rate asymmetries of branching ratios [6], rate asymmetries of cross sections [7]
or angular distributions [8], is that they are actually loop effects. Thus, obvious problems arise concerning
the measurability, since one does not expect large signals from loop effects. Fortunately the CPT-theorem
connects CP- and T-violation. Combined with additional assumptions one can then construct so-called TN-
odd observables that are useful to examine tree-level CP-violation at colliders [9, 10]. If re-scattering effects
are absent, a non-vanishing expectation value of a TN-odd observable indicates CP-violation. Therefore
we must also probe the charge conjugated process to exclude the possibility of re-scattering. For further
information we recommend [11] which review CP-violation in the context of supersymmetry.

2 Studying CP-Violation in Stop Decay

2.1 Formalism and Chosen Scenario

We study the discovery potential of new CP violating phases in the following two-body cascade decay of the
stop at a future linear electron-positron collider of 1 TeV center-of-mass energy,

t̃1 → χ̃0
2 + t , t → W+ + b , χ̃0

2 → l̃±R + l∓1 , l̃±R → χ̃0
1 + l±2 .
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The stop and neutralino sector contain three phases, namely a phase of the trilinear top quark coupling,
φAt , a phase of the higgsino mass parameter, φµ, and conventionally a phase of the first gaugino mass, φM1 .
However, the latter two (especially φµ) are heavily constrained by experiment [12]. Therefore we do not
consider them and focus on φAt in this study.

Since we want to test the capability of a future linear collider, we use a “light” scenario without strict
unification of gaugino and scalar masses. The relevant masses and branching ratios are presented in Tab. 1.

As CP-odd observables we use asymmetries of triple products of final state or reconstructed momenta,

mt̃ mχ̃0
1

mχ̃0
2

ml̃±R
BRt̃1 BRχ̃0

2

344 84.5 124.5 96 11.99 % 11.53 %

Table 1: Masses in GeV and branching ratios for
the chosen scenario with all CP violating phases
set to zero.

AT =
NT + − NT −
NT + + NT −

=

∫
sign {T } |T |2dlips∫

|T |2dlips
,

where NT ± denote the numbers of events with positive
or negative triple product, respectively, T the amplitude
of the process of interest and dlips the Lorentz invariant
phase space. In our case the above decay chain provides
two triple products originating from the covariant product in the spin-spin-dependent part of the amplitude,
namely

T ∓
l1

=
(
~pl∓1

· [~pW × ~pt]
)

, Tll = (~pb · [~pl+ × ~pl− ]) .

To reveal CP-violation we then measure the corresponding triple product asymmetries, Al1 and All. However,
in order to make a definite statement on CP-violation, we need to combine the measurements of both charge-
conjugated processes. Since the asymmetry changes sign under charge conjugation, this forces us to claim
knowledge of the stop charge for both triple products. Not knowing the charge of the stop would result in a
cancellation of the asymmetry. Fortunately, the t̃1-charge can be established by requiring that the antiparticle
decays via a single lepton. Thus, overall we observe a tri-lepton final state [10]. But in demanding this we
loose statistical significance, since we reduce the total number of events due to requiring specific decays.
To optimise the situation and gain a factor of two one therefore should not fix the charge determination
to the antiparticle decay, but allow charge determination from the particle as well. Here we would use the
antiparticle decay to form the triple product.

Furthermore, we need to identify the leptons from the neutralino and slepton decay for the triple product,
T ∓

l1
. This is due to the fact that the correlation for the far lepton is much weaker than for the near lepton.

Hence, the use of the far lepton results in a smaller triple product, which dilutes the asymmetry. The
identification of the leptons can be done by the momentum reconstruction technique presented in [10]. Note,
however, that we have to know the masses of all particles of the decay chain for this.

Nevertheless, momentum reconstruction is very important apart from lepton identification, because unlike
the covariant product the mentioned triple products are not Lorentz invariant. The asymmetry, Al1 , for
example, is maximal in the neutralino or stop rest frame and is diluted for any boost.

In contrast to T ∓
l1

, we do not need to identify the leptons for Tll, but only to measure the lepton
charges. Thus, if a distinction between near and far lepton is not possible for some reason, this triple
product provides an alternative. However, an inertial frame in which Tll is completely equivalent to the
covariant product does not exist. This is the case, because the covariant product contains a χ̃0

1-dependent
contribution. Consequently, although Tll is valuable when momentum reconstruction is not possible, it
will lead to a smaller asymmetry than T ∓

l1
(assuming full momentum reconstruction). This can also be

understood physically, since the second lepton is not directly correlated to the spin of the intermediate
neutralino. Hence, the triple products are smaller.

2.2 Numerical Results

To obtain a maximal asymmetry, we evaluate Al1 in the reconstructed χ̃0
2 rest frame and All in the recon-

structed W rest frame (see Fig. 1). The shape of the curves immediately illustrates that Al1 and All are
CP-odd. The triple product, Tl1 , evokes the larger asymmetry, because Tll does not represent the complete
covariant product in any inertial frame. Both asymmetries are maximal for φAt ≈ 1.2π, with All ≈ 9.3 %
and Al1 ≈ 15.5 %.
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Figure 1: The asymmetries, Al1 and All, along
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Figure 2: Both triple product asymmetries, Al1 and
All, for φAt = 1.2π in the laboratory frame as func-
tions of the absolute value of stop three-momentum
and 3σ-limits for integrated luminosities of 500 fb−1,
1000 fb−1 and 2000 fb−1.

Furthermore, Fig. 1 contains the 3σ-limits for integrated luminosities of 500 fb−1, 1000 fb−1 and
2000 fb−1. Assuming successful momentum reconstruction we see that for 2000 fb−1 collected data one would
be able to observe a triple product asymmetry in the region of a maximal CP violating angle, 1.1π < φAt <
1.5π. With 1000 fb−1 the asymmetry can still be exposed close to the maximum (1.18π < φAt < 1.33π),
whereas 500 fb−1 is not sufficient to reveal CP-violation via triple product asymmetries here. In particular
All needs more data.

If we are not able to reconstruct the χ̃0
1-momentum and are forced to use the diluted asymmetries in the

laboratory frame directly, both asymmetries attain too small magnitudes to be detected at a 3σ-level with the
expected luminosity. At the maximum of φAt ≈ 1.2π the asymmetries are determined to be All ≈ 3.9 % and
Al1 ≈ 5.0 %. Note that the dilution due to energy dependence of All is less significant than for Al1 , which
is diluted by approximately 70 %. Notice further that we have not included the dilution from misidentified
leptons in Al1 yet. We will come back to both points in a moment.

Looking at Fig. 1 again, we notice that the bands which indicate the limit of measurability for a certain
luminosity are not constant, but vary with φAt . The reason for this is that the stop mass - and hence the
production cross section - as well as the branching ratio, BR(t̃1 → χ̃0

2t), depend on the trilinear coupling
phase, φAt . As the stop mass increases as φAt → π from 344 GeV to 354 GeV, the production cross section,
σ(e+e− → t̃1t̃

∗
1), decreases from 12.3 fb to 11.2 fb. At the same time, the stop branching ratio, BR(t̃1 → χ̃0

2t),
drops from 11.99 % to 5.16 %, since due to the increasing stop mass and changing mixing angle another decay
channel, namely t̃1 → χ̃+

2 b, becomes prominent. This affects the total cross section which in turn influences
the significance of our observable. The total number of events one can expect for a certain luminosity is
calculated using our result for the production cross section and the Herwig++-results for the branching ratios
at tree-level [13]. We draw attention to the fact that the depletion of the branching ratio is much more
severe.

We already mentioned that the reconstruction of all momenta in the decay chain is important for a
measurement of the triple product asymmetries, because these quantities are not Lorentz invariant. To
demonstrate this we compute both asymmetries at their maximum, φAt = 1.2π, as functions of the stop
three-momentum in the laboratory frame, as is presented in Fig. 2.

We read off that both asymmetries are maximal in the stop rest frame and are depleted for increasing stop
three-momentum. This can be understood recalling the geometrical picture of triple products. Concerning
the relative orientation of ~pl1 to the three-momenta, ~pW and ~pt, that establish the plane in our triple product,
we note that the triple product and therefore the angle between ~pl1 and the plane is maximal in the rest
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frame of the neutralino. Performing a boost on the system results in a smaller angle as all momenta are
boosted forward in the same direction. Thus, as all vectors lie close together, it is more likely that the
lepton can accidentially flip orientation with respect to the reference plane and hence change the sign of the
triple product. Since this inversion is a random function of the boost and not connected to CP-violation,
the asymmetry is depleted.

Although both asymmetries exhibit a manifest energy dependence, the triple product asymmetry, Al1 ,
is significantly more diluted than the asymmetry, All. This can be explained by the fact that the far lepton
included in this triple product originates from the slepton which always experiences a boost, even if the stop
is at rest. Therefore a boost of the stop will result in a proportionally less boosted slepton and far lepton,
because the stop momentum is shared over the whole decay chain.

From the additionally plotted 3σ-limits we can extract a strong energy dependence of the level of mea-
surability. This traces back to the severe energy dependence of the production process. Note that for an
absolute value for the stop three-momentum of around 400 GeV we obtain the best measurability. This
corresponds to a center-of-mass energy of roughly 1 TeV for our 344 GeV stop.

Recall that Al1 requires lepton identification via momentum reconstruction. Thus, another dilution can
be caused by the wrong assignment of near and far leptons for the triple product, T ∓

l1
. Although the second

lepton is correlated via the slepton decay to the neutralino, which determines the momentum of the near lep-
ton, the correlation is much weaker. Consequently the triple product is smaller. The corresponding depletion
of our observable can be quantified to around 60 %. However, if we are not able to reconstruct momenta, we
are forced to evaluate the triple product in the laboratory frame. As specified above, this already accounts
for a dilution by approximately 70 %. Thus without momentum reconstruction, the asymmetry, Al1 , is
reduced to roughly 2 % at the maximum and therefore not feasible for our study.

3 Conclusions

We observed that for the chosen scenario the CP violating phase, φAt , of the trilinear top coupling accounted
for a maximal triple product asymmetry of approximately 15.5 %. Under the assumption of successful
momentum reconstruction this asymmetry could be measured for 2000 fb−1 collected data in the region
of a maximal CP violating angle, 1.10π < φAt < 1.5π. With an integrated luminosity of 1000 fb−1 the
asymmetry could still be exposed close to the maximum (1.18π < φAt < 1.33π).

As a conclusion we emphasise that a future linear collider is essential for a precise measurement of the
parameters of supersymmetry. However, for the particular scenario studied, it turned out to be challenging to
reveal CP-violation with a reasonable amount of data. Nevertheless, other decay chains, e. g. via charginos,
may result in a higher cross section and hence a better statistical significance.
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Neutralinos from Chargino Decays in the Complex MSSM
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We review the evaluation of two-body decay modes of charginos in the Minimal Supersymmetric Standard
Model with complex parameters (cMSSM). Assuming heavy scalar quarks we take into account all decay
channels involving charginos, neutralinos, (scalar) leptons, Higgs bosons and SM gauge bosons. The
evaluation of the decay widths is based on a full one-loop calculation including hard and soft QED
radiation. Here we focus on the decays involving the Lightest Supersymmetric Particle (LSP), i.e. the
lightest neutralino, or a heavier neutralino and a W boson. The higher-order corrections of the chargino
decay widths can easily reach a level of ±10%, translating into corrections of similar size in the respective
branching ratios. These corrections are important for the correct interpretation of LSP and heavier
neutralino production at the LHC and at a future linear e+e− collider.

1 Introduction

The search for physics effects beyond the Standard Model (SM), both at present and future colliders, con-
stitutes one of the priorities of current high energy physics, where the Minimal Supersymmetric Standard
Model (MSSM) [1] is one of the leading candidates. A related important task is investigating the production
and measurement of the properties of Cold Dark Matter (CDM). The MSSM offers a natural candidate of
CDM, the Lightest Supersymmetric Particle (LSP), i.e. the lightest neutralino, χ̃0

1 [2]. Having a stable LSP
also ensures that any produced supersymmetric particle will lead to cascades with neutralinos in the final
state, motivating experimental and phenomenological analyses of these decay chains. While discoveries of
supresymmetric particles will possibly be made by the LHC, a precise determination of their properties is
expected at the ILC [3–5] (or any other future e+e− collider such as CLIC).

Charginos, χ̃±
i , (i = 1, 2), and neutralinos, χ̃0

j , (j = 1, 2, 3, 4), are, respectively, the charged and neutral
supersymmetric partners of the Higgs and gauge bosons. Therefore masses and couplings of charginos and
neutralinos depend on common parameters, and an analysis of chargino decays provides direct and indirect
information on the neutralino sector.

In order to yield a sufficient accuracy, one-loop corrections to the various chargino decay modes have to
be considered. A precise calculation of the branching ratio (BR) at the one-loop level requires the calculation
of all decay modes at this level of precision. Here we review the results for the evaluation of these decay
modes (and BRs) obtained in the MSSM with complex parameters (cMSSM) [6] (original results for the
tree-level decays were presented in [7]). We show results for

Γ(χ̃±
2 → χ̃0

jW
±), j = 1, 2, 3 . (1)

The total decay width is defined as the sum of all the partial two-body decay widths, all evaluated at the
one-loop level. Detailed references to existing calculations of these decay widths, branching ratios, as well as
about the extraction of complex phases can be found in Ref. [6]. Our results will be implemented into the
Fortran code FeynHiggs [8–11].

∗KA-TP-05-2012
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2 Renormalization of the cMSSM

All the relevant two-body decay channels have been evaluated at the one-loop level, including hard QED
radiation. This requires the simultaneous renormalization of several sectors of the cMSSM: the gauge and
Higgs sector, the chargino/neutralino sector, and the lepton and slepton sector. The on-shell renormalization
conditions for the chargino/neutralino sector are fixed requiring that the masses of the two charginos and
of the lightest neutralino are not renormalized. An analysis of various renormalization schemes for the
chargino/neutralino sector was recently published in Ref. [12]. Further details about our notation and about
the renormalization of the cMSSM can be found in Refs. [6, 13, 14].

In order to highlight the important role of the absorptive contributions in the presence of complex
couplings, we also evaluated for comparison the decay widths neglecting the imaginary parts of self-energy
type corrections to external (on-shell) particles. These imaginary contributions, in product with an imaginary
part of a complex coupling (such as M1 in our case), can give an additional real contribution to the decay
width. This contribution is odd under charge conjugation and leads to a difference in the decay widths for
the chargino and its antiparticle. The resulting CP-asymmetry, however, is one-loop suppressed (and will
not be analyzed here).

The diagrams and corresponding amplitudes have been obtained with FeynArts [15]. The model file,
including the MSSM counter terms, is based largely on Ref. [16] and is discussed in more detail in Ref. [13].
The further evaluation has been performed with FormCalc (and LoopTools) [17]. As regularization scheme
for the UV-divergences we have used constrained differential renormalization [18], which has been shown
to be equivalent to dimensional reduction [19] at the one-loop level [17]. Thus the employed regularization
preserves SUSY [20, 21]. All UV-divergences cancel in the final result. (Also the IR-divergences cancel in
the one-loop result as required.)

3 Numerical results

The numerical examples shown below have been evaluated using the parameters given in Tab. 1. We assume
that the scalar quarks are heavy such that they do not contribute to the total decay widths of the charginos.
We invert the expressions of the chargino masses in order to express the parameters µ and M2 (which are
chosen real) as a function of mχ̃±

1
and mχ̃±

2
. This leaves two choices for the hierarchy of µ and M2:

S> : µ > M2 (χ̃±
2 more higgsino-like) , (2)

S< : µ < M2 (χ̃±
2 more gaugino-like) . (3)

Scen. tan β MH± mχ̃±
2

mχ̃±
1

Ml̃L
Ml̃R

Al

S 20 160 600 350 300 310 400

Table 1: MSSM parameters for the initial numerical investigation; all masses are in GeV.

The absolute value of M1 is fixed via the GUT relation (with |M2| ≡ M2),

|M1| =
5

3
tan2 θwM2 ≈ 1

2
M2 . (4)

leaving ϕM1 as a free parameter.
The values of mχ̃±

1,2
allow copious production of the charginos in SUSY cascades at the LHC. Furthermore,

the production of χ̃±
1 χ̃∓

2 or χ̃+
1 χ̃−

1 at the ILC(1000), i.e. the ILC with
√

s = 1000 GeV, via e+e− → χ̃±
1 χ̃∓

1,2

will be possible, with all the subsequent decay modes to a neutralino and a W boson being open. The
clean environment of the ILC would permit a detailed study of the chargino decays [4, 5]. For the values
in Tab. 1 and unpolarized beams we find, for S> (S<), σ(e+e− → χ̃±

1 χ̃∓
2 ) ≈ 4 (12) fb, and σ(e+e− →

2
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χ̃+
1 χ̃−

1 ) ≈ 55 (80) fb. Choosing appropriate polarized beams these cross sections can be enhanced by a factor
of approximately 2 to 3. An integrated luminosity of ∼ 1 ab−1 would yield about 4 − 12 × 103 χ̃±

1 χ̃∓
2 events

and about 55 − 80 × 103 χ̃+
1 χ̃−

1 events, with appropriate enhancements in the case of polarized beams.
The ILC environment would result in an accuracy of the relative branching ratio close to the statistical

uncertainty: assuming an integrated luminosity of 1 ab−1 a BR of 10% could be determined to ∼ 2% for the
mχ̃±

i
values of Tab. 1.

The results shown here consist of “tree”, which denotes the tree-level value and of “full”, which is the
decay width including all one-loop corrections. Also shown in Fig. 1, is the result leaving out the contributions
from absorptive parts of the one-loop self-energy corrections as discussed in the previous section, labeled
as “full R”. Not shown here are the BRs and their relative corrections, since they are more parameter
dependent.

In Figure 1 we show Γ(χ̃−
2 → χ̃0

1W
−) (top), Γ(χ̃−

2 → χ̃0
2W

−) (middle), and Γ(χ̃−
2 → χ̃0

3W
−) (bottom

row) as a function of of ϕM1 , for the parameters of Tab. 1. The left (right) columns display the (relative
one-loop correction to the) decay width.

We observe a strong dependence on ϕM1 in scenario S<, in which the three lightest neutralinos are highly
mixed states. The effect of the absorptive contributions, both from the imaginary parts of the self energies
(see as the difference between the “full” and “full R” curves), as well as from the imaginary parts of the vertex
corrections, turn out to be of a few percent. On the contrary, in scenario S>, where only χ̃−

2 → χ̃0
1,2W

−

is kinematically allowed, the mixing of the neutralinos is small, and consequently the dependence on ϕM1

turns out to be much smaller. The size of the one-loop corrections, reach O(10%) for S< and show an
important dependence on ϕM1 . For S> the corrections are of the order of a few percent with a negligible
ϕM1 dependence.

Figure 2 shows Γ(χ̃−
2 → χ̃0

1W
−) (top) and Γ(χ̃−

2 → χ̃0
2,3W

−) (bottom row) as a function of mχ̃±
2
, keeping

all other parameters as in Tab. 1. As in the previous figure, the left (right) column shows (the relative size
of the corrections of) the decay widths. The vertical lines indicate where mχ̃±

1
+ mχ̃±

2
= 1000 GeV, i.e. the

maximum reach of the ILC(1000). Coincidentally, around this value of mχ̃±
2

we observe a level crossing of

the second and third neutralino in S<, which points out at the large neutralino mixing for these paramters.
The decay widths show a strong dependence on mχ̃±

2
which is mainly due to the changing chargino-

neutralino couplings, as well as the change in the phase space. For S< the decay width into the lightest
neutralino almost vanishes at one point, resulting in large relative corrections. The relative one-loop cor-
rections are mostly of O(10%). The dips in the one-loop corrections are due to thresholds in the vertex
corrections. It should be noted that a calculation very close to threshold requires the inclusion of additional
(non-relativistic) contributions, which is far beyond the scope of this analysis.

The decay width into χ̃0
2 reaches ∼ 2 GeV at mχ̃±

2
= 1 TeV, while for the decay into χ̃0

3 it reaches

∼ 1 GeV in the region of maximal neutralino mixing. The relative one-loop corrections are of O(5 − 10%).
Summarizing, we reviewed the evaluation of two-body decay modes of charginos in the cMSSM, and show

numerical results for the decay of the heavier chargino into neutralinos. The relative size of the one-loop
corrections is found to be significant and should be taken into account in a reliable determination of the
chargino/neutralino sector parameters. This also applies in particular to the effects of the imaginary parts
of the self-energies of the external particles.
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Figure 1: Γ(χ̃−
2 → χ̃0

jW
−), j = 1, 2, 3. Tree-level (“tree”) and full one-loop (“full”) corrected decay widths

are shown with the parameters chosen according to S (see Tab. 1), with φM1 varied. Also shown are the
full one-loop corrected decay widths omitting the absorptive contributions (“full R”). The left (right) plots
show (the relative size of the corrections of) the decay width.
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We explore the capability of the International Linear Collider (ILC) to measure the mass of a stable
gravitino whose mass is in the O(1–10) eV range using full simulation of the ILD detector model.
Such gravitino masses typically arise in low-scale gauge mediation scenarios of the supersymmetry
breaking. The next-to-lightest supersymmetric particle is chosen to be the stau. Through the
measurement of the stau mass and lifetime, the gravitino mass can be determined. We work with
the benchmark point of stau mass of mτ̃ = 120GeV and stau lifetime of cττ̃ = 100 µm. The e+e− →
τ̃+τ̃− reaction is identified using the one-prong decay of the tau lepton. The main background
processes are identified to be e+e− → V V → l+l−νν where V = W ± or Z0, e+e− → τ+τ−, γγ, eγ,
and Bhabha scattering events. The precision of the stau mass is estimated to be ∆m/m = 0.6%
from the threshold scan at

√
s = 250GeV with an integrated luminosity of 100 fb−1, while with the

detection of kinematic edge of the tau decay products at
√

s = 500GeV assuming an integrated
luminosity of 500 fb−1 offers a precision of ∆m/m = 1.4%. The precision of the stau lifetime at
500 fb−1 is estimated to be ∆τ/τ = 1.4%, corresponding to the precision of the gravitino mass of
2% when combining with the threshold scan, or 4% when combining with the kinematic edge fit.

I. INTRODUCTION

Among many new theories beyond the standard model,
supersymmetry (SUSY) is a promising candidate in that
it can naturally solve the hierarchy problem by cancel-
ing the quadratic divergences in the radiative correc-
tions to the Higgs mass parameter with the introduc-
tion of supersymmetric particles whose couplings are de-
termined by gauge principles. Moreover, grand unifica-
tion could be achieved by imposing SUSY. New sources
of CP violation and flavor-changing neutral current may
arise due to the presence of additional SUSY particles,
known as the SUSY flavor problem, many SUSY mod-
els incorporate explicit mechanisms to suppress such ef-
fects. The gauge-mediated SUSY breaking (GMSB) sce-
narios [2] naturally solve the SUSY flavor problem by gen-
erating SUSY breaking soft mass terms at the messenger
scale below the grand unification scale.

In GMSB scenarios with R-parity conservation, the
gravitino appears as the lightest supersymmetric particle
(LSP). Taking into account the cosmological data, the
gravitino mass can be classified into two regions [3, 4]:
the so-called low-scale region corresponds to the grav-
itino mass of around m3/2 ≈ 1–10 eV, while the high-scale

region corresponds to m3/2 ≈ 106–109 eV. The low-scale
region is not constrained by considerations of the reheat-
ing temperature, which makes thermal leptogenesis vi-
able. This is in contrast to the high-scale region which
requires low reheating temperatures. The high-scale re-
gion is expected to be eventually covered by LHC data,
while the low-scale region will remain largely unexplored.

Precision measurements of the gravitino mass, such as
those at the International Linear Collider (ILC), can help
constrain the SUSY breaking scale. In this study, we

estimate the sensitivity of the ILC to a very light grav-
itino mass in the GMSB scenario, assuming that the next
lightest supersymmetric particle (NLSP) is the stau. We
study the stau pair production process e+e− → τ̃+τ̃−

with the subsequent stau decay τ̃ → τG̃, whose diagram
is shown in Fig. 1. The stau lifetime ττ̃ can be expressed

γ∗, Z∗

τ̃−

τ̃+

e−

e+

τ−

G̃

G̃

τ+

FIG. 1. Feynman diagram for the e+e− → τ̃+τ̃− reaction
including the stau decay τ̃ → τG̃.

in terms of the stau mass mτ̃ and the gravitino mass m3/2

as follows [5]:

ττ̃ = 48 π MPl
2 m3/2

2/mτ̃
5 (1)

where MPl is the Planck scale. In this study, we adopt the
following benchmark point: stau mass of mτ̃ = 120 GeV,
and stau lifetime of 100µm. This corresponds to a grav-
itino mass of 3.7 eV. Since the observed particles will be
the decay products of the tau, which itself decays from
the stau, the challenge imposed on the detector is to
discriminate the tau decay products whose displacement
from the primary interaction point is slightly enhanced
by the flight of the stau. In this study, only the one-prong
decay of the tau is considered. Thus our primary observ-
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able in the lifetime measurement will be the impact pa-
rameter of the tau decay products. Our analysis strategy
is summarized as follows. First, we determine the preci-
sion of the stau mass from the cross section scan near the
stau pair production threshold around

√
s ≈ 250GeV.

Then we perform the analysis at
√

s = 500GeV for
an alternative determination of the stau mass precision
through the use of kinematic edges, as well as the stau
lifetime measurement from the impact parameter distri-
bution. Finally, we propagate the estimated precision
into the gravitino mass via Eq. (1).

The paper is organized as follows. In Sec. II, the signal
and background processes are described, along with the
simulation framework. We describe the stau mass mea-
surement through the cross section scan in Sec. III and
the stau mass measurement from kinematic edges and
the lifetime measurement in Sec. IV. We summarize the
precision estimates in Sec. V.

II. SIGNAL AND BACKGROUND PROCESSES

The signal process is stau pair production e+e− →
τ̃+τ̃− → τ+τ−G̃G̃. The left-handed stau is assumed
to be heavy. Thus the production is dominated by the
right-handed stau. In this study, the tau lepton is recon-
structed in the one-prong mode, which corresponds to
85% of its decay. We take advantage of the beam polar-
izations at the ILC by choosing the right-handed electron
and left-handed positron configuration (Pe− = +0.8 and
Pe+ = −0.3) in order to reduce background contributions
from SM processes. The following processes are identified
as possible background sources:

• e+e− → τ+τ−

• e+e− → V V → l+l−νν, where V = W± or Z0

• e+e− → e+e− (Bhabha scattering)

• eγ, γγ → l+l−X, qq

The e+e− → τ+τ− background can be reduced by re-
quiring that the tau pair is back-to-back. The e+e− →
V V → l+l−νν processes can be a source of background
if the final state contains tau leptons. In particular,
the former is an irreducible background because of its
event topology is similar to that of the signal. While the
beam-related backgrounds γγ → l+l−, qq and Bhabha
scattering reactions have different event topologies, their
background contribution is nevertheless investigated be-
cause their cross sections are large. The cross sections
at

√
s = 250 GeV and 500GeV for the signal and back-

ground processes are summarized in Tab. I.
Signal events are generated using PHYSSIM [6], which

calculates the scattering amplitude using HELAS [7].
properly taking into account the angular distributions
of the decay products. Background samples are gener-
ated using WHIZARD [9]. The decay of the tau lepton
is handled by TAUOLA [11]. The final state particles are

TABLE I. Cross sections σ√
s for signal and background pro-

cesses for
√

s = 250GeV and 500 GeV. The beam polariza-
tions are taken to be (Pe− , Pe+) = (+80%, −30%).

Process σ100 (fb) σ500 (fb)
e+e− → τ̃+τ̃− (mτ̃ = 120GeV) 11.3 270.4
e+e− → τ+τ− 10454.8 1591.2
e+e− → V V → l+l−νν 4386.0 3341.6
e+e− → e+e− (Bhabha scattering) 1.73 × 107 1.74 × 107

eγ, γγ → l+l−X, qq (includes preselection) 3.58 × 107 5.64 × 106

passed as input to PYTHIA [10]. The effects of initial
state radiation and beamstrahlung are included in the
event generation.

The detector response is simulated using Mokka, which
is based on GEANT4 [12]. The detector model ILD 00
is used; it consists of a beam pipe, vertex and sili-
con tracking detectors and a time projection chamber
for charged-particle tracking, and highly granular elec-
tromagnetic calorimeter (ECAL) and hadronic calorime-
ter (HCAL) which are placed within a superconducting
solenoid which provides a magnetic field of 3.5T, and
a muon detector and tail catcher. In addition, several
calorimeter components are placed in the forward regions
to provide lepton identification down to very low polar
angles.

III. STAU MASS MEASUREMENT VIA
THRESHOLD SCAN

To evaluate the precision of the stau mass measure-
ment, the technique of the threshold scan is used. We
have chosen to perform measurements at three center-
of-mass energies:

√
s = 250, 256, and 261 GeV. The

assumed integrated luminosity is 100 fb−1 at each point,
making it a total of 300 fb−1. The cross sections are
shown in Fig. 2. These samples are also fully simulated
and reconstructed. The background samples are simu-
lated and reconstructed at

√
s = 250 GeV; their contri-

butions are assumed to not vary up to
√

s = 261 GeV.
The following event selection is applied to reduce the

background contributions. The visible energy in the
event is required to be between 25GeV and 140 GeV.
This suppresses the Bhabha scattering and γγ back-
grounds. The number of charged tracks exceeding a
transverse momentum of 5 GeV is required to be ex-
actly two. The track pair is required to have opposite
charges. The selected tracks are required to have a polar
angle of | cos θ| < 0.82. This suppresses Bhabha scat-
tering in the t-channel process. The difference in the
azimuthal angles of the selected tracks is used to impose
the requirement of cos(φ2 − φ1) > −0.90 to reduce the
e+e− → τ+τ− process, in which the tau pair is produced
in the back-to-back configuration. Tracks are required
to have a large transverse impact parameter significance
|d0/σ(d0)| > 4.0 to enrich the sample with tau decay
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FIG. 2. Cross sections for e+e− → τ̃+τ̃− with polarized
beams (Pe− , Pe+) = (80%, −30%) for different stau mass.

events. In addition, the missing mass is required to be
Mmiss > 122GeV, and the polar angle of the missing
momentum direction | cos θmiss| < 0.82. Lepton identifi-
cation based on calorimeter energy deposition is applied
to reject track pairs which are identified as ee or µµ,
which suppresses additional SM background. The esti-
mated yields for the event selection are summarized in
Tab. II.

Based on the resulting precision of the cross sections,
a study of toy Monte-Carlo (MC) experiments is per-
formed to estimate the precision of mass determination.
The cross sections of the signal with varying stau mass
(mτ̃ = 115, 118, 120, 122, 125GeV) are computed at the
three center-of-mass energies, to compare against the toy
MC experiments. For each toy MC experiment, the sig-
nal and background yields are obtained using Poisson
statistics. The χ2 is computed for each center-of-mass-
energy by taking the difference between the measured
cross section and the theoretical value, for each stau mass
value, divided by the uncertainty of the measured cross
section, then squaring it:

χ2
i =

(
σexp

i − σth
i

∆σexp
i

)2

, i = 250, 256, 261 GeV (2)

The χ2 values as a function of the stau mass are then
fit to a parabolic curve to extract the minimum value
corresponding to the stau mass estimate. The toy MC
is repeated 10,000 times; the resulting stau mass distri-
bution is fit to a Gaussian curve as shown in Fig. 3 to
extract the stau mass precision of 0.7GeV (0.6%).
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FIG. 3. Result of toy MC for the threshold scan.

IV. STAU MEASUREMENTS AT 500 GEV

The strategy to measure the stau lifetime is through
the impact parameter distribution of the tau decay prod-
ucts. We choose

√
s = 500 GeV as the center-of-mass

energy for this analysis, as the boost of the stau helps in
determining its lifetime. An alternative way to obtain the
stau mass through the detection of the kinematic edges of
the stau decay products is also presented. While the pre-
cision obtained from this method is not expected to ex-
ceed that from the cross section scan, the kinematic edge
method does not require additional data taking and thus
offers a complementary way to determine the mass. The
assumed integrated luminosity is 500 fb−1. The event se-
lection follows similarly to the threshold scan analysis.

A. Common event selection

We describe the event selection procedures which per-
tain to both the kinematic edge analysis and the lifetime
analysis. The visible energy in the event is required to be
greater than 50 GeV to suppress γγ backgrounds. The
number of reconstructed tracks is required to be two,
with opposite charges, each having transverse momen-
tum greater than 5 GeV, to further suppress γγ back-
grounds. The polar angle of each track is required to
be | cos θ| < 0.8 to reduce the Bhabha scattering events.
The difference in the azimuthal angles is required to be
cos(φ2 − φ1) > −0.93 to suppress the tau pair events.
In order to discriminate the signal events from SM back-
grounds, the following requirement based on the visible
energy and the 3-dimensional angle θ3D between the two
tracks is imposed: θ3D/Evis > 3◦/450GeV. The esti-
mated yields of the event selection are summarized in
Tab. III, assuming an integrated luminosity of 500 fb−1

and beam polarizations (Pe− , Pe+) = (+0.8, −0.3).
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TABLE II. Estimated yields in the threshold scan analysis at
√

s = 250GeV, normalized to an integrated luminosity of 250 fb−1

with beam polarizations (Pe− , Pe+) = (+0.8, −0.3).

τ̃+τ̃− τ̃+τ̃− τ̃+τ̃− τ+τ− γγ, eγ, e+e− V V → l+l−νν
(mτ̃ = 250GeV) (mτ̃ = 256 GeV) (mτ̃ = 261GeV)

1. No cut 970 2.00 × 103 2.94 × 103 8.04 × 105 – 3.72 × 104

2. Preselection – – – – 1.13 × 108 –
3. Number of tracks = 2 310 645 922 8.44 × 103 3.63 × 105 9.87 × 103

4. Strong preselection 238 505 731 3.84 × 103 1.23 × 104 6.87 × 103

5. Evis < 140GeV 238 503 726 1.02 × 103 7.22 × 104 5.53 × 103

6. | cos θmis| < 0.82 227 482 694 580 1.03 × 103 5.06 × 103

7. Mmis > 122.4GeV 208 436 629 165 755 2.91 × 103

8. Lepton identification 178 387 548 138 358 1.80 × 103

9. |d0/σ(d0)| > 4.0 for each track 122 270 383 70.4 5.3 163

TABLE III. Estimated yields in the 500GeV analysis, normalized to an integrated luminosity of 500 fb−1 with beam polariza-
tions (Pe− , Pe+) = (+0.8, −0.3).

τ̃+τ̃− τ+τ− γγ, eγ, e+e− V V → l+l−νν
1. No cut 6.81 × 104 6.34 × 105 – 2.08 × 105

2. Preselection – – 4.74 × 107 –
3. Number of tracks = 2 4.57 × 104 3.08 × 105 2.19 × 107 9.67 × 104

4. pT > 5GeV for each track 3.36 × 104 2.28 × 105 7.49 × 106 8.30 × 104

5. Evis > 50GeV 3.05 × 104 2.25 × 105 4.06 × 106 8.25 × 104

6. | cos θ| < 0.8 for each track 2.50 × 104 1.21 × 105 2.92 × 106 1.96 × 104

7. cos(φ2 − φ1) > −0.93 1.49 × 104 9.15 × 103 2.71 × 106 1.07 × 104

8. θ3D/Evis > 3.0◦/ 450GeV 1.46 × 104 1.06 × 103 9.21 × 105 7.44 × 103

Selections 1–8 are common to both analyses at 500 GeV.
9. | cos θmis| < 0.9 1.44 × 104 779 3.25 × 103 7.11 × 103

10. Lepton identification (loose) 1.20 × 104 560 129 1.65 × 103

Selections 1–10 are used for the lifetime measurement.
A. |d0/σ(d0)| > 1.0 for each track 1.38 × 104 753 8.25 × 104 1.07 × 103

B. |∆Ejet| > 100GeV 2.31 × 103 570 5.95 × 104 301
C. Lepton identification (loose) 2.14 × 103 404 1.13 × 104 132
D. 180 < Etrk < 250GeV 201 0.0 0.0 85.6
E. Lepton identification (tight) 186 0.6 0.0 0.3

Selections 1–8 and A–E are used for the mass determination via kinematic edges.
Selections D and E are applied to individual tracks.

B. Stau lifetime determination

Additional selections are imposed for the analysis of
the stau lifetime. The angle of the missing momentum is
required to be | cos θmiss| < 0.9 for the suppression of γγ
and Bhabha scattering events. The energy depositions in
the ECAL and HCAL are used to identify leptons; the
event configuration with ee or µµ are rejected to further
reduce SM backgrounds. The estimated yields of the
event selection are summarized in Tab. III.

We investigate the stau lifetime determination method
which takes exploits the dependence the transverse im-
pact parameter distribution on the stau lifetime. The
transverse impact parameter distribution after the event
selection is shown in Fig. 4 for a stau mass of 120GeV and
lifetime of cτ = 100 µm. High statistics signal samples
with various stau lifetime are generated and simulated for

the purpose of template fits. The template samples are
chosen to have lifetimes of cτ = (90, 95, 100, 105, 110) µm.
The expected backgrounds are included, as shown in
Fig. 4, for the case of cτ = 100 µm. We perform toy
MC experiments, each experiment consisting of distri-
butions based on the cτ = 100 µm sample with Poisson
statistics folded in, according to the number of events
expected for an integrated luminosity of 500 fb−1. The
resulting events are put into a histogram of N = 200 bins,
which are then compared against the template samples,
to compute the χ2 quantity, defined as

χ2 =
N∑

i=1

(
nexp

i − ntempl
i

∆nexp
i

)2

(3)

where N is the number of bins, and nexp
i (nexp

i ) is the
number of events in the i-th bin for the experiment (tem-
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FIG. 4. The transverse impact parameter distributions for
signal and background processes after the event selection.
Each events contains two tracks, each of which carries a weight
of 0.5.

plate) sample. The χ2 is computed for the five tem-
plate samples corresponding to the five different stau
lifetime. The χ2 points are fit to a parabolic curve,
whose minimum is used as the estimate of the stau life-
time for this experiment. The toy MC experiments are
performed 10,000 times. We extract the expected pre-
cision for stau lifetime from the resulting distribution
of the χ2 minima. As a result, it is 1.4% for an inte-
grated luminosity of 500 fb−1 and beam polarizations of
(Pe− , Pe+) = (+0.8, −0.3).
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FIG. 5. Track energy distributions for signal and background
processes after the event selection.

C. Stau mass determination via kinematic edges

The event selection is reoptimized for the stau mass
measurement through kinematic edges. Starting with
the common sample as described in Sec. IVA, addi-
tional requirements are imposed as follows. The require-
ment on the transverse impact parameter significance

|d0/σ(d0)| > 1.0 is used to suppress discrimination of sig-
nal and background events. A tight lepton identification
is applied. The fit region in the track energy is restricted
to be in the range of 150 < Etrk < 250 GeV. Furthermore,
the energy of the track and the surrounding neutral clus-
ters as identified by jet finders with the number of jets
Njet = 2 is used to discriminate the heavy mass of stau
from lighter SM particles by placing a requirement on
the difference in the energy such that |∆Ejet| > 100 GeV.
The estimated yields are summarized in Tab. III.

The mass distribution is modeled via the following
function

f(x) = α(β − x) exp(−γx) θ(β − x) (4)

where α, β, and γ are fit parameters constrained to be
positive, and θ(x) is the Heaviside step function to ensure
positivity along the mass distribution. The value of β is
used to extract the edge position. Again, toy MC experi-
ments are performed to estimate the precision of the stau
mass determination. The result is ∆m/m = ∆β/β =
1.4% for an integrated luminosity of 500 fb−1 and beam
polarizations of (Pe− , Pe+) = (+0.8, −0.3). This result
however depends on the stau lifetime having 100 =µm
as we have applied the requirement on the transverse im-
pact parameter.

V. CONCLUSIONS

In this study, we have looked at the low-scale GMSB
scenario with R-parity conservation and the stau as the
NLSP, working with the stau mass of 120 GeV and life-
time of cτ = 100 µm as a benchmark point. Through-
out this study, the beam polarizations are assumed to be
(Pe− , Pe+) = (+80%,−30%). The precision of stau mass
was evaluated for one-prong tau decays at two different
energies:

√
s = 250 and 500 GeV. In the former case,

the mass is determined through the scan of cross sec-
tion near the threshold; its precision is found to be 0.6%
with an integrated luminosity of 250 fb−1. In the latter
case, the kinematic edge of the decay products is used;
the precision is found to be 1.4% with an integrated lu-
minosity of 500 fb−1. The precision of the stau lifetime
determined from the impact parameter distribution at√

s = 500 GeV is found to be 1.4% with an integrated
luminosity of 500 fb−1. This translates to the precision
of the gravitino mass of 1.7 (3.6)% when combining the
lifetime determination with the mass from the threshold
scan (kinematic edge). These numbers take into account
only the statistical uncertainty. The determination of the
stau lifetime using three-prong decays of the tau lepton
should be attempted in future studies.
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We discuss a CMSSM variant of the minimal, supersymmetric B −L extension of the minimal supersym-
metric standard model. This model provides many new, phenomenological aspects because it extends
not only the gauge, but also the Higgs, the neutralino, the neutrino and the sneutrino sector. We
demonstrate how the SUSY-Toolbox can be used to perform a comprehensive study of this model with a
precision needed for a linear collider. This includes a calculation of the mass spectrum based on two-loop
RGEs and a complete one-loop renormalization using SPheno and the possibility performing exhaustive
collider studies due to a full-fledged implementation in well-tested Monte-Carlo tools like WHIZARD or
CalcHep. In addition, checks of Higgs and dark matter constraints can be applied using HiggsBounds

and MicrOmegas. This tool-chain is based on the easy implementation of new models in the SARAH.

1 Introduction

Models with an additional U(1)B−L gauge symmetry at the TeV scale have recently received considerable
attention: they can explain neutrino data, they might help to understand the origin of R-parity and its
possible spontaneous violation in supersymmetric models [1, 2, 3] as well as the mechanism of leptogenesis [4,
5] and they provide a rich phenomenology by introducing new states in the Higgs, the neutralino and the
neutrino/sneutrino sector. This has already observable consequences at the LHC [6, 7, 8, 9], which will be
most likely much more pronounced at a linear collider (LC).
An extended gauge sector containing U(1)Y × U(1)B−L can be embedded in an E8 × E8 heterotic string
theory [10]. We include in our study [11] a detailed analysis of impact of kinetic mixing what has been
neglected so far in literature [3, 12]. It is well known that in models with several U(1) gauge groups, kinetic
mixing terms

−χabF̂
a,µν F̂ b

µν , a 6= b (1)

between the field strength tensors are allowed by gauge and Lorentz invariance [13], see e.g. [14]. Even if
these terms are absent at tree level at a particular scale, they might be generated by RGE effects [15, 16]. To
perform our studies we have used the environment provided by the SUSY-Toolbox [17]. The SUSY-Toolbox

includes scripts to download, to configure and to install the public codes CalcHep [18, 19], HiggsBounds [20,
21], MicrOmegas [22], SARAH [23, 24, 25], SPheno [26, 27], SSP and WHIZARD [28, 29]. In addition, it gives the
possibility for a one-step implementation of new SUSY models in all packages based on the implementation
in SARAH.We discuss the implementation of the model presented in [1, 3] in SARAH and present results of our
detailed analysis concerning the mass spectrum using SPheno [11]. In particular we will demonstrate that
gauge kinetic mixing effects are particularly important in the Higgs and neutralino sectors. These effects do
not only change the masses of these particles but have quite some impact of their nature, e.g. they induce
tree-level mixing which would be absent if these effects were to be neglected. Therefore, it should be no
longer neglected in the analysis of this and similar models, especially with regard to the precision necessary
for a LC.
We will show that new light Higgs states are possible without being in conflict with current data while having
at the same time a SM-like Higgs in the range close to 120 GeV. In addition, we give a short outlook of dark
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Superfield Spin 0 Spin 1
2 Generations (U(1)Y ⊗ SU(2)L ⊗ SU(3)C ⊗ U(1)B−L)

Q̂ Q̃ Q 3 ( 1
6 ,2,3, 1

6 )

D̂ d̃c dc 3 ( 1
3 ,1,3, − 1

6 )

Û ũc uc 3 (− 2
3 ,1,3, − 1

6 )

L̂ L̃ L 3 (− 1
2 ,2,1, − 1

2 )

Ê ẽc ec 3 (1,1,1, 1
2 )

ν̂ ν̃c νc 3 (0,1,1, 1
2 )

Ĥd Hd H̃d 1 (− 1
2 ,2,1, 0)

Ĥu Hu H̃u 1 ( 1
2 ,2,1, 0)

η̂ η η̃ 1 (0,1,1, −1)
ˆ̄η η̄ ˜̄η 1 (0,1,1, 1)

Table 1: Chiral superfields and their quantum numbers.

matter aspects using MicrOmegas: we show that in our model the nature of lightest supersymmetric particle
(LSP) can be quite different in comparison to the minimal supersymmetric standard model (MSSM). We
identify regions where it is either mainly a SU(2)L-doublet Higgsino, a U(1)B−L-gaugino which we dub the
BLino, or a fermionic partner of the U(1)B−L-breaking scalar which we dub the bileptino. It turns out that
the BLino and the bileptino can have the correct abundance for being valid dark matter candidates [30].

2 The Model

2.1 Particle content and superpotential

The model under consideration, called B − LSSM in the following, extends the MSSM matter content by
three generations of right-handed neutrino superfields. Moreover, below the GUT scale the usual MSSM
Higgs doublets are present as well as two fields η and η̄ responsible for the breaking of the U(1)B−L.
Furthermore, η is responsible for generating a Majorana mass term for the right-handed neutrinos and thus
we call this field a bilepton. We summarize the quantum numbers of the chiral superfields with respect to
U(1)Y × SU(2)L × SU(3)C × U(1)B−L in Table 1.

The superpotential is given by

W = Y ij
u Ûi Q̂j Ĥu − Y ij

d D̂i Q̂j Ĥd − Y ij
e Êi L̂j Ĥd + µ Ĥu Ĥd + Y ij

ν L̂i Ĥu ν̂j − µ′ η̂ ˆ̄η + Y ij
x ν̂i η̂ ν̂j (2)

and we have the additional soft SUSY-breaking terms:

LSB =LMSSM − λB̃λB̃′MBB′ − 1

2
λB̃′λB̃′MB′ − m2

η|η|2 − m2
η̄|η̄|2 − m2

ν,ij(ν̃
c
i )

∗ν̃c
j

− ηη̄Bµ′ + T ij
ν Huν̃c

i L̃j + T ij
x ην̃c

i ν̃
c
j (3)

i, j are generation indices. The extended gauge group breaks to SU(3)C ⊗ U(1)em as the Higgs fields and
bileptons receive vacuum expectation values (VEVs):

H0
d =

1√
2

(σd + vd + iφd) , H0
u =

1√
2

(σu + vu + iφu) (4)

η =
1√
2

(ση + vη + iφη) , η̄ =
1√
2

(ση̄ + vη̄ + iφη̄) (5)

We define tan β′ =
vη

vη̄
in analogy to the ratio of the MSSM VEVs (tan β = vu

vd
).

2.2 Gauge kinetic mixing

As already mentioned in the introduction, the presence of two Abelian gauge groups in combination with
the given particle content gives rise to a new effect absent in the MSSM or other SUSY models with just

2463



one Abelian gauge group: the gauge kinetic mixing. This can be seen most easily by inspecting the matrix
of the anomalous dimension, which at one loop is given by γab = 1

16π2 TrQaQb , where the indices a and b
run over all U(1) groups and the trace runs over all fields charged under the corresponding U(1) group. For
our model we obtain

γ =
1

16π2
N

(
11 4
4 6

)
N. (6)

and we see that there are sizable off-diagonal elements. N contains the GUT normalization of the two Abelian

gauge groups. We will take as in ref. [3]
√

3
5 for U(1)Y and

√
3
2 for U(1)B−L, i.e. N = diag(

√
3
5 ,

√
3
2 ).

In practice it turns out that it is easier to work with non-canonical covariant derivatives instead of off-
diagonal field-strength tensors such as in Eq. (1). However, both approaches are equivalent [31]. Hence in
the following, we consider covariant derivatives of the form

Dµ = ∂µ − iQT
φ GA (7)

where Qφ is a vector containing the charges of the field φ with respect to the two Abelian gauge groups, G
is the gauge coupling matrix

G =

(
gY Y gY B

gBY gBB

)
(8)

and A contains the gauge bosons A = (AY
µ , AB

µ )T .

As long as the two Abelian gauge groups are unbroken, we have still the freedom to perform a change of
basis. This freedom can be used to choose a basis such that electroweak precision data can be accommodated
in an easy way. A convenient choice is the basis where gBY = 0. Therefore we choose the following basis at
the electroweak scale [32]:

g′
Y Y =

gY Y gBB − gY BgBY√
g2

BB + g2
BY

= g1 , g′
BB =

√
g2

BB + g2
BY = gBL (9)

g′
Y B =

gY BgBB + gBY gY Y√
g2

BB + g2
BY

= g̃ , g′
BY = 0 (10)

Immediate consequences of this kinetic mixing are: (i) it induces mixing at tree level between the Hu, Hd

and η, η̄; (ii) additional D-terms contribute to the mass matrices of the squarks and sleptons; (iii) off-
diagonal soft-SUSY breaking terms for the gauginos are induced via RGE evolution [31, 33] with important
consequences for the neutralino sector, even if at some fixed scale Mab = 0 for a 6= b.

2.3 Tadpole equations

We solve the minimum conditions at tree-level with respect to µ, Bµ, µ′ and Bµ′ as these parameters do not
enter any of the RGEs of the other parameters. Using x2 = v2

η +v2
η̄ and v2 = v2

d +v2
u we find an approximate

relation between M ′
Z and µ′

M2
Z′ ≃ −2|µ′|2 +

4(m2
η̄ − m2

η tan2 β′) − v2g̃gBL cos β(1 + tan β′)

2(tan2 β′ − 1)
(11)

A closer inspection of the system shows that either m2
η̄ or m2

η has to become negative to break U(1)B−L.
Because of the structure of the RGEs [11], mη̄ will always be positive whereas m2

η can become negative for
sufficient large Yx and Tx. In addition, we expect that large values of m0 and A0 will be preferred, implying
heavy sfermions. Moreover, tan β′ has to be small and of O(1) in order to get a small denominator in the
second term of Eq. 11.

For the numerical results we include one-loop corrections to the tadpole equations as well as for all
masses. This is done by using the DR scheme and extending the MSSM results given in ref. [34] in a similar
manner to the NMSSM case discussed in ref. [35].
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2.4 Gauge boson mixing

Due to the presence of the kinetic mixing terms, the B′ boson mixes at tree level with the B and W 3 bosons.
Requiring the conditions of Eqs. (9)-(10) means that the corresponding mass matrix reads, in the basis
(B, W 3, B′),




1
4g2

1v2 − 1
4g1g2v

2 1
4g1g̃v2

− 1
4g1g2v

2 1
4g2

2v2 − 1
4 g̃g2v

2

1
4g1g̃v2 − 1

4 g̃g2v
2 (g2

BLx2 + 1
4 g̃2v2)


 (12)

In the limit g̃ → 0 both sectors decouple and the upper 2 × 2 block is just the standard mass matrix of the
neutral gauge bosons in EWSB. This mass matrix can be diagonalized by a unitary mixing matrix to get
the physical mass eigenstates γ, Z and Z ′. Expanding the eigenvalues in powers of v2/x2, we find up to first
order:

MZ =
1

4

(
g2
1 + g2

2

)
v2 , MZ′ = g2

BLx2 +
1

4
g̃2v2 (13)

All parameters so far as well as in the following mass matrices are understood as running parameters at a
given renormalization scale Q.

2.5 The Higgs sector

In this section we present the tree-level formulas for the Higgs sector and we briefly discuss the main steps to
include the one-loop corrections. The one-loop formulas and further details will be presented elsewhere [36].

2.5.1 Pseudo scalar Higgs bosons

It turns out that in this sector there is no mixing between the SU(2) doublets and the bileptons at tree level
and we obtain in the basis (φd, φu, φη, φη̄):

m2
A,T =




Bµ tan β Bµ 0 0
Bµ Bµ cot β 0 0
0 0 Bµ′ tan β′ Bµ′

0 0 Bµ′ Bµ′ cot β′


 . (14)

Obviously, both sectors decouple at tree level. One obtains two physical states A0 and A0
η with masses

m2
A0 =

2Bµ

sin 2β
, m2

A0
η

=
2Bµ′

sin 2β′ . (15)

2.5.2 Scalar Higgs bosons

In the scalar sector the gauge kinetic terms do induce a mixing between the SU(2) doublet Higgs fields and
the bileptons. The mass matrix reads at tree level in the basis (σd, σu, ση, ση̄):

m2
h,T =




m2
A0s2

β + ḡ2v2
u −m2

A0cβsβ − ḡ2vdvu
g̃gBL

2 vdvη − g̃gBL

2 vdvη̄

−m2
A0cβsβ − ḡ2vdvu m2

A0c2
β + ḡ2v2

d − g̃gBL

2 vuvη
g̃gBL

2 vuvη̄
g̃gBL

2 vdvη − g̃gBL

2 vuvη m2
A0

η
c2
β′ + g2

BLv2
η −m2

A0
η
cβ′sβ′ − g2

BLvηvη̄

− g̃gBL

2 vdvη̄
g̃gBL

2 vuvη̄ −m2
A0

η
cβ′sβ′ − g2

BLvηvη̄ m2
A0

η
s2

β′ + g2
BLv2

η̄




(16)

where we have defined ḡ2 = 1
4 (g2

1+g2
2+g̃2), cx = cos(x) and sx = sin(x) (x = β, β′). The one-loop corrections

are included by calculating the real part of the poles of the corresponding propagator matrices [34, 36]

Det
[
p2

i 1 − m2
h,1L(p2)

]
= 0, (17)
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where
m2

h,1L(p2) = m2,h
T − Πhh(p2). (18)

Equation (17) has to be solved for each eigenvalue p2 = m2
i which can be achieved in an iterative procedure,

see [35].

2.6 Neutralinos

In the neutralino sector we find that the gauge kinetic effects lead to a mixing between the usual MSSM
neutralinos with the additional states, similar to the mixing in the CP-even Higgs sector. The mass matrix

reads in the basis
(
λB̃ , W̃ 0, H̃0

d , H̃0
u, λB̃′ , η̃, ˜̄η

)

mχ̃0 =




M1 0 − 1
2g1vd

1
2g1vu

1
2MBB′ 0 0

0 M2
1
2g2vd − 1

2g2vu 0 0 0
− 1

2g1vd
1
2g2vd 0 −µ − 1

2 g̃vd 0 0
1
2g1vu − 1

2g2vu −µ 0 1
2 g̃vu 0 0

1
2MBB′ 0 − 1

2 g̃vd
1
2 g̃vu MB −gBLvη gBLvη̄

0 0 0 0 −gBLvη 0 −µ′

0 0 0 0 gBLvη̄ −µ′ 0




(19)

In this model, for the chosen boundary conditions, the lightest supersymmetric particle (LSP), and therefore
the dark matter candidate, is in general the lightest neutralino. The reason is that m0 must be very heavy
in order to solve the tadpole equations, and therefore all sfermions are heavier than the lightest neutralino.
However, under special conditions also a CP even or odd sneutrinos can be the lightest SUSY particle. A
neutralino LSP is in general a mixture of all seven gauge eigenstates. However, normally the character is
dominated by only one or two constituents. In that context, we can distinguish the following extreme cases:
(i) M1 ≪ M2, µ, MB , µ′: Bino-like LSP, (ii) M2 ≪ M1, µ, MB , µ′: Wino-like LSP, (iii) µ ≪ M1, M2, MB , µ′:
Higgsino-like LSP, (iv) MB ≪ M1, M2, µ, µ′: BLino-like LSP, (v) µ′ ≪ M1, M2, µ, MB : Bileptino-like LSP.
Although the gauge kinetic effects do lead to sizable effects in the spectrum, they are not large enough to
lead to a large mixing between the usual MSSM-like states and the new ones. Therefore, we find that the
LSP is either mainly a MSSM-like state or mainly an admixture between the BLino and the bileptinos.

2.7 Sfermions and charginos

We don’t consider here the the chargino and sfermion sector. Interested readers are referred to [11].

2.8 Boundary conditions at the GUT scale

We will study in the following a scenario motivated by minimal supergravity (mSUGRA). This means that
we assume a GUT unification of all soft-breaking scalar masses as well as a unification of all gaugino mass
parameters

m2
0 =m2

Hd
= m2

Hu
= m2

η = m2
η̄ (20)

m2
0δij =m2

Dδij = m2
Uδij = m2

Qδij = m2
Eδij = m2

Lδij = m2
νδij (21)

M1/2 =M1 = M2 = M3 = MB̃′ (22)

Also, for the trilinear soft-breaking coupling, the ordinary mSUGRA conditions are assumed

Ti = A0Yi, i = e, d, u, x, ν . (23)

We do not fix the parameters µ, Bµ, µ′ and Bµ′ at the GUT scale but determine them from the tadpole
equations. In addition, we consider the mass of the Z ′ and tan β′ as inputs and use the following set of free
parameters

m0, M1/2, A0, tan β, tan β′, sign(µ), sign(µ′), MZ′ , Yx and Yν . (24)
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Yν is constrained by neutrino data and must therefore be very small in comparison to the other couplings. Yx

can always be taken diagonal and thus effectively we have 9 free parameters and two signs. If not mentioned
otherwise, we will always take positive signs for µ and µ′. Finally, we assume that there are no off-diagonal
gauge couplings or gaugino mass parameters present at the GUT scale

gBY = gY B = 0 MBB′ = 0 (25)

3 Results obtained using the SUSY toolbox

In this section we discuss the implementation of the B − LSSM in the SUSY-Toolbox presented in [17]. The
SUSY-Toolbox scripts can be downloaded from

http://projects.hepforge.org/sarah/Toolbox.html

After the installation of all packages via configure and make, each model implemented in SARAH can be
added to the other tools due to

> ./butler MODEL

3.1 Implementation of the B − LSSM in SARAH

SARAH is a package for Mathematica version 5.2 or higher and has been designed to handle every N = 1 SUSY
theory with an arbitrary direct product of SU(n) and/or U(1) factors as gauge group. The chiral superfields
can transform under arbitrary, irreducible representations with regard to this gauge group, and all possible
renormalizable superpotential terms are supported. There are no restrictions on either the number of gauge
group factors, the number of chiral superfields or the number of superpotential terms. Furthermore, any
number of symmetry breakings or field rotations is allowed.
The implementation of new models in SARAH is straightforward. The fastest and easiest way is usually to
start with the model files for the MSSM and apply the changes necessary for the new mode. For instance,
to create a new gauge group according to U(1)B−L, only one line has to be added to the array Gauge

Gauge[[1]]={B, U[1], hypercharge, g1,False};

Gauge[[2]]={WB, SU[2], left, g2,True};

Gauge[[3]]={G, SU[3], color, g3,False};

Gauge[[4]]={Bp, U[1], BminusL, g1p, False};

and afterwards the corresponding quantum numbers for all MSSM fields and the new B−L fields are defined:

Fields[[1]] = {{uL, dL}, 3, q, 1/6, 2, 3, 1/6};

...

Fields[[9]] = {et, 1, eta, 0, 1, 1, -1};

Fields[[10]] = {etb, 1, etabar, 0, 1, 1, 1};

First, the root of the names is given, at second position the number of generations is defined and the third
entry is the name of the entire superfield. The remaining entries are the transformation properties with
respect to the different gauge groups. Using these definitions, the superpotential Eq. 2 can be defined as

SuperPotential = { {{1, Yu},{u,q,Hu}}, {{-1,Yd},{d,q,Hd}}, {{-1,Ye},{e,l,Hd}},

{{1,\[Mu]},{Hu,Hd}}, {{1,Yv},{l,Hu,vR}}, {{-1,MuP},{eta,etabar}}, {{1,Yn},{vR,eta,vR}} };

In addition, the definition of gauge symmetry breaking, the gauge fixing terms, the mixing in the gauge and
matter sector have to be adjusted. Also, these changes are intuitive to understand and the entire model file
is given in the appendix of [11]. Furthermore, the model files are already part of the public version of SARAH
and can be used out of the box.
Using this model file SARAH calculates analytically all mass matrices, vertices as well as the two-loop Renor-
malization Group Equations (RGEs) and one-loop corrections to self-energies and tadpoles. The calcula-
tion of the loop corrections is performed in DR scheme and ’t Hooft gauge. This information can after-
wards be used to write model files for CalcHep/CompHep, FeynArts/FormCalc [37, 38], MadGraph [39] and
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OMEGA/WHIZARD, or to create modules for SPheno or just to write a LATEX file containing all information in
a readable form.

3.2 Spectrum calculation with SPheno

We start the calculation of the mass spectrum using SPheno. SPheno [26, 27] is a F95 program designed for
the precise calculation of the masses of supersymmetric particles. SPheno provides fast numerically routines
for the evaluation of the RGEs, calculating the phase space of 2- and 3-body decays as well as Passarino
Veltman integrals and much more. Since these routines are model independent, they can be used for all
SUSY models implemented in SARAH. As mentioned above SARAH calculates all analytical expressions needed
for a complete analysis of the model. This information is exported to Fortran code in a way suitable for
inclusion in SPheno. This generates a fully functional version of SPheno for the new model without any need
to change the source code by hand. The SPheno version generated by SARAH calculates the complete mass
spectrum using 2-loop RGEs and 1-loop corrections to the masses, including the full momentum dependence
of all loop integrals. In addition, for MSSM-like Higgs sectors, the known two loop corrections to the Higgs
masses and tadpoles can be included. All calculations are performed with the most general flavor structure
and allow for the inclusion of CP phases and fully support kinetic mixing. To show the importance of the
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Figure 1: Mass of the lightest Higgs. The other parameters have been tan(β) = 10, A0 = −1000 GeV,
tan(β′) = 1.07, MZ′ = 3000 GeV, Y ii

x = 0.41. Left: with kinetic mixing, right: without kinetic mixing.

kinetic mixing we give in Fig. 1 a comparison between the mass and bilepton fraction of the lightest with and
without kinetic mixing. It can be seen that the masses are only slightly shifted while, of course, there is a
huge difference of several orders in the bilepton fraction between both cases. While the bilepton contribution
for MSSM-like scalars in the case without kinetic mixing is solely based on the mixing at one-loop level,
the off-diagonal gauge couplings introduce already a tree-level mixing. Close to the border of the allowed
regions in the (m0, M1/2)-plane shown in Fig. 1, the lightest Higgs particles become bilepton-like. This can
not only be observed for a variation of m0 and M1/2 but also by adjusting tan β′, as shown in Fig. 2 where
we have fixed m0 = 1000 GeV and M1/2 = 500 GeV. As can be seen in Fig. 2, the mass of the MSSM-like
Higgs boson gets pushed to larger values for very light bilepton scalars. Such a behavior has already been
observed in the literature when considering models with extended gauge symmetries [40, 41, 42, 43, 44, 45].
If the very light bileptons are consistent with all experimental data will be discussed in sec. 3.3. We turn
now to the neutralino sector. Similarly to the CMSSM, the lightest neutralino is often bino-like and the
main difference is, in this case, that the relation between the parameters at different scales gets changed due
to the gauge kinetic mixing. Note that this holds even though the soft-breaking gaugino mass term MB′ is
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Figure 2: a) masses of two lightest scalars. b) doublet (green) and bilepton (blue) fraction of lightest
Higgs as function of tan β′. The other input parameters are m0 = 1 TeV, M1/2 = 500 GeV, tan(β) = 20,
A0 = −1 TeV, MZ′ = 2750 GeV, Y ii

x = 0.43.
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Figure 3: a) µ′ as function of m0. b) masses of all neutralinos. c) content of the lightest neutralino: gaugino
fraction (red), Higgsino fraction (green), BLino fraction (blue) and bileptino fraction (black). The input
parameters were M1/2 = 1000 GeV, tan β = 40, A0 = 1500 GeV, tan β′ = 1.20, MZ′ = 2 TeV.

always smaller than M1, because, at one-loop level and without kinetic mixing, the relation

M1/2

g2
GUT

=
M1

g2
Y

=
MB′

g2
BL

(26)

would hold and gBL is always smaller than gY if unification at the GUT scale is assumed, as can be seen in
Eq. (6). However, usually there is a large mixing between the BLino with the bileptinos, leading to heavy
states. However, there are regions where this mixing is small and the BLino becomes the LSP. In particular
this happens if µ′ ≫ gBLx ≃ MZ′ which happens either for large |Yx| or large m0, as this increases the
difference m2

η̄ − m2
η. As an example we show in Fig. 3 that µ′ grows with increasing m0 leading to a larger

mass splitting between the bileptino-like neutralinos and the others. For very large values of µ′, the bilepton
fields are nearly decoupled and the nature of the LSP becomes BLino-like. Finally, we note that also a
bileptino-like LSP can be obtained in this model. The necessary condition, |µ′| being smaller than |µ| and
all gaugino mass parameters, can be obtained if the difference between m2

η and m2
η̄ becomes small. This

can be accommodated by adjusting the entries of Yx. As an example, we show in Fig. 4 the masses of all
neutralinos as well as the composition of the lightest neutralino as function of Yx,11 while keeping all other
values fixed. Already a 10 per-cent decrease leads to a nearly a pure bileptino LSP and its mass depends
strongly on Yx,11. For larger values a level crossing takes place and the LSP becomes bino-like.
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Figure 4: LSP with large bileptino fraction: a) mass of neutralinos, b) neutralino content. The color code
on the right hand side is as follows: gaugino fraction (red), Higgsino fraction (green), BLino fraction (blue),
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Figure 5: Mass of the two lightest Higgs fields (first row) as well as the logarithm of the bilepton fraction
(left plot in second row) in the (m0, M1/2)-plane. The right plot in the second row shows the saturation of
the tightest bound (which is all cases e+e− → Zh1, h1 → bb̄) as calculated by HiggsBounds: the blue area
is allowed, the red one excluded by Higgs searches: The most sensitive channels are e+e− → Zh2, h2 → bb̄,
pp → A0 → τ τ̄ and pp → h2 → W+W−. The other parameters are those of Fig. 2 and we used tan(β′) =
1.075.

3.3 Checking Higgs constraints with HiggsBounds

As show in Fig. 2 very light bilepton states can be present. Hence, existing constraints on Higgs masses
coming from collider experiments have to be checked carefully. This can be done with HiggsBounds.
HiggsBounds [20, 21] is a tool to test the neutral and charged Higgs sectors against the current exclusion
bounds from the Higgs searches at the LEP, Tevatron and LHC experiments. The required input consists
of the masses, width and branching ratios of the Higgs fields. In addition, it is either possible to provide
full information about production cross sections in e+e− and pp collisions, or to work with a set of effective
couplings. Although HiggsBounds supports the LesHouches interface, this functionality is restricted so far
to at most 5 neutral Higgs fields, and therefore, we don’t use it. Instead, SPheno modules generated by
SARAH can create all necessary input files needed for a run of HiggsBounds with effective couplings (option
whichinput=effC). We checked that very light bilepton-like Higgs scalars are not ruled out by experimental
data using HiggsBounds 3.6.1beta. However, the mixing between the bilepton and the MSSM-like Higgs
is rather small and thus the branching ratio h2 → h1h1 is at most a few per-cent. Therefore, the main decay
channels of the doublet Higgs are still SM final states and the well-known bounds do hold. In Fig. 5 we fix ed
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x ∼ 0.42.

tan(β′) = 1.075 and vary m0 and M1/2. We see that there is a sizable region where the lightest Higgs, being
essentially a bilepton, has a mass of less than half of the second lightest, which is mainly like the MSSM
h0. Even though the bilepton has only a small admixture of the doublet Higgs bosons, it is large enough to
determine its main decay properties, which are mainly SM-like with respect to its decay into SM fermions.

3.4 Calculating dark matter relic density with MicrOmegas

It has been shown in sec. 3.2 that there are new possibilities for LSP coming from the B − L-sector. The
question arises if a BLino- or a Bileptino-like neutralino can have the correct relic density for being the dark
matter in the universe. To test this, we have used MicrOmegas . MicrOmegas [22] is a well known tool for the
calculation of the relic density of a dark matter candidate. As MicrOmegas uses CalcHep for the calculation
of (co-)annihilation cross sections, the CalcHep output of SARAH is sufficient to calculate the relic density for
new models. As the SLHA+ import functionality of CalcHep [46] can also be used with MicrOmegas, it is
sufficient to simply copy the spectrum file written by SPheno to the directory of MicrOmegas and start the
calculation. It turns out that it is indeed possible to have valid BLino and Bileptino dark matter candidate
[30]. For instance, we give in Fig. 6 the relic density as function of tan(β′). Since the main annihilation
comes from a resonance with the lightest bilepton scalar, there is a strong dependence on tan(β′): not only
the mass of the bilepton is sensitive to tan(β′), but also the BLino-Bileptino mixing depends on it. For
sufficient annihilation, not only mχ̃0

1
= 1

2mh2
is needed but also some admixture of the bileptino to the

BLino. Similarly, also the bileptino can annihilate via a bilepton resonance.

3.5 Collider studies with WHIZARD

Finally, it is of course very interesting to study the impact on the new states and the kinetic mixing effects
on the phenomenology on a linear collider. Therefore, the next step in our study of the B − LMSSM
will be to perform collider studies using WHIZARD. WHIZARD [29] is a fast tree-level Monte Carlo generator for
parton level events. A particular strength of the code is the efficient generation of unweighted events for high
multiplicity final states (simulations with 8 final state particles have been performed successfully) using exact
matrix elements. This makes it particularly useful for the study of supersymmetric models which generically
feature complicated multiparticle final states arising from long decay chains. The interface between SARAH

and WHIZARD shares significant parts of its code with the interface between FeynRules [47], with a thin layer
on top to interface with SARAH. In order to communicate the numerical values of the parameters calculated
by SPheno to WHIZARD, each SPheno version generated by SARAH is capable of writing out a separate file
which can be directly included from the WHIZARD input script.
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This is a status report of the WHIZARD Monte Carlo multi-purpose event generator given at the
LCFORUM 2012 at DESY. In case you use the program, please do cite the official reference(s), [1, 2].
I review here the development of the WHIZARD generator version 2 with a special emphasis on linear
collider physics.

1 Introduction

The multi-purpose Monte Carlo event generator WHIZARD was developed as a tool for linear collider
physics during the late 1990s [3]. Some of the first studies with exclusive four, six and eight fermion final
states for linear collider physics have been done with WHIZARD [4, 5, 6, 7]. The first public version,
1.00, of WHIZARD has been released in December 2000. It was written in Fortran90/95 and used from
its beginnings the VAMP package [8] for a multi-channel adaptive Monte Carlo integration. The major
improvement was an algorithm to model the phase space channels for a process under consideration and
to provide the corresponding phase space mappings to flatten out the divergencies of the integrand for an
optimized importance sampling. In the 1.xx (now called legacy) versions of WHIZARD, matrix elements
from early version of MadGraph [9] and CompHep [10] as well as from the at that time newly developed
Optimized Matrix Element Generator O’Mega [2] could be used. Parton shower and hadronization could be
simulated via an interface to PYTHIA [11].

During the years 2001-2005/06, many technical and physics features have been added on demand of either
theoretical or experimental users of the program or the authors itself. Support for several event file formats
have been added. For a realistic simulation of linear lepton colliders, the ability to use structured beams
have become crucial, specifically for experimental feasibility studies and detector development. Along these
lines, initial state radiation (ISR) following the approach of Ref. [28], kT distribution of the radiating initial
beams as well as explicit photons from ISR in the final state events. Beamstrahlung, i.e. the modifications
of the beam spectra due to classical electromagnetic interactions of the lepton beams, as well as photon
beam options via Compton backscattering off laser photons could be simulated by attaching the CIRCE1
and CIRCE2 generators [12] to the main WHIZARD program. The main core in version 1.xx connects the
different parts of the program via glueing shell scripts that steer the compilation of different processes as
well as the integration, event generation and the built-in graphical analysis of WHIZARD.

WHIZARD has been extensively used for linear collider physics, e.g for the development of the TESLA
Technical Design Report [13, 14, 15]. The big SLAC event samples for the Standard Model backgrounds have
been generated with WHIZARD. Though here WHIZARD has been used as a generator for SM backgrounds
one of the main focuses of the tool has always been the realm of beyond the Standard Model (BSM) physics.
Many of these developments have already been present in the legacy branch WHIZARD 1.xx, but I will
summarize them together with the overview of the new features in WHIZARD 2.

1
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WHIZARD core
user interface, steering, phase space

O’Mega
matrix elements

VAMP
Monte-Carlo integration

USER
process setup, cuts, analysis definitions, etc.

Figure 1: Structure of the WHIZARD program.

2 WHIZARD 2: (New) Technical and Physics Features

2.1 Structure and technical features

WHIZARD has been basically rewritten since 2007. One of the main motivations was the inclusion of several
features like event-dependent scales, running couplings, parton showering, handling of a large number of
BSM models which are necessary for the purpose of simulating signals and backgrounds at the Large Hadron
Collider (LHC). But it was also a question of maintenance of the code, documentation, easening release
productions, bug fixes, and treating regressions that made a complete rewriting of the code necessary. Since
roughly the same time WHIZARD is located at the HepForge web page, [16], where also the revision control
system of the project has been moved to. With the start of the first release candidates of WHIZARD 2
late in 2009 the line of development for the legacy branch, 1.xx, stopped with revision 1.94. Until then,
only bug fixes and documentation issues are tackled, and the latest release, 1.97, appeared with a completed
manual documenting the final status and usage of WHIZARD 1.9x. For the new release branch, the version
system has changed to the triple number system, i.e. (main release).(major version).(minor version). The
first release was in April 2010 for the MC4BSM workshop in Copenhagen, the actual release at the moment
is 2.0.7 from March 2012.

WHIZARD 2 now is a well-structured program containing the exclusive optimized matrix element gener-
ator O’Mega [2, 17], the multi-channel adaptive integration package VAMP [8], the two programs CIRCE1
and CIRCE2 [12] for ISR, beamstrahlung and photon collider physics, as well as tools for graphical data
analysis. The basic structure of the program is shown in Fig. 1. The rewriting of the code (in total more
than 60,000 lines of new code) was a major undertaking. The code has been completely streamlined, in
the sense that now there are only programming languages used, Fortran2003 and OCaml (for the matrix
element generator O’Mega). All system calls to binaries are done from the Fortran code itself, so that all
shell and Perl scripts have been abandoned. A huge standardization of modern programming tools was the
usage of the autotools, i.e. automake/autoconf/libtool setup which leads to a much easier control of distribu-
tions and easier maintenance (e.g. regressions etc.). To further control the line of development, the revision
control system (subversion) at the HepForge page is used, together with the trac system for bug, feature
request and enhancement tickets for the project management of the software. A cruise control system is used
which checks new submissions to the software repository for compatibility for different compiler suites and
operating systems and runs a very large class of compatibility tests, sanity and regression checks. A very
clean modularization has been achieved using the object-oriented features in Fortran2003. WHIZARD 2
now works as a shared library, which makes a core re-compilation unnecessary whenever one physics process
had been changed. New processes can be dynamically included, while the old static option is still available,
e.g. for the use in batch systems and on the Grid. The matrix elements which for LHC multi-leg processes
can become rather lengthy are automatically split up in subroutines which makes compilation by over-eager
compiler optimizers much faster. WHIZARD can also be run as a shell (WHISH) now, though this is still in
an experimental status. For using parallelization and multiple threads, an OpenMP parallelization for the
helicity amplitudes has been set up, while an MPI parallelization of the multi-channel integration will be

2
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cuts = any 5 degree < Theta < 175 degree

[select if abs (Eta) < eta_cut [lepton]]

cuts = any E > 2 * mW [extract index 2

[sort by Pt [lepton]]]

Figure 2: Example for a SINDARIN scripting language expression for cuts.

released soon.

The program can be downloaded from the HepForge page, unpacked and then the standard steps should
be taken to compile and install it: configure, make, and make install. For the configuration, it might be
necessary to specify paths or flags for external programs to be linked in, like e.g. LHAPDF, StdHEP, HepMC.
Before the last make install step, an optional make check is recommended to ascertain that everything runs
correctly on the current system. WHIZARD 2 is intended to be installed centrally, e.g. in usr/local but can
also be installed locally without administrator rights. Each user can then work in his own home or work
directory.

2.2 Physics and Performance features

In this section I summarize the main physics features of WHIZARD with a special emphasis both on the new
developments in WHIZARD 2 as well as on the ILC-relevant features. First of all, there was an improvement
on the already quite performant phase space setup of WHIZARD, where due to a symmetrized phase space
forest construction a further performance gain could be achieved. The new modular structure of WHIZARD
2 made it possible to easily include event-dependent scales like they are used in parton density functions
(PDFs) as well as running coupling constants like αs. A very powerful invention was the new steering syntax
of the program, Scripting INtegration, Data Analysis, Results display and INterfaces, or short SINDARIN.
This is similar to a scripting language, and allows to easily define arbitrary (algebraic) expressions for cuts,
scales etc. as well as to denote all the commands necessary to generate matrix elements, compile them,
integrate them, generate events and set up an analysis. Fig. 2 shows an example for a cut definition in
SINDARIN: the first line selects any lepton with polar angle 5 degrees away from the beam axis under
the condition that its absolute rapidity is below some predefined cut variable. The second line selects any
second-hardest lepton in pT if its energy exceeds twice the W mass. Analysis expressions and histograms
can be defined in the same way.

WHIZARD 2 uses process libraries, which allows the usage of processes from different BSM models in
parallel. As not the multi-leg matrix elements, but the high-dimensional phase space integration is the
major bottleneck for going to higher and higher multiplicities, factorizing amplitudes into production and
subsequent decays is (in a well-defined approximation) not to bad an idea. WHIZARD 2 realizes this for the
event generation and hence distributions where the user can specify whether he wants no spin correlations,
only classical spin correlations (i.e. the diagonal of the spin density matrix) or full spin correlations. An
example for squark pair production where one of the two squarks decays via a slepton into jet, lepton and
the lightest neutralino is shown in Fig. 3. One is able to define containers of particles for decays and can
therefore handle inclusive processes and decays. With respect to WHIZARD 1.xx, the algorithms for the
flavor sums of initial and final state particles have been greatly improved. A more elaborate elimination of
redundancies from summation over internal and external combinations of flavours (particularly quarks in
jets, especially for LHC physics) will be available soon and is expected to further improve both code size and
speed. For the analysis, the graphical package GAMELAN based on LaTeX and MetaPost has been also
improved. Again on the technical side, the algorithm using MD5 check sums has been revisited, such that is
now possible to reuse every bit and piece of the steps: the code, the object files, the phase space setup file,
the integration grids and the already generated events, whenever those things are still compatible with the
setup in the input file. Other new features, that will be discussed in more detail below, are the interface [18]
to the program FeynRules [19] which allows to include a new BSM model just by specifying its Lagrangian,
and the initial and final state parton shower of WHIZARD [20] together with an MLM matching procedure
between hard matrix elements and the parton shower.

3
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Figure 3: Factorization of processes in distributions: the jet-lepton invariant mass is shown for squark pair
production at the LHC, where one of the squarks subsequently decays into a jet, a lepton and the lightest
neutralino. Upper left: full matrix element, upper right factorized with full spin correlations, lower row:
factorized with classical (left) and no spin correlations (right), respectively.

2.3 Fields, Beams, Interactions, Models in WHIZARD

In the discussion of the implemented physics content in WHIZARD (2), we first start with the hard matrix
elements, particle types, interaction types, Lorentz structures etc. The possible particle types in WHIZARD
contain scalars, spin 1/2 fermions (both Dirac and Majorana) together with fermion-number violating vertices
following the rules in [21, 22], spin 1 particles (both massless and massive, in unitarity and Feynman gauge as
well as in principle for arbitrary Rξ gauges), spin 3/2 particles (only as Majorana particles in their incarnation
as gravitinos), as well as spin 2 particles (massless and massive). Particles could be dynamic (i.e. propagating
particles) or pure insertions. The latter can e.g. be used as spurion fields in operator insertions. There are
also unphysical particles for testing purposes inside Ward- and Slavnoy-Taylor identities (see e.g. [23, 24]).
Note that for all the particle types there are routines that add up to a large test suite, testing (especially
numerically) equations of motion, transversality, irreducibility of the on-shell fields as well as e.g. Majorana
proerties of different vertices.

For the vertices, there is a huge list of Lorentz structures that are supported by WHIZARD ranging from
purely scalar couplings over scalar-vector couplings (incl. dimension 5 operators), pure vector couplings,
fermionic couplings to scalars, to vectors, to tensors as well as dimension 5 and 6 operators that appear
e.g. in the context of supersymmetric Ward identities), as well as gravitino couplings of dimensions 5 and
6. Completely general Lorentz structures that will allow an automatic generation of a library with the
corresponding Fortran routines is under construction, and will presumably be ready by the end of the year.

Color flows in WHIZARD are generated in the color flow formalism [25, 26]. While in the legacy version
WHIZARD 1.9x this was done in a rather slow approach with the help of a PERL script, in WHIZARD 2 this
was performed directly inside the core of O’Mega and finally even more refined as a colorizing of the Directed
Acyclical Graph (DAG) as a representation of the colored amplitude [17]. Though in principle every SU(N)
gauge group is supported, we focus here on standard SU(3) for QCD. At the moment, the fundamental
and anti-fundamental representations are supported, the adjoint representation, which already covers all
standard particles in the SM, SUSY and extra-dimensional models. In preparation are generalized color
structures including color sextets and decuplets as well as baryon-number violating vertices as in ǫijkφiφjφk.

4
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beams = p, p => lhapdf { $lhapdf_file = "cteq5l.LHgrid" }

beams = p, p => pdf_builtin {$pdf_builtin_set = "mstw2008nlo"}

beams = e1, E1 => circe1 => isr

beams = A, A => circe2 { $circe2_file = "teslagg_500.circe" }

beams = e1, E1

=> beam_events { $beam_events_file = "uniform_spread_2.5%.dat" }

beams = e1, E1 => user_strfun ("escan"), none

Figure 4: Structured beams in WHIZARD 2 as they appear in SINDARIN commands.

These color structures are foreseen to be made public in late 2012.
Concerning structured beams, the complete setup for beam structure relevant for lepton colliders from

WHIZARD 1 have been taken over in or re-implemented for WHIZARD 2, while the support for structured
beams for hadron colliders has been much enlarged and modernized. Examples for structured beams as
SINDARIN commands are shown in Fig. 4 1. For lepton colliders, initial state radiation (ISR) is implemented
according to the calculations presented in [28, 29] which contains the resummed results for soft-collinear
photon from [30, 31] together with the explicit calculation of hard-collinear photons up to third order in
perturbation theory. WHIZARD can also generate explicity the pT distribution of the photons in the event
as well as of the electron beam remnants from the ISR recoil.

Polarized beams are supported, where it is possible to specify arbitrary polarization states (not only
linear or circular polarization modes) by using an explicit spin density matrix as input. Beamstrahlung,
i.e. the deformation of the beam spectrum due to macrosopic (classical) electromagnetic interactions can be
simulated via the CIRCE module [12], while photon collider spectra from Compton back scattering are con-
tained in the CIRCE2 generator within the WHIZARD package. External beam spectra which are basically
long lists of energy ratio (or explicit energy) values can be read in, or user-defined code can be included,
compiled and linked in the dynamic setup of WHIZARD 2 at runtime. What is at the moment not (yet)
implemented is electromagnetic final state radiation (FSR) using a Yennie-Frautschi-Suura approach [32].

Concerning hadronic beam environments, the support for PDFLIB inside CERNLIB for PDFs has been
abandoned in WHIZARD 2. Like WHIZARD 1, WHIZARD 2 now exclusively contains an interface to the
LHAPDF external library [33] supporting in principle all (modern) PDF sets, including photon PDF and
pion PDFs. To be independent from installing LHAPDF and linking it into WHIZARD, the most prominent
and recent PDF sets have been directly included into WHIZARD together with the routines for the running
strong coupling from the PDF collaborations. Hadronization as well as hadronic events can be simulated
through PYTHIA [11] which ships with the main WHIZARD distribution. Of course, it also possible to
write out parton level events into some event file, read them in into a different hadronization program and
then read the hadronic event file back into WHIZARD for an analysis.

2.4 Parton Shower

Parton showering can be done as in WHIZARD 1 with an external program that is either linked to WHIZARD
or via the pipe over an external event file that is to be converted from partonic to hadron level. In WHIZARD
2, the latest Fortran version of PYTHIA [11] is included in the distribution tarball, so parton showering via
PYTHIA (like hadronzation and hadronic decays) can be directly steered from the SINDARIN input file.
In WHIZARD 2, there are now two homebrew parton showers, one along the lines of the PYTHIA parton
shower as kT -ordered shower including angular ordering, the other one an analytic parton shower. The
details of this latter shower are described in full detail in [20] (also cf. references therein). Concerning
the original analytic final state parton shower [34], several improvements have been made, like a running
scale of the strong coupling constant and color coherence by imposing angular ordering. A comparison
to experimental results from the LEP collaborations have been made, cf. Fig. 5. The main new feature,
however, is the analytic initial state shower, which is the main part of [20]. There, an automatic MLM-type
matching procedure [35] has been implemented to smoothly connect high-pT tails of jet distributions e.g. in

1For a complete overview of SINDARIN commands, cf. the WHIZARD manual [27].
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MODEL TYPE with CKM matrix trivial CKM

QED with e, µ, τ, γ – QED

QCD with d, u, s, c, b, t, g – QCD

Standard Model SM CKM SM

SM with anomalous gauge couplings SM ac CKM SM ac

SM with anomalous top couplings SMtop CKM SMtop

SM with K matrix — SM KM

MSSM MSSM CKM MSSM

MSSM with gravitinos — MSSM Grav

NMSSM NMSSM CKM NMSSM

extended SUSY models — PSSSM

Littlest Higgs — Littlest

Littlest Higgs with ungauged U(1) — Littlest Eta

Littlest Higgs with T parity — Littlest Tpar

Simplest Little Higgs (anomaly-free) — Simplest

Simplest Little Higgs (universal) — Simplest univ

3-site model — Threeshl

UED — UED

SUSY Xdim. (inoff.) — SED

SM with Z ′ — Zprime

SM with gravitino and photino — GravTest

Augmentable SM template — Template

Table 1: List of implemented BSM models in WHIZARD.

Drell-Yan processes with the low-pT regime. As this is a workshop on linear collider, I do not go into the
details of the initial state shower, which has been compared to Tevatron and LHC data in [20], here.

2.5 Models and BSM physics

Coming back to hard matrix elements, many BSM models have been implemented in WHIZARD and used for
LHC and ILC simulations, and most of them have been validated with the help of the FeynRules interface of
WHIZARD. Among these are, first of all, SUSY models [36, 37] have been implemented, the MSSM together
with implementations of non-minimal models like the NMSSM [38] or extended SUSY models [39, 40, 41].
Already in WHIZARD 1 existed an interface to other codes following the SUSY Les Houches Accord (SLHA
1/2) [42, 43, 44]. Also some pioneering work on the combination of SUSY NLO matrix elements with the
electromagnetic showers have been done [46, 45]. A second focus lay on Little Higgs models (with and
without T-parity), again with several studies for linear collider physics [47, 48]. On the more exotic side,
models based on noncommutative spacetime have been studied with WHIZARD [49, 50, 51]. One of the
original motivations was the study on a strongly interacting sector of electroweak symmetry breaking, which
has been pursued in WHIZARD 2 both along the lines of anomalous couplings [52] as well as in terms of new
resonances in the electroweak sector [53]. For the unitarization of these channels, a method had to be found
to distinguish in the framework of the DAGs of the matrix element generation s- from t-/u-like channels.

Table 1 gives a list of all the models that are implemented. For implementing a new model, it is highly
recommended that this is done via the WHIZARD-FeynRules interface [18].

2.6 NLO development in WHIZARD

There has been some work on the inclusion of (virtual) NLO corrections into WHIZARD mentioned in the
previous paragraph in the context of SUSY studies at the ILC. The goal of the more recent developments is to
have a setup for NLO calculations and simulations within WHIZARD for both LHC and ILC physics that is as
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automated as possible. NLO calculations nowadays are mostly based on some sort of subtraction formalism,
that groups the soft-collinear divergences into specific parts of the calculations to make them finite and
performable for a phase-space integration. The most widely used is the Catani-Seymour dipole subtraction
formalism [54, 55]. A first proof-of-principle implementation of the integrated and unintegrated dipoles
have been done in [56, 57]. An automated generation of the CS dipoles is in construction at the moment,
but already gives correct results for QED processes. Along with the dipoles comes an implementation
of using several instances of the process setup within the phase space integration, which is necessary for
the unintegrated dipoles in order to take care of the squeezed kinematics in the phase space integration
of the subtraction terms. The implementation will be made public several steps (together with a BLHA
interface [58]) several steps from summer until the end of this year.

3 Summary and Outlook

WHIZARD 2 is a completely newly structured update of an already versatile multi-purpose Monte Carlo
event generator that has been released with many new technical and physics features in April 2010. Many
further improvements and features have been added in the past two years. Though the main motivation
for the restructuring of the code was to deal with the complexities of LHC physics, linear collider physics
has always been a major field of application for WHIZARD. Quite recently, all relevant features regarding
ILC/CLIC physics from WHIZARD 1 have been reimplemented in WHIZARD 2, and many improvements
on the phase space setup, color, parton shower, BSM models, speed and performance, maintenance and
usability have been made. Continuos effort will go specifically into the direction of multi-leg amplitudes,
NLO development and more BSM coverage to be ready for the high-energy phase of LHC and a possible
future linear collider.

4 Acknowledgments

JRR thanks the WHIZARD team, F. Bach, H.-W. Boschmann, W. Kilian, T. Ohl, S. Schmidt, C. Speckner,
M. Trudewind, D. Wiesler, and T. Wirtz as well as F. Braam for the joint effort to make this project
successful.

This project has been partially supported by the Helmholtz Alliance “Physics at the Terascale”, the
German ministry BMBF, the ministry MWK of the German state Baden-Württemberg, the German Re-
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Chapter 7

Alternative Physics Scenarios
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AbstratNew heavy neutral gauge bosons Z 0 are predited by many models of physis beyond the StandardModel. It is quite possible that Z 0s are heavy enough to lie beyond the disovery reah of the CERNLarge Hadron Collider LHC, in whih ase only indiret signatures of Z 0 exhanges may emergeat future olliders, through deviations of the measured ross setions from the Standard Modelpreditions. We disuss in this ontext the foreseeable sensitivity to Z 0s of W�-pair produtionross setions at the e+e� International Linear Collider (ILC), espeially as regards the potentialof distinguishing observable e�ets of the Z 0 from analogous ones due to ompetitor models withanomalous trilinear gauge ouplings (AGC) that an lead to the same or similar new physisexperimental signatures at the ILC. The sensitivity of the ILC for probing the Z-Z 0 mixing andits apability to distinguish these two new physis senarios is substantially enhaned when thepolarization of the initial beams and the produedW� bosons are onsidered. A model independentanalysis of the Z 0 e�ets in the proess e+e� ! W+W� allows to di�erentiate the full lass ofvetor Z 0 models from those with anomalous trilinear gauge ouplings, with one notable exeption:the sequential SM (SSM)-like models an in this proess not be distinguished from anomalousgauge ouplings. Results of model dependent analysis of a spei� Z 0 are expressed in terms ofdisovery and identi�ation reahes on the Z-Z 0 mixing angle and the Z 0 mass.PACS numbers: 12.60.-i, 12.60.Cn, 14.70.Fm, 29.20.Ej

2
485



I. INTRODUCTIONThe W� boson pair prodution proesse+ + e� ! W+ +W� (1)is a ruial one for studying the eletroweak gauge symmetry in e+e� annihilation. Propertiesof the weak gauge bosons are losely related to eletroweak symmetry breaking and thestruture of the gauge setor in general. Thus, detailed examination of (1) at the ILC willboth test this setor of the standard model (SM) with the highest auray and throw lighton New Physis (NP) that may appear beyond the SM.In the SM, for zero eletron mass, the proess (1) is desribed by the amplitudes mediatedby photon and Z boson exhange in the s-hannel and by neutrino exhange in the t-hannel.Therefore, this reation is partiularly sensitive to both the leptoni verties and the trilinearouplings toW+W� of the SM Z and of any new heavy neutral boson that an be exhangedin the s-hannel. A popular example in this regard, is represented by the Z 0s envisaged byeletroweak senarios based on spontaneously broken `extended' gauge symmetries, withmasses muh larger than MZ and oupling onstants di�erent from the SM. The variety ofthe proposed Z 0 models is broad. Therefore, rather than attempting an exhaustive analysis,we shall here fous on the phenomenologial e�ets in reation (1) of the so-alled Z 0SSM, Z 0E6and Z 0LR models. Atually, in some sense, we may onsider these Z 0 models as representativeof this New Physis (NP) setor [1{8℄.The diret manifestation of Z 0s would be the observation of peaks in ross setions at veryhigh energy olliders, this would be possible only for MZ0 lying within the kinematial reahof the mahine and suÆient luminosity. Indeed, urrent lower limits on MZ0 are obtainedfrom diret searhes of Z 0s in Drell-Yan dilepton pair prodution at the CERN LHC: fromthe analysis of the 7 TeV data, the observed bounds at 95% C. L. range approximately inthe interval 1:8 � 2:3 TeV, depending on the partiular Z 0 model being tested [9, 10℄. Fortoo high masses, Z 0 exhanges an manifest themselves indiretly, via deviations of rosssetions, and in general of the reation observables, from the SM preditions. Clearly, thiskind of searhes requires great preision and therefore will be favoured by extremely highollider luminosity, suh as will be available at the ILC. Indiret lower bounds on Z 0 massesfrom the high preision LEP data at the Z lie in the range � 0:4� 1:8 TeV, depending onthe model onsidered [7, 8℄. 3
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Indiret e�ets may be quite subtle, as far as the identi�ation of the soure of an observeddeviation is onerned, beause a priori di�erent NP senarios may lead to the same orsimilar experimental signatures. Clearly, then, the disrimination of one NP model (in ourase the Z 0) from other possible ones needs an appropriate strategy for analyzing the data.1In this paper, we study the indiret e�ets evidening the mentioned extra Z 0 gaugebosons in W� pair prodution (1) at the next generation e+e� International Linear Collider(ILC), with a enter of mass energyps = 0:5�1 TeV and typial time-integrated luminositiesof Lint � 0:5 � 1 ab�1 [12, 13℄. At the foreseen, really high luminosity this proess shouldbe quite sensitive to the indiret NP e�ets at a ollider with MZ � ps � MZ0 [14{19℄,the deviations of ross setions from the SM preditions being expeted to inrease with psdue to the violation of the SM gauge anellation among the di�erent ontributions.Along the lines of the previous disussion, apart from estimating the foreseeable sensitivityof proess (1) to the onsidered Z 0 models, we will onsider the problem of establishing thepotential of ILC of distinguishing the Z 0 e�ets, one observed, from the ones due to NPompetitor models that an lead to analogous physial signatures in the ross setion. Forthe latter, we will hoose the models with Anomalous Gauge Couplings (AGC), and omparethem with the hypothesis of Z 0 exhanges. In the AGC models, there is no new gauge bosonexhange, but the WW, WWZ ouplings are modi�ed with respet to the SM values, thisviolates the SM gauge anellation too and leads to deviations of the proess ross setions.AGC ouplings are desribed via a sum of e�etive interations, ordered by dimensionality,and we shall restrit our analysis to the dimension-six terms whih onserve C and P [20, 21℄.The baseline on�guration of the ILC envisages a very high eletron beam polarization(larger than 80%) that is measurable with high preision. Also positron beam polarization,around 30%, might be initially obtainable, and this polarization ould be raised to about 60%or higher in the ultimate upgrade of the mahine. As is well-known, the polarization optionrepresents an asset in order to enhane the disovery reahes and identi�ation sensitivitieson NP models of any kind [22, 23℄. This is the ase, in partiular, of Z 0 exhanges and AGCinterations in proess (1), an obvious example being the suppression of the �-exhangehannel by using right-handed eletrons. Additional ILC diagnosti ability in Z 0s and AGC1 Atually, this should be neessary also in the ase of diret disovery, beause di�erent NP models mayin priniple produe the same peaks at the same mass so that, for example, for model identi�ation someangular analyses must be applied, see [11℄ and referenes therein.4
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would be provided by measures of polarized W+ and W� in ombination with initial beampolarizations.The paper is organized as follows. In Setion II, we briey review the models involvingadditional Z 0 bosons and emphasize the role of Z-Z 0 mixing in the proess (1). In SetionIII we give the parametrization of Z 0 and AGC e�ets, as well as formulae for heliityamplitudes and ross setions of the proess under onsideration. Setion IV ontains, forillustrative purposes, some plots of the unpolarized and polarized ross setions showing thee�et of Z 0 and of Z-Z 0 mixing. In Setion V we present the approah, whih allows toobtain the disovery reah on Z 0 parameters (atually, on the deviations of the transitionamplitudes from the SM) and the obtained numerial results. Setion VI inludes the resultsof both model dependent and model independent analyses of the possibilities to di�erentiateZ 0 e�ets from similar ones aused by AGC. Finally we onlude in Setion VII.II. Z 0 MODELS AND Z-Z 0 MIXINGThe Z 0 models that will be onsidered in our analysis are the following [1, 2, 4, 6℄:(i) The four possible U(1) Z 0 senarios originating from the spontaneous breaking of theexeptional group E6. In this ase, two extra, heavy neutral gauge bosons appear asonsequene of the symmetry breaking and, generally, only the lightest is assumed tobe within reah of the ollider. It is de�ned, in terms of a new mixing angle �, by thelinear ombination Z 0 = Z 0� os � + Z 0 sin�: (2)Spei� hoies of �: � = 0; � = �=2; � = � artanp5=3 and � = artanp3=5,orresponding to di�erent E6 breaking patterns, de�ne the popular senarios Z 0�, Z 0 ,Z 0� and Z 0I , respetively.(ii) The left-right models, originating from the breaking down of an SO(10) grand-uni�ation symmetry, and where the orresponding Z 0LR ouple to a linear ombinationof right-handed and B�L neutral urrents (B and L being baryon and lepton numbers,respetively): J�LR = �LRJ�3R � 12�LRJ�B�L with �LR =s2Ws2W �2 � 1: (3)5
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Here, sW = sin �W , W =p1� s2W , additional parameters are the ratio � = gR=gL ofthe SU(2)L;R gauge ouplings and �LR, restrited to the range p2=3 <� �LR <� 1:52.The upper bound orresponds to the so-alled LR-symmetri Z 0LRS model with gR = gL,while the lower bound is found to oinide with the Z 0� model introdued above. Wewill onsider the former one, Z 0LRS, throughout the paper.(iii) The Z 0ALR predited by the so-alled `alternative' left-right senario. For the LR modelwe need not introdue additional fermions to anel anomalies. However, in the E6ase a variant of this model (alled the Alternative LR model) an be onstruted byaltering the embeddings of the SM and introduing exoti fermions into the ordinary10 and 5 representations.(iv) The so-alled sequential Z 0SSM, where the ouplings to fermions are the same as thoseof the SM Z.Detailed desriptions of these models, as well as the spei� referenes, an be found, e. g.,in Refs. [1, 2, 4, 6℄.In the extended gauge theories prediting the existene of an extra neutral Z 0 gaugeboson, the mass-squared matrix of the Z and Z 0 an have non-diagonal entries ÆM2, whihare related to the vauum expetation values of the �elds of an extended Higgs setor [4℄:M2ZZ0 = 0�M2Z ÆM2ÆM2 M2Z01A : (4)Here, Z and Z 0 denote the weak gauge boson eigenstates of SU(2)L�U(1)Y and of the extraU(1)0, respetively. The mass eigenstates, Z1 and Z2, diagonalizing the matrix (4), are thenobtained by the rotation of the �elds Z and Z 0 by a mixing angle �:Z1 = Z os�+ Z 0 sin� ; (5)Z2 = �Z sin�+ Z 0 os � : (6)Here, the mixing angle � is expressed in terms of masses as:tan2 � = M2Z �M21M22 �M2Z ' 2MZ�MM22 ; (7)where �M = MZ � M1 > 0, MZ is the mass of the Z1-boson in the absene of mixing,i.e., for � = 0. One we assume the mass M1 to be determined experimentally, the mixing6
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depends on two free parameters, whih we identify as � and M2. We shall here onsider theon�guration M1 � ps�M2.The mixing angle � will play an important role in our analysis. In general, suh mixinge�ets reet the underlying gauge symmetry and/or the Higgs setor of the model. To agood approximation, for M1 �M2, in spei� \minimal-Higgs models" [24℄,� ' �s2W Pih�ii2I i3LQ0iPih�ii2(I i3L)2 = C M21M22 : (8)Here h�ii are the Higgs vauum expetation values spontaneously breaking the symmetry,andQ0i are their harges with respet to the additional U(1)0. In addition, in these models thesame Higgs multiplets are responsible for both generation of mass M1 and for the strengthof the Z-Z 0 mixing [1℄. Thus C is a model-dependent onstant. For example, in the ase ofE6 superstring-inspired models C an be expressed as [24℄C = 4sW �A� � � 1� + 1B� ; (9)where � is the ratio of vauum expetation values squared, and the onstants A and B aredetermined by the mixing angle �: A = os �=2p6, B = p10=12 sin�.An important property of the models under onsideration is that the gauge eigenstate Z 0does not ouple to the W+W� pair sine it is neutral under SU(2)L. Therefore the proess(1), and the searhed-for deviations of the ross setions from the SM, are sensitive to a Z 0only in the ase of a non-zero Z-Z 0 mixing. The mixing angle is rather highly onstrained,to an upper limit of a few� 10�3, mainly from LEP measurements at the Z [7, 8℄. The highstatistis on W -pair prodution expeted at the ILC might in priniple allow to probe suhsmall mixing angles e�etively.From (5) and (6), one obtains the vetor and axial-vetor ouplings of the Z1 and Z2bosons to fermions:v1f = vf os�+ v0f sin� ; a1f = af os�+ a0f sin� ; (10)v2f = �vf sin�+ v0f os� ; a2f = �af sin�+ a0f os �; (11)with (vf ; af) = (gfL� gfR)=2, and (v0f ; a0f) similarly de�ned in terms of the Z 0 ouplings. Thefermoni Z 0 ouplings an be found in [1, 2, 4, 6℄.Analogously, one obtains aording to the remarks above:gWWZ1 = os� gWWZ ; (12)gWWZ2 = � sin� gWWZ ; (13)7
490



where gWWZ = ot �W .III. PARAMETERIZATIONS OF Z 0-BOSON AND AGC EFFECTSA. Z 0 bosonThe starting point of our analysis will be the amplitude for the proess (1). In the Bornapproximation, this an be written as a sum of a t-hannel and an s-hannel omponent. Inthe SM ase, the latter will be shematially written as follows:M(�)s = ��1s + ot �W (v � 2�a)s�M2Z �� G(�)(s; �); (14)where s and � are the total .m. squared energy and W� prodution angle. Omitting thefermion subsripts, eletron vetor and axial-vetor ouplings in the SM are denoted asv = (T3;e � 2Qe s2W )=2sW W and a = T3;e=2sW W , respetively, with T3;e = �1=2, and �denoting the eletron heliity (� = �1=2 for right/left-handed eletrons). Finally, G(�)(s; �)is a kinematial oeÆient, depending also on the W� heliities. The expliit form an befound in the literature [20, 21℄ or derived from the entries of Table V, whih also shows theform of the t-hannel neutrino exhange.In the extended gauge models the proess (1) is desribed by the set of diagrams displayedin Fig. 1. The amplitude with the extra Z 0 depited in Fig. 1 will be written as:M(�)s = ��1s + gWWZ1(v1 � 2�a1)s�M21 + gWWZ2(v2 � 2�a2)s�M22 �� G(�)(s; �): (15)The ontribution of the new heavy neutral gauge boson Z2 to the amplitude of proess (1)is represented by the fourth diagram in Fig. 1. In addition, there are indiret ontributionsto the Z1-mediated diagram, represented by modi�ations of the eletron and three-bosonverties indued by the Z-Z 0 mixing.It is onvenient to rewrite Eq. (15) in the following form [17℄:2M(�)s = ��gWWs + gWWZ(v � 2�a)s�M2Z �� G(�)(s; �); (16)where the `e�etive' gauge boson ouplings gWW and gWWZ are de�ned as:gWW = 1 +� = 1 +�(Z1) + �(Z2); (17)2 Note that MZ =M1 +�M , where M1 refers to the mass eigenstate.8
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FIG. 1: Feynman diagrams for the proess e�e+ !W�W+ in the Born approximationgWWZ = ot �W +�Z = ot �W +�Z(Z1) + �Z(Z2); (18)with�(Z1) = v ot �W ��aa � �vv � (1 + ��) �; �(Z2) = v gWWZ2 �a2a � v2v � �2; (19)�Z(Z1) = �gWWZ + ot �W ��aa +��� ; �Z(Z2) = gWWZ2 a2a �2� : (20)In Eqs. (19) and (20) we have introdued the deviations of the fermioni and trilinear bosoniouplings �v = v1� v, �a = a1� a and �gWWZ = gWWZ1 � ot �W , and the neutral vetorboson propagators (negleting their widths):�(s) = ss�M2Z ; �2(s) = ss�M22 ; ��(s) ' �2MZ�Ms�M2Z ; (21)where �M = MZ � M1 is the Z-Z1 mass shift. Beause W pair prodution is studiedsuÆiently far away from the Z1 peak, we an neglet the Z and Z1;2 widths in (15) and(16).It should be stressed that, not referring to spei� models, the parametrization (16)-(18) is both general and useful for phenomenologial purposes, in partiular to omparedi�erent soures of nonstandard e�ets ontributing �nite deviations (19) and (20) to theSM preditions. Note that � vanishes as s! 0, onsistent with gauge invariane.9
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We know from urrent measurements [7℄ that �M < 100 MeV. This allows the approxi-mation ��(s)� 1. One an rewrite (19) and (20) in a simpli�ed form taking into aountthe approximation above as well as the ouplings to �rst order in � as:(v1; a1) ' (v + v0�; a + a0�)) (�v; �a) ' (v0�; a0�); (22)(v2; a2) ' (�v� + v0; �a� + a0); (23)and gWWZ1 ' gWWZ; gWWZ2 ' �gWWZ�: (24)In the ase of extended models onsidered here, e.g. E6, v0 and a0 are expliitly parametrizedin terms of the angle � whih haraterizes the diretion of the Z 0-related extra U(1)0 gener-ator in the E6 group spae, and reets the pattern of symmetry breaking to SU(2)L�U(1)Y[1, 2, 4, 6℄: v0 = os �Wp6; a0 = 12Wp6  os � +r53 sin�! : (25)Substituting Eqs. (22){(24) into (19) and (20), one �nds the general form of � and �Z :� = � � v ot �W �a0a � v0v ��1� �2� ��; (26)�Z = � � ot �W a0a �1� �2� � : (27)Both these quantities have the same dependene on � and M2, via the produt �(1��2=�).Thus, � and M2 an not be separately determined from a measurement of � and �Z , onlythis omposite funtion an be determined. We also note that for an SSM-type model, the�rst parenthesis in Eq. (26) vanishes, resulting in � = 0. Thus, these models an not bedistinguished from the AGC models, introdued in the next setion. Further, the termsproportional to �2 in Eqs. (26) and (27) dominate in the ase ps � M2 but will be verysmall in the ase ps�M2.B. Anomalous Gauge CouplingsAs pointed out in the Introdution, a model with an extra Z 0 would produe virtualmanifestations in the �nal W+W� hannel at the ILC that in priniple ould mimi thoseof a model with AGC, hene of ompletely di�erent origin. This is due to the fat that, as10
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shown above, the e�ets of the extra Z 0 an be reabsorbed into a rede�nition of the WWVouplings (V = ; Z). Therefore, the identi�ation of suh an e�et, if observed at the ILC,beomes a very important problem [25℄.
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SU(2)L � U(1)Y symmetry, in whih ase the number would be redued to three (see forexample Tables 2 and 1 of [26℄ and [27℄, respetively).Current limits reported by the Partile Data Group [28℄, that show the sensitivity to theAGCs attained so far, are roughly of the order of 0.04 for ÆZ , 0.05 for x , 0.02 for y, 0.11for xZ and 0.12 for yZ. As will be shown in the next setions, at the ILC in the energyand luminosity on�guration onsidered here, sensitivities to deviations from the SM, heneof indiret New Physis signatures, down to the order of 10�3 will be reahed. This wouldompare with the expeted order of magnitude of the theoretial unertainty on the SMross setions after aounting for higher-order orretions to the Born amplitudes of Figs. 1and 2, formally of order �em [29, 30℄, but that for distributions an reah the size of 10%,depending on ps [31, 32℄.C. Heliity amplitudes and ross setionsThe general expression for the ross setion of proess (1) with longitudinally polarizedeletron and positron beams desribed by the set of diagrams presented in Fig. 2 an beexpressed as d�d os � = 14 �(1 + PL) �1� �PL� d�+d os � + (1� PL) �1 + �PL� d��d os �� ; (29)where PL and �PL are the atual degrees of eletron and positron longitudinal polarization,respetively, and �� are the ross setions for purely right-handed (� = 1=2) and left-handed(� = �1=2) eletrons. From Eq. (29), the ross setion for polarized (unpolarized) eletronsand unpolarized positrons orresponds to PL 6= 0 and �PL = 0 (PL = �PL = 0).The polarized ross setions an generally be written as follows:d��d os � = jpj16�spsX�;� 0 jF��� 0(s; os �)j2: (30)Here, the heliities of the W� and W+ are denoted by �; � 0 = �1; 0. Corresponding to theinteration (28), the heliity amplitudes F��� 0(s; os �) have the struture shown in Table V[20, 21℄ in Appendix A. In Table V, �W = p1� 4M2W=s = 2p=ps, with p = jpj the .m.momentum of the W�. Furthermore, s and t are the Mandelstam variables, and � the.m. sattering angle, with t = M2W � s(1 � � os �)=2. For omparison, we also show inAppendix A the orresponding heliity amplitudes for the ase of a Z 0.12
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We de�ne the di�erential ross setions for orrelated spins of the produedW� andW+,d�(W+LW�L )d os � ; d�(W+T W�T )d os � ; d�(W+T W�L +W+LW�T )d os � ; (31)whih orrespond to the prodution of two longitudinally (� = � 0 = 0), two transversely(� = �� 0; �; � 0 = �1) and one longitudinally plus one transversely (� = 0, � 0 = �1 et.)polarized vetor bosons, respetively.IV. Z 0 ILLUSTRATIONSFor illustrative purposes, the energy behavior of the total unpolarized ross setion for theproess e+e� ! W+W� is shown in Fig. 3 (top panel) for the SM (extrapolated to 2 TeV)as well as for the ase of an additional Z 0� originated from E6 at mixing angle � = � 1:6�10�3and MZ0 = 2 TeV. In the lower panel we show the orresponding ross setion for right-handed eletrons (PL = 1). The deviation of the ross setions from the SM preditionaused by the Z 0 boson at the planned ILC energy of ps = 0:5 TeV is most pronouned forthe latter (polarized) ase while the ross setion is lower than that for unpolarized beams.The main reason for this is the removal of the neutrino exhange in the t-hannel. Suh aremoval is indispensable for evidening the Z 0-exhange e�et through Z{Z 0 mixing in theproess (1). The omplete removal of the neutrino exhange ontribution depends of ourseon having pure eletron polarization. In both ases experimental onstraints on the W�sattering angle (j os �j � 0:98) were imposed.The e�ets of the Z 0 boson shown in Fig. 3 were parametrized by the mass MZ0 and theZ-Z 0 mixing angle � while those behaviors and their relative deviations shown in Fig. 4,are parametrized by the e�etive parameters (� ;�Z), de�ned in Eqs. (26) and (27) for thesame values of � and MZ0 . Rather steep energy behavior of relative deviations of the rosssetions an be appreiated from Fig. 4.As was mentioned in the Introdution, the proess (1) is sensitive to a Z 0 in the ase ofnon-zero Z-Z 0 mixing. The individual (interferene) ontributions to the ross setion ofproess (1) rise proportional to s. In the SM, the sum over all ontributions to the totalross setion results in its proper energy dependene that sales like log s=s in the limitwhen 2MW � ps � M2 due to a deliate gauge anellation. In the ase of a non-zeroZ-Z 0 mixing, the ouplings of the Z1 di�er from those of the SM preditions for Z. Then,13
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the gauge anellation ourring in the SM is destroyed, leading to an enhanement of newphysis e�ets at high energies, though well belowM2. Unitarity is restored only at energiesps�M2 independently of details of the extended gauge group.V. DISCOVERY REACH ON Z 0 PARAMETERSThe sensitivity of the polarized di�erential ross setions to � and �Z is assessed nu-merially by dividing the angular range j os �j � 0:98 into 10 equal bins, and de�ning a �2funtion in terms of the expeted number of events N(i) in eah bin for a given ombinationof beam polarizations:�2 = �2(ps;�;�Z) = XfPL; �PLg binsXi �NSM+Z0(i)�NSM(i)ÆNSM(i) �2 ; (32)where N(i) = Lint �i "W with Lint the time-integrated luminosity. Furthermore,�i = �(zi; zi+1) = zi+1Zzi �d�dz� dz; (33)where z = os � and polarization indies have been suppressed. Also, "W is the eÆienyfor W+W� reonstrution, for whih we take the hannel of lepton pairs (e� +��) plus twohadroni jets, giving "W ' 0:3 basially from the relevant branhing ratios. The proedureoutlined above is followed to evaluate both NSM(i) and NSM+Z0(i).The unertainty on the number of events ÆNSM(i) ombines both statistial and system-ati errors where the statistial omponent is determined by ÆN statSM (i) = pNSM(i). Con-erning systemati unertainties, an important soure is represented by the unertainty onbeam polarizations, for whih we assume ÆPL=PL = Æ �PL= �PL = 0:5% with the \standard"envisaged values jPLj = 0:8 and j �PLj = 0:5 [12, 13, 22℄. As for the time-integrated luminos-ity, for simpliity we assume it to be equally distributed between the di�erent polarizationon�gurations. Another soure of systemati unertainty originates from the eÆieny ofreonstrution of W� pairs whih we assume to be Æ"W="W = 0:5%. Also, in our numerialanalysis to evaluate the sensitivity of the di�erential distribution to model parameters weinlude initial-state QED orretions to on-shell W� pair prodution in the ux funtionapproah [33, 34℄ that assures a good approximation within the expeted auray of thedata. 16
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in the next setion along with identi�ation reahes. For �xed � and M2, every model isrepresented by a point in the (�, �Z) parameter plane. The disovery regions in the �{�Z plot at the ILC are represented by the straight segments lying outside the ellipse. If onevaries the mixing angle �, the point representative of the spei� Z 0 model moves along theorresponding line. The interept of the lines with the ellipti ontour, one translated to �and M2, determine the onstraint on these two parameters relevant to Z-Z 0 mixing for theindividual models.Also, one an determine the region in the (� ;�Z) plane relevant to onstraining thefull lass of E6 (and LR) Z 0 models obtained by varying the parameters os � and �LR ofEqs. (2) and (3) within their full allowed ranges. The orresponding disovery region at theILC for that lass of models is the one delimited by the ars of ellipse indiated in Fig. 7.VI. IDENTIFICATION OF Z 0 VS AGCA. Model independent analysisWe will here disuss how one an di�erentiate various Z 0 models from similar e�etsaused by anomalous gauge ouplings, following the proedure employed in Refs. [23, 35℄.The philosophy is as follows: A partiular Z 0 model will be onsidered identi�ed, if themeasured values of � and �Z are statistially di�erent from values orresponding to otherZ 0 models (for a disussion, see Ref. [23℄), and also di�erent from ranges of (� ;�Z) thatan be populated by AGC models. Clearly, at least one of these parameters must exeedsome minimal value.Let us assume the data to be onsistent with one of the Z 0 models and all it the \true"model. It has some non-zero values of the parameters � ;�Z . We want to assess thelevel at whih this \true" model is distinguishable from the AGC models, that an ompetewith it as soures of the assumed deviations of the ross setion from the SM and we allthem \tested" models, for any values of the orresponding AGC parameters. We assume forsimpliity that all AGC parameters are zero, exept the one whose values are probed.We start by onsidering as a \tested" AGC model that with a value of x to be sannedover. To that purpose, we an de�ne a \distane" between the hosen \true" model and the
20
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\tested" AGC model(s) by means of a �2 funtion analogous to Eq. (32) as�2 = XfPL; �PLg binsXi �NZ0(i)�NAGC(i)ÆNZ0(i) �2 ; (36)with ÆNZ0(i) de�ned in the same way as ÆNSM(i) but, in this ase, the statistial unertaintyrefers to the Z 0 model and therefore depends on the relevant, partiular, values of � and�Z .On the basis of suh �2 we an study whether these \tested" models an be exluded ornot to a given on�dene level (whih we assume to be 95%), one the onsidered Z 0 model(de�ned in terms of � , �Z) has been assumed as \true". In our expliit example, we wantto determine the range in x for whih there is \onfusion" of deviations from the SM rosssetions between the seleted \true" Z 0 model and the AGC one, by imposing the ondition,similar to Eq. (34). Then we san all values of � , �Z allowed by the Z 0 models down totheir disovery reah, and determine by iteration in this proedure the general onfusionregion between the lass of Z 0 models onsidered here and the AGC model with x 6= 0.Besides the dependene on the .m. energy ps, the �2 funtion de�ned above an beonsidered a funtion of three independent variables, � and �Z from the Z 0 model, and, inour starting example, the parameter x of the AGC senario. The ontours of the onfusionregions, at given ps, are thus de�ned by the region inside of whih (in the �-�Z spae)�2(�;�Z ; x) = �2min + �2CL; (37)for any value of x ompatible with experimental limits.In Fig. 8 we show the region of onfusion in the Z 0 parameter plane (�;�Z), outsideof whih the Z 0 model an be identi�ed at the 95% C.L. against the AGC model for anyvalue of the parameter x . It is obtained from the polarized ross setion with PL = �0:8and �PL = �0:5 using the algorithm outlined above. Also, note that the inner dash-dottedellipse in Fig. 8 delimits the disovery reah on Z 0 parameters.The graphial representation of the region of onfusion presented in Fig. 8 is straight-forward. Equation (37) de�nes a three-dimensional surfae enlosing a volume in the(� ;�Z; x) parameter spae in whih there an be disovery as well as onfusion betweenZ 0 and (in this ase) the x-AGC model. The planar surfae delimited by the solid ellipse isdetermined by the projetion of suh three-dimensional surfae, hene of the orresponding21
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generally, those models where the Z 0-eletron ouplings satisfy the equation v0=a0 = v=athat, as follows from Eq. (26), lead to � = 0 an not be distinguished from the AGC asein theW� pair prodution proess. However, all other Z 0 models (apart from the onsideredexeptional ase) desribed by the pair of parameters (�;�Z) that are loated outside ofthe onfusion area shown in Fig. 9 an be identi�ed. Notie that the above onstraint onthe eletron ouplings is ful�lled for an E6 model at � = 87Æ and for an LRS model with�LR = 1:36.
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W bosons. Information on spin density matrix elements as funtions of the W� produtionangle with respet to the eletron beam diretion was extrated from the deay angles ofthe harged lepton in the W� (W+) rest frame.B. Model dependent analysisAs mentioned above, the ranges of � and �Z allowed to the spei� models in Figs. 9and 10 an be translated into disovery and identi�ation reahes on the mixing angle �and the heavier gauge boson mass M2, using Eqs. (26){(27). The resulting allowed regions,disovery and identi�ation (at the 95% CL) in the (�;M2) plane is limited in this ase bythe thik dashed and solid lines, respetively, in Figs. 11{ 12 for some spei� E6 models.These limits are obtained from the polarized di�erential distributions of W with olliderenergy ps = 0:5 TeV and integrated luminosity Lint = 500 fb�1. Also, an indiative typiallower bound on M2 from diret searhes at the LHC with ps = 7 TeV [9, 10℄ is reportedin these �gures as horizontal straight lines. The vertial arrows then indiate the range ofavailable Z 0 mass values aording to LHC limits.TABLE I: Disovery and identi�ation reah on the Z-Z 0 mixing angle � for Z 0 models withM2 = 2 TeV obtained from the polarized di�erential ross setion with (PL = �0:8; �PL = �0:5)and unpolarized �nal states for the ase ps = 0:5 TeV and Lint = 500 fb�1. The orrespondinglimits for polarized W s are given in parenthesis.Z 0 model �  � I LRS SSM�DIS; 10�3 �1:5(0:8) �2:3(1:4) �1:6(1:3) �2:0(0:8) �1:4(1:0) �1:2(0:7)�ID; 10�3 �3:8(1:5) �36:8(18:5) �17:4(3:2) �4:3(1:2) �8:1(4:2) {Figures 11 and 12 show that the proess e+e� ! W+W� at 0:5 TeV has a potentialsensitivity to the mixing angle � of the order of 10�4{10�3 or even less, depending on themass M2. This sensitivity would inrese for the .m. energy ps approahing M2 beausethe ontribution of the Z2 exhange diagram in Fig. 1 would be enhaned. However, Z 0bosons relevant to the extended models under study with mass below � 2:0� 2:3 TeV arealready exluded by LHC data, and the ILC .m. energies onsidered here are therefore25
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FIG. 11: Left: Disovery (dashed line) and identi�ation (solid line) reah for the � model in the(�;M2) plane obtained from polarized initial e+ and e� beams with (PL = �0:8; �PL = �0:5) andunpolarized �nalW� states. Right: The same with polarized �nalW� states. Here, ps = 0:5 TeVand Lint = 500 fb�1. The horizontal line with vertial arrows, here and in the next �gures,approximately indiates the range of M2 urrently allowed by LHC.quite far from the admissible M2. Conversely, for masses M2 muh larger than ps suhthat the Z2 exhange ontribution j�2=�j is muh less than unity, the limiting ontour ismostly determined by the modi�ation (10) of the Z ouplings to eletrons. The disoveryand identi�ation reahes on � at M2 = 2 TeV are summarized in Table I.For the ILC with higher energy and luminosity, ps = 1 TeV and Lint = 1 ab�1, oneexpets further improvement of the disovery and identi�ation reah on the Z-Z 0 mixingangle and M2 (see Figures 13, 14 and Table II).TABLE II: Same as in Table I but for ILC with ps = 1 TeV and Lint = 1 ab�1.Z 0 model �  � I LRS SSM�DIS; 10�4 �3:8(1:8) �5:8(3:4) �4:6(3:2) �4:4(1:9) �3:7(2:4) �3:1(1:7)�ID; 10�4 �9:0(4:2) �94(45) �24(9:5) �6:1(2:8) �18(10) {
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FIG. 14: Same as in Fig.13 but for the LRS model.TABLE IV: Same as in Table III but for the ILC with ps = 0:35 TeV, and two values of integratedluminosity. Z 0 model �  � I LRS SSM100 fb�1 �DIS; 10�3 �3:7(2:4) �6:0(4:5) �4:9(4:3) �4:1(2:5) �3:9(3:1) �3:2(2:3)�ID; 10�3 �8:4(4:6) �77(61) �27(9:4) �13:5(3:8) �19(14) {500 fb�1 �DIS; 10�3 �2:3(1:3) �3:4(2:3) �2:5(2:1) �3:1(1:4) �2:1(1:6) �1:8(1:2)�ID; 10�3 �5:9(2:4) �54(30) �15(4:7) �4:0(1:9) �16(6:8) {analogous ones due to ompetitor models with Anomalous Gauge Couplings that an lead tothe same or similar new physis experimental signatures. The disovery and identi�ationreahes on E6 and LRS models have been determined in the parameter plane spanned bythe Z-Z 0 mixing angle �, and Z 0 mass, M2.We have shown that the sensitivity of the ILC for probing the Z-Z 0 mixing and itsapability to distinguish these two new physis senarios is substantially enhaned whenthe polarization of the initial beams (and also, possibly, the produed W� bosons) areonsidered.
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TABLE V: Heliity amplitudes for e+e� ! W+W� in the presene of AGC [20, 21℄. To obtainthe amplitude F��� 0(s; os �) for de�nite heliity � = �1=2 and de�nite spin orientations �(W�)and � 0(W+) of the W�, the elements in the orresponding olumn have to be multiplied by theommon fator on top of the olumn. Subsequently, the elements in a spei� olumn have to bemultiplied by the orresponding elements in the �rst olumn and the sum over all elements is tobe taken. In the last olumn, the amplitude for the ase of � = �1, � 0 = 0 is obtained by replaing� 0 by �� in the elements of this last olumn.e+��e�� !W+LW�L � = � 0 = 0� e2s�2 sin �2��14 t s2W s2M2W [os � � �W (1 + 2M2Ws )℄�2s + 2(ot �W+ÆZ)s�M2Z (v � 2a�) ��W (1 + s2M2W )�xs + xZs�M2Z (v � 2a�) ��W sM2We+��e�� !W+T W�T � = � 0 = �1 � = �� 0 = �1� e2s�2 sin � � e2s�2 sin �2��14 t s2W os � � �W � os � � 2���2s + 2(ot �W+ÆZ)s�M2Z (v � 2a�) ��W 0�ys + yZs�M2Z (v � 2a�) ��W sM2W 0e+��e�� !W+T W�L � = 0, � 0 = �1 � = �1, � 0 = 0� e2s�2p2 (� 0 os � � 2�) e2s�2p2 (� os � + 2�)2��14 t s2W ps2MW [os �(1 + �2W )� 2�W ℄ ps2MW [os �(1 + �2W )� 2�W ℄�2MWps � 0 sin2 �� 0 os ��2� �2MWps � sin2 �� os �+2��2s + 2(ot �W+ÆZ)s�M2Z (v � 2a�) ��W psMW ��W psMW�x+ys + xZ+yZs�M2Z (v � 2a�) ��W psMW ��W psMW
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TABLE VI: Heliity amplitudes for e+e� ! ; Z1; Z2 !W+W�.e+��e�� !W+LW�L � = � 0 = 0� e2s�2 sin �2��14 t s2W s2M2W [os � � �W (1 + 2M2Ws )℄�2s + 2 gWWZ1s�M21+iM1�1 (v1 � 2a1�) ��W (1 + s2M2W )+ 2 gWWZ2s�M22+iM2�2 (v2 � 2a2�)� �2(1+�)s + 2(ot �W+�Z)s�M2Z (v � 2a�)e+��e�� !W+T W�T � = � 0 = �1 � = �� 0 = �1� e2s�2 sin � � e2s�2 sin �2��14 t s2W os � � �W � os � � 2���2s + 2 gWWZ1s�M21+iM1�1 (v1 � 2a1�) ��W 0+ 2 gWWZ2s�M22+iM2�2 (v2 � 2a2�)� �2(1+�)s + 2(ot �W+�Z)s�M2Z (v � 2a�)e+��e�� !W+T W�L � = 0, � 0 = �1 � = �1, � 0 = 0� e2s�2p2 (� 0 os � � 2�) e2s�2p2 (� os � + 2�)2��14 t s2W ps2MW [os �(1 + �2W )� 2�W ℄ ps2MW [os �(1 + �2W )� 2�W ℄�2MWps � 0 sin2 �� 0 os ��2� �2MWps � sin2 �� os �+2��2s + 2 gWWZ1s�M21+iM1�1 (v1 � 2a1�) ��W psMW ��W psMW+ 2 gWWZ2s�M22+iM2�2 (v2 � 2a2�)� �2(1+�)s + 2(ot �W+�Z)s�M2Z (v � 2a�)
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I. INTRODUCTION

Detailed examination of the process

e+ + e− → W+ +W− (1)

at the ILC is a crucial one for studying the electroweak gauge symmetry, in particular,

electroweak symmetry breaking and the structure of the gauge sector in general, and allows

to observe a manifestation of New Physics (NP) that may appear beyond the Standard Model

(SM). In the SM, the process (1) is described by the amplitudes mediated by photon and Z

boson exchange in the s-channel and by neutrino exchange in the t-channel. This reaction is

quite sensitive to both the leptonic vertices and the trilinear couplings to W+W− of the SM

Z and of any new heavy neutral boson or a new heavy lepton that can be exchanged in the

s-channel or t-channel, respectively. A popular example in this regard, is represented by E6

models [1–6]. In particular, an effective SU(2)L × U(1)Y × U(1)Y ′ model, which originates

from the breaking of the exceptional group E6, leads to extra gauge bosons. Indeed, in the

breaking of this group down to the SM symmetry, two additional neutral gauge bosons could

appear and the lightest Z ′ is defined as

Z ′ = Z ′
χ cos β + Z ′

ψ sin β (2)

and can be parametrized in terms of the hypercharges of the two groups U(1)ψ and U(1)χ

which are involved in the breaking of the E6 group into a low-energy group of rank 6:

E6 → SO(10) × U(1)ψ → SU(5) × U(1)χ × U(1)ψ

→ SU(3)c × SU(2)L × U(1)Y × U(1)ψ × U(1)χ. (3)

For a sufficiently large vacuum expectation value of the Higgs field an effective rank-5 model,

which leads to the decomposition (see, for example Ref. [7]) SU(3)c×SU(2)L×U(1)Y ×U(1)Y ′

can be deduced from the rank-6 model (see below) so that one of the new gauge bosons

decouples from low energy phenomenology. The remaining (lighter) new gauge bosons Z ′

is in general a mixture of Zψ and Zχ and is assumed to lead to measurable effects at the

collider, and an angle β specifies the orientation of the U(1)′ generator in the E6 group

space, where the values β = 0 and β = π/2 would correspond, respectively, to pure Z ′
χ and

Z ′
ψ bosons, while the value β = − arctan

√
5/3 would correspond to a Z ′

η boson originating

from the direct breaking of E6 to a rank-5 group in superstring inspired models.

2
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Another characteristic of extended models, apart from the Z ′, is the existence of new

matter, new heavy leptons and quarks. In E6 models the fermion sector is enlarged, since

the matter multiplets are in larger representations (the 27 fundamental representation),

that contains, in particular, a vector doublet of leptons. From the phenomenological point

of view it is convenient to classify the fermions present in E6 in terms of their transformation

properties under SU(2). We denote the particles with unconventional isospin assignments

(right-handed doublets) as exotic fermions. We here consider two heavy left- and right-

handed SU(2) exotic lepton doublets [8, 9]

 N

E−



L

,


 N

E−



R

, (4)

and one Z ′ boson, with masses larger than MZ and coupling constants that may be different

from those of the SM. These leptons are called vector leptons because both the left- and

right- handed components transform identically under SU(2). We also assume that the new,

“exotic” fermions only mix with the standard ones within the same family (the electron and

its neutrino being the ones relevant to process (1)), which assures the absence of tree-level

generation-changing neutral currents [10].

Current lower limits on MZ′ obtained from dilepton pair production at the LHC with
√
s = 8 TeV and Lint ≈ 20 fb−1 [11, 12] range in the interval ∼ 2.6−2.9 TeV, depending on

the particular Z ′ model being tested. Already these masses are too high for a Z ′ to be directly

seen at the ILC. However, even at such high masses, Z ′ exchanges can manifest themselves

indirectly via deviations of cross sections, and in general of the reaction observables, from

the SM predictions.

In this paper, we study the indirect effects induced by heavy lepton exchange in W±

pair production (1) at the ILC, with a center of mass energy
√
s = 0.5 − 1 TeV and time-

integrated luminosity of Lint = 0.5 − 1 ab−1. We also present results for a lower energy run

at
√
s = 350 GeV. For early papers on these effects, see Refs. [13–15]. We allow for effects

due to extra Z ′ gauge boson exchange. Indirect effects may be quite subtle, both when it

comes to distinguishing an effect from the SM, and also as far as the identification of the

source of an observed deviation is concerned, because a priori different NP scenarios may

lead to the same or similar experimental signatures. Clearly, then, the discrimination of one

NP model (in our case the E6) from other possible ones needs an appropriate strategy for

analyzing the data.

3
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Recently, the problem of distinguishing the Z ′ effects, once observed in process (1), from

the anomalous gauge couplings, has been studied in [16]. In the AGC models, there is no

new gauge boson exchange, but the WWγ, WWZ couplings are modified with respect to

the SM values, this violates the SM gauge cancellation too and leads to deviations of the

cross sections. We consider the CP-conserving set of such couplings, often referred to as κγ,

κZ , λγ, λZ and δZ [17, 18]. An alternative effective-field-theory approach to these effects

was recently presented [19].

In this note, we extend the analysis of Ref. [16], considering the possibility of uniquely

identifying the effects of heavy neutral lepton exchange from Z-Z ′ mixing within the same

class of E6 models. This is relevant, since in this class of models lepton mixing and Z-Z ′

mixing can be simultaneously present. We also distinguish them from analogous ones due to

competitor models with anomalous trilinear gauge couplings in the process (1) by exploiting

a double polarization asymmetry that will unambiguously identify the heavy exotic-lepton

mixing effects1 and is only accessible with the availability of both beams being polarized

[21].

While the high precision observables determined at LEP severely constrain the elec-

troweak sector [22], they leave room for effects at the energies that are discussed here.

The paper is organized as follows. In Section II, we briefly review the E6 models involving

additional Z ′ bosons and new heavy charged and neutral leptons and emphasize the role

of the heavy neutral lepton and boson mixings in the process (1). Then, in Sect. III we

review the structure of the polarized cross section. In Sect. IV we determine the discovery

reach on the NWe coupling constants, and in Sect. V we determine the identification reach,

i.e., down to what coupling strength such a heavy neutral lepton can be distinguished from

other new-physics effects. Then, in Sect. VI we comment on the 350 GeV option, before

concluding in Sect. VII.

1 This approach was recently exploited for uniquely identifying the indirect effects of s-channel sneutrino

exchange against other new physics scenarios described by contact-like effective interactions in high-energy

e+e− annihilation into lepton pairs [20].
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II. LEPTON AND Z − Z ′ MIXING

A. Weak basis

To describe the formalism for mixing among exotic and ordinary leptons, we start from

the leptonic SU(2) × U(1) × U(1)′ interaction:2

− L = e
(
J̃µemAµ + J̃µZZµ + J̃µZ′Z

′
µ

)
+

g√
2

(
J̃µWWµ + h.c.

)
, (5)

where, in the weak-eigenstate basis, and with V = γ, Z, Z ′, the currents in Eq. (5) can be

written as:

J̃µV =
∑

a

ε̄0
aγ

µQε0

a ε
0
a, J̃µW =

∑

a

η̄0
aγ

µGη0

a ε
0
a, (6)

where the coupling matrices Qε0

a and Gη0

a of the neutral and charged currents are defined by

Eqs. (8) and (11) below. The superscript “0′′ labels the weak-eigenstate basis. Furthermore,

in Eq. (5) we adopt the following notations: e =
√

4παem, g = e/sW , sW = sin θW . In

Eq. (6), we have introduced, with a = (L, R) the left- and right-handed helicities, the

charged and neutral leptons by means of the notation:

ε0
a =


 e0a

E0
a


 , η0

a =


 ν0

a

N0
a


 , (7)

where e and ν are the ordinary SM electron and neutrino, and E and N are the exotic

charged and neutral heavy leptons, which we assume to be doublets under electroweak

SU(2). Furthermore, the neutral current couplings are represented by the matrices Qε0

a =

Qε0

em,a; g
ε0

a ; g′ε0
a , with:

Qε0

em,a =


 −1 0

0 −1


 , gε

0

a =


 ge

0

a 0

0 gE
0

a


 , g′ε0

a =


 g′e0

a 0

0 g′E0

a


 , (8)

for the γ, Z and Z ′, respectively, where (ε0 = e0, E0)

gε
0

a = (T ε
0

3a −Qε0

em,as
2
W )gZ , (9)

and T ε
0

3a is the third isospin component. Furthermore, gZ = 1/sW cW , with cW = cos θW .

2 The needed fermion mixing formalism has been introduced also, e.g., in [15].
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For the Z ′ couplings to fermions in E6 models, we follow the notation of [15]:

g′e0
L = (3A+B)gZ′ , g′e0

R = (A− B)gZ′ ,

g′E0

L = (−2A− 2B)gZ′ , g′E0

R = (−2A+ 2B)gZ′ , (10)

where gZ′ = 1/cW , A = cos β/(2
√

6), B =
√

10 sin β/12.

The charged current couplings read:

Gη0

a =


 Gν0

a 0

0 GN0

a


 (11)

with Gν0

L = 1, Gν0

R = 0, GN0

a = −2TE3a.

B. Fermion mass basis

We introduce mass eigenstates in the same notation as (7):

εa =


 ea

Ea


 , ηa =


 νa

Na


 . (12)

These states are related to the weak eigenstates (7) by the following transformations:

εa = U(ψ1a)ε
0
a; ηa = U(ψ2a)η

0
a, (13)

where the unitary mixing matrices U(ψ1a) and U(ψ2a) diagonalize, respectively, the charged

and neutral fermion mass matrices. U(ψ1a) and U(ψ2a) can be written as:

U(ψ1a) =


 cosψ1a sinψ1a

− sinψ1a cosψ1a


 ≡


 c1a s1a

−s1a c1a


 , (14)

U(ψ2a) =


 cosψ2a sinψ2a

− sinψ2a cosψ2a


 ≡


 c2a s2a

−s2a c2a


 . (15)

Present limits on s2
1a and s2

2a are in general less than 1-2% [9, 23, 24] and mN > 100 GeV

[10]. In the fermion-mass-eigenstate basis one can rewrite the interaction Lagrangian (5) as:

− L = e
(
JµemAµ + JµZZµ + JµZ′Z

′
µ

)
+

g√
2

(JµWWµ + h.c.) , (16)

where

JµV =
∑

a

ε̄aγ
µQε

aεa, JµW =
∑

a

η̄aγ
µGη

aεa. (17)
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Since the gauge fields of Eq. (16) are the same as those of (5), we must have

Qε
a = U(ψ1a)Q

ε0

a U
−1(ψ1a), Gη

a = U(ψ2a)G
η0

a U−1(ψ1a), (18)

and Qε
a = Qε

em,a, g
ε
a, g

′ε
a , with

gεa =


 gea geEa

geEa gEa


 , g′ε

a =


 g′e

a g′eE
a

g′eE
a g′E

a


 , Gη

a =


 Gν

a GνE
a

GNe
a GN

a


 . (19)

It is clear that the electromagnetic current remains diagonal under the rotation (18), and

therefore is not affected by lepton mixing.

In the weak charged currents of Eq. (17) the exotic-lepton mixings modify not only the

left-handed currents but also induce an admixture with the right-handed currents. The off-

diagonal term in JµW of Eqs. (17)–(19) induces NWe couplings which allow an additional t-

channel exotic-lepton-exchange contribution for the process (1) (see Fig. 1). Parametrization

of the mixing-modified νWe and the mixing-induced NWe couplings are summarized in

Eqs. (21) and (22), respectively.

From (18) and (19) one can obtain expressions for the lepton coupling constants:

gea = ge
0

a c
2
1a + gE

0

a s2
1a, g′e

a = g′e0
a c21a + g′E0

a s2
1a; (20)

Gν
L = c1Lc2L − 2TE3L s1L s2L, Gν

R = −2TE3R s1Rs2R; (21)

GNe
L = −s2Lc1L − 2TE3Lc2L s1L, GNe

R = −2TE3R c2Rs1R. (22)

C. Z-Z ′ mixing

Concerning Z-Z ′ mixing, it can be parametrized as

 Z1

Z2


 =


 cosφ sinφ

− sinφ cosφ





 Z

Z ′


 , (23)

where Z, Z ′ are weak eigenstates, Z1, Z2 are mass eigenstates and φ is the Z-Z ′ mixing

angle. Finally, taking Eq. (23) into account, the lepton neutral current couplings to Z1 and

Z2 are, respectively [15]:

ge1a = gea cosφ+ g′e
a sinφ ; ge2a = −gea sinφ+ g′e

a cosφ. (24)

Current limits are of the order φ = (2 − 5) × 10−3 [10].

7

524



III. POLARIZED CROSS SECTION

In the Born approximation the process (1) is described by the set of five diagrams shown

in Fig. 1 and corresponding to mass-eigenstate exchanges (i.e. γ, ν, N , Z1 and Z2), with

couplings given by Eqs. (20)-(22) and (24).

FIG. 1: Feynman diagrams.

The polarized cross section for the process (1) can be written as [15]

dσ
(
P−
L , P

+
L

)

d cos θ
=

1

4

[(
1 + P−

L

) (
1 − P+

L

) dσRL

d cos θ
+

(
1 − P−

L

) (
1 + P+

L

) dσLR

d cos θ

+
(
1 + P−

L

) (
1 + P+

L

) dσRR

d cos θ
+

(
1 − P−

L

) (
1 − P+

L

) dσLL

d cos θ

]
, (25)

where P−
L (P+

L ) are degrees of longitudinal polarization of e− (e+), θ the scattering angle

of the W− with respect to the e− direction. The superscript “RL” refers to a right-handed

electron and a left-handed positron, and similarly for the other terms. The relevant polarized

differential cross sections for e−
a e

+
b → W−

αW
+
β contained in Eq. (25) can be expressed as

[15, 25]

dσabαβ
d cos θ

= C

k=2∑

k=0

F ab
k Ok αβ, (26)

where C = πα2
e.m.βW/2s, βW = (1 − 4M2

W/s)
1/2 the W velocity in the CM frame, and the

helicities of the initial e−e+ and final W−W+ states are labeled as ab = (RL, LR, LL, RR)

and αβ = (LL, TT, TL), respectively. The Ok are functions of the kinematical variables

dependent on energy
√
s, the scattering angle θ and the W mass, MW , which characterize

the various possibilities for the final W+W− polarizations (TT, LL, TL + LT or the sum

over all W+W− polarization states for unpolarized W ’s).

The Fk are combinations of lepton and trilinear gauge boson couplings, gWWZ1 and

gWWZ2 , including lepton and Z-Z ′ mixing as well as propagators of the intermediate states.

8

525



For instance, for the LR case one finds

FLR
0 =

1

16s4
W

[
(Gν

L)2 + rN
(
GNe
L

)2
]2

,

FLR
1 = 2 [1 − gWWZ1g

e
1Lχ1 − gWWZ2g

e
2Lχ2]

2 ,

FLR
2 = − 1

2s2
W

[
(Gν

L)2 + rN
(
GNe
L

)2
]

[1 − gWWZ1g
e
1Lχ1 − gWWZ2g

e
2Lχ2] , (27)

where the χj (j = 1, 2) are the Z1 and Z2 propagators, i.e. χj = s/(s − M2
j + iMjΓj),

rN = t/(t−m2
N), with t = M2

W−s/2+s cos θβW/2, and mN is the neutral heavy lepton mass.

Also, in Eq. (27), gWWZ1 = gWWZ cosφ and gWWZ2 = −gWWZ sinφ where gWWZ = cot θW .

Note that Eq. (27) is obtained in the approximation where the imaginary parts of the Z1

and Z2 boson propagators are neglected, which is fully appropriate far away from the poles.

(Accounting for this effect would require the replacements χj → Reχj and χ2
j → |χj|2 on

the right-hand side of Eq. (27).)

Since the gauge eigenstate Z ′ is neutral under SU(2)L and does not couple to the W+W−

pair, the process (1) is sensitive to a Z ′ only in the case of a non-zero Z-Z ′ mixing. Moreover,

as one can easily see from the formulae above, the s-channel Z2 and the t-channelN exchange

amplitudes arise only in the case of non-vanishing mixing angles. In this case, the expression

for the SM cross section [25] can be obtained from (25) in the limit of vanishing mixing angles.

The first term FLR
0 describes the contributions to the cross section caused by neutrino

ν and heavy neutral lepton N exchanges in the t-channel while the second one, FLR
1 , is

responsible for s-channel exchange of the photon γ and the gauge bosons Z1 and Z2. The

interference between s- and t-channel amplitudes is contained in the term FLR
2 . The RL

case is simply obtained from Eq. (27) by exchanging L → R.

For the LL and RR cases there is only N -exchange contribution,

FLL
0 = FRR

0 =
1

16s4
W

r2
N

(
GNe
L GNe

R

)2
. (28)

Concerning the Ok αβ multiplying the expression in Eq. (28) (see Eq. (26)) their explicit

expressions for polarized and unpolarized final states W+W− can be found in, e.g. [15].

IV. DISCOVERY REACH ON HEAVY LEPTON COUPLINGS

We take “discovery” of new physics to mean exclusion of the Standard Model at a given

confidence level. In the following, this will be the 95% C.L.

9
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A. No Z-Z ′ mixing

Let us start the analysis with a case where there is only lepton mixing and no Z-Z ′

mixing, i.e., φ = 0. Since the mixing angles are bounded by s2
i at most of order 10−2, we

can expect that retaining only the terms of order s2
1, s

2
2 and s1s2 in the cross section (25)

should be an adequate approximation. To do that we expand the couplings of Eqs. (20)-(22)

taking Eq. (9) into account. We find for E6 models, where TE3L = TE3R = −1/2:

GNe
L = s1L − s2L, GNe

R = s1R

geL = ge
0

L , geR = ge
0

R − 1

2
(GNe

R )2gZ ,

Gν
L = Gν0

L − 1
2
(GNe

L )2, Gν
R = s1R s2R. (29)

From Eqs. (27)-(29) one can see that in the adopted approximation the cross section (25)

allows to constrain basically the pair of heavy lepton couplings squared, ((GNe
L )2, (GNe

R )2), it

is not possible to constrain s2
2R, which represents mixing in the right-handed neutral-lepton

sector.

The sensitivity of the polarized differential cross section (25) to the couplings GNe
L and

GNe
R is evaluated numerically by dividing the angular range | cos θ| ≤ 0.98 into 10 equal bins,

and defining a χ2 function in terms of the expected number of events N(i) in each bin for a

given combination of beam polarizations [16]:

χ2 =
∑

{P−
L , P+

L }

bins∑

i

[
NSM+NP(i) −NSM(i)

δNSM(i)

]2

, (30)

where N(i) = Lint σi εW with Lint the time-integrated luminosity. Furthermore,

σi = σ(zi, zi+1) =

zi+1∫

zi

(
dσ

dz

)
dz, (31)

where z = cos θ and polarization indices have been suppressed. Also, εW is the efficiency

for W+W− reconstruction, for which we take the channel of lepton pairs (eν +µν) plus two

hadronic jets, giving εW ≃ 0.3 basically from the relevant branching ratios. The procedure

outlined above is followed to evaluate both NSM(i) and NSM+NP(i).

The uncertainty on the number of events δNSM(i) combines both statistical and system-

atic errors where the statistical component is determined by δN stat
SM (i) =

√
NSM(i). Con-

cerning systematic uncertainties, an important source is represented by the uncertainty on

10
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beam polarizations, for which we assume δP−
L /P

−
L = δP+

L /P
+
L = 0.5% with the “standard”

envisaged values |P−
L | = 0.8 and |P+

L | = 0.6 [21]. As for the time-integrated luminos-

ity, for simplicity we assume it to be equally distributed between the different polarization

configurations. Another source of systematic uncertainty originates from the efficiency of

reconstruction of W± pairs which we assume to be δεW/εW = 0.5%. Also, in our numerical

analysis to evaluate the sensitivity of the differential distribution to model parameters we

include initial-state QED corrections to on-shell W± pair production in the flux function

approach [26–30] that assures a good approximation within the expected accuracy of the

data.

As a criterion to derive constraints on the coupling constants in the case where no de-

viations from the SM were observed within the foreseeable uncertainties on the measurable

cross sections, we impose that

χ2 ≤ χ2
min + χ2

CL, (32)

where χ2
CL is a number that specifies the chosen confidence level, and χ2

min is the minimal

value of the χ2 function.
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FIG. 2: Discovery reach (95% C.L.) on the heavy neutral lepton couplings (GNe
L )2 and (GNe

R )2

obtained from differential polarized cross sections with (P−
L = ±0.8, P+

L = ∓0.6) and different sets

of W± polarizations. Here,
√

s = 0.5 TeV, Lint = 0.5 ab−1 and mN = 0.3 TeV.

From the numerical procedure outlined above, we obtain the allowed regions in (GNe
L )2

and (GNe
R )2 determined from the differential polarized cross sections with different sets of
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polarization (as well as from the unpolarized process (1)) depicted in Fig. 2, where Lint =

500 fb−1 has been taken [21].

The results of a further potential extension of the present analysis are also shown in Fig. 2

where the feasibility of measuring polarized W± states in the process (1) is assumed. This

assumption is based on the experience gained at LEP2 on measurements of W polarisation

[31]. The method exploited for the measurement of W polarisation is based on the spin

density matrix elements that allow to obtain the differential cross sections for polarised W

bosons. Information on spin density matrix elements as functions of the W− production

angle with respect to the electron beam direction was extracted from the decay angles of

the charged lepton in the W− (W+) rest frame. The relevant theoretical framework for

measurement of W± polarisation was described in [18, 25].

In Fig. 2, we consider different cases of polarizedW s, withWL andWT referring to longitu-

dinally and transversely polarized W s, respectively. As shown in the figure, dσ(W+
LW

−
L )/dz

is most sensitive to the parameters (GNe
L )2 and (GNe

R )2 while dσ(W+
T W

−
T )/dz has the low-

est sensitivity to those parameters. The bounds on heavy lepton couplings obtained from

dσ(W+
T W

−
T )/dz are not presented here as they are outside of the range shown in Fig. 2. The

role of W polarization is seen to be essential in order to set meaningful finite bounds on the

NWe couplings.

The obtained bounds are reminiscent of arcs of circles in the (GNe
L )2-(GNe

R )2 plane. This

reflects the fact that the deviations in the LR and RL cross sections are approximately

the same for the right-handed and left-handed couplings (recall that TE3L = TE3R) and thus

approximately behave as (GNe
L )4 + (GNe

R )4.

In this Fig. 2, we considered a fairly low mass, mN = 0.3 TeV. As one can see from Fig. 3

the constraints on heavy lepton couplings become more severe for larger values of mN . The

point is that the deviation of the cross section induced by the lepton mixing, from the SM

prediction can be expressed, e.g., for the LR case, as

∆σLR ≡ σNP − σSM ∝ (GNe
L )2 (1 − rN), (33)

where we have used Eqs. (27) and (29). This structure (1 − rN) arises from negative inter-

ference between a mixing contribution to ν exchange and the N -exchange contribution. It

reflects the decreasing impact of the heavy neutrino exchange contribution to ∆σLR, since

at large values of mN the last term will be small. This leads to a better sensitivity on the
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mixing angles with increasing mN . The analogous dependence also holds for ∆σRL case.
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FIG. 3: Same as in Fig. 2 but obtained from the differential polarized cross sections dσ(W+
L W−

L )/dz

only, with (P−
L = ±0.8, P+

L = ∓0.6) and different values of the lepton mass mN = 0.3 TeV, 0.6

TeV, 1 TeV and mN → ∞. Here,
√

s = 0.5 TeV and Lint = 0.5 ab−1.

B. Including Z-Z ′ mixing

Now we turn to the generic case where both lepton mixing and Z-Z ′ mixing occur, so that

the leptonic coupling constants are as in Eq. (24) and the Z1, Z2 couplings to W± are as in

Eq. (27). In this case, in order to evaluate the influence of the Z-Z ′ mixing on the allowed

discovery region on the heavy lepton coupling plane ((GNe
L )2, (GNe

R )2) one should vary the

mixing angle φ within its current constraints which depend on the specific Z ′ model [32],

namely −0.0018 < φ < 0.0009 for the ψ model and −0.0016 < φ < 0.0006 for the χ model.

Within a specific Z ′ model and with fixed mN , the χ2 function basically depends on three

parameters: φ, GNe
L and GNe

R . In this case, Eq. (32) describes a tree-dimensional surface.

Its projection on the ((GNe
L )2, (GNe

R )2) plane demonstrates the interplay between leptonic

and Z-Z ′ mixings. Fig. 4 shows, as a typical example, the results of this analysis for the

χ-model (left panel) and the ψ-model (right panel), respectively, with fixed mN = 0.3 TeV.

As one can see, the shapes of the allowed regions for the coupling constants GNe
L and GNe

R
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FIG. 4: Discovery reach at 95% CL on the heavy neutral lepton coupling plane ((GNe
L )2, (GNe

R )2)

at mN = 0.3 TeV in the case where both lepton mixing and Z-Z ′ mixing are simultaneously

allowed for the Z ′
χ model (left panel) and the Z ′

ψ model (right panel), obtained from combined

analysis of polarized differential cross sections dσ(W+
L W−

L )/dz at different sets of polarization,

P−
L = ±0.8, P+

L = ∓0.6, at the ILC with
√

s = 0.5 TeV and Lint = 1 ab−1. The dashed curves

labelled “φ = 0” refer to the case of no Z-Z ′ mixing.

are quite dependent on the Z ′ model and different for these two cases. From the explicit

calculation it turns out that this is due to the different relative signs between the lepton and

Z-Z ′ mixing contributions to the deviations of the cross section ∆σ.

Concerning Fig. 4 and the corresponding analysis for the χ and ψ models, we should note

that the bounds on the lepton couplings (GNe
L )2 and (GNe

R )2 are somewhat looser than in

the case φ = 0 discussed above (roughly, by a factor as large as two), but still numerically

competitive with the current situation. Also, we can remark that the cross sections for

longitudinal W+W− production provide by themselves the most stringent constraints for

this model.

Finally, one should note that although the discovery reach on the lepton couplings (GNe
L )2

and (GNe
R )2 obtained from polarized differential cross sections is quite dependent on the Z ′

model, this is not the case for the identification reach as the double beam polarization

asymmetry ANdouble is basically independent of the Z-Z ′ boson mixing.
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V. IDENTIFICATION OF HEAVY LEPTON EFFECTS WITH Adouble

By “identification” we shall here mean exclusion of a certain set of competitive mod-

els, including the SM, to a certain confidence level. For this purpose, the double beam

polarization asymmetry, defined as [20, 33, 34]

Adouble =
σ(P1,−P2) + σ(−P1, P2) − σ(P1, P2) − σ(−P1,−P2)

σ(P1,−P2) + σ(−P1, P2) + σ(P1, P2) + σ(−P1,−P2)
, (34)

is very useful. Here P1 = |P−
L |, P2 = |P+

L |, and σ(±P1,±P2) denotes the polarized integrated

cross section determined within the allowed range of theW− scattering angle (or cos θ). From

Eqs. (25) and (34) one finds for the Adouble of the process (1)

Adouble = P1P2
(σRL + σLR) − (σRR + σLL)

(σRL + σLR) + (σRR + σLL)
. (35)

We note that this asymmetry is only available if both initial beams are polarized.
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FIG. 5: Double beam polarization asymmetry Adouble for the production of unpolarized W± as a

function of neutral heavy lepton mass mN for different choices of couplings
√

GNe
L GNe

R (attached to

the lines) at the ILC with
√

s = 0.5 TeV (left panel) and
√

s = 1.0 TeV (right panel), Lint = 1 ab−1.

The solid horizontal line corresponds to ASM
double = AZ′

double = AAGC
double. The error bands indicate the

expected uncertainty in the SM case at the 1-σ level.

It is important to also note that the SM gives rise only to σLR and σRL such that the

structure of the integrated cross section has the form

σSM =
1

4

[(
1 + P−

L

) (
1 − P+

L

)
σRLSM +

(
1 − P−

L

) (
1 + P+

L

)
σLRSM

]
. (36)
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This is also the case for anomalous gauge couplings (AGC) [25], and Z ′-boson exchange

(including Z-Z ′ mixing and Z2 exchange) [16]. The corresponding expressions for those

cross sections can be obtained from (36) by replacing the specification SM → AGC and Z ′,

respectively. Accordingly, the double beam polarization asymmetry has a common form for

all those cases:

ASM
double = AAGC

double = AZ′
double = P1P2 = 0.48, (37)

where the numerical value corresponds to the product of the electron and positron degrees

of polarization: P1 = 0.8, P2 = 0.6. Eq. (37) demonstrates that ASM
double, A

AGC
double and AZ′

double

are indistinguishable for any values of NP parameters, AGC or Z ′ mass and strength of Z-Z ′

mixing, i.e. ∆Adouble = AAGC
double − ASM

double = AZ′
double − ASM

double = 0.

On the contrary, the heavy neutral lepton N -exchange in the t-channel will induce non-

vanishing contributions to σLL and σRR, and thus force Adouble to a smaller value, ∆Adouble =

ANdouble − ASM
double ∝ −P1P2 r

2
N

(
GNe
L GNe

R

)2
< 0 irrespectively of the simultaneous lepton and

Z-Z ′ mixing contributions to σRL and σLR. A value of Adouble below P1P2 can provide a

signature of heavy neutral lepton N -exchange in the process (1). All those features in the

Adouble behavior are shown in Fig. 5, where we consider unpolarized W s.

The identification reach (ID) on the plane of heavy lepton coupling ((GNe
L )2, (GNe

R )2) (at

95% C.L.) for various lepton masses mN plotted in Fig. 6 is obtained from conventional χ2

analysis with Adouble. In that case the χ2 function is constructed as χ2 = (∆Adouble/δAdouble)
2

where δAdouble is the expected experimental uncertainty accounting for both statistical and

systematic components. Note that discovery is possible in the green and yellow regions,

whereas identification is only possible in the green region. The hyperbola-like limit of the

identification reach is due to the appearance of a product of the squared couplings (GNe
L )2

and (GNe
R )2 in the deviation from the SM cross section, given by Eq. (28).

It should be stressed that the identification reach is independent of the Z ′ model assumed,

whereas the discovery reach is not. In fact, in the lower left corner of these figures, we show

how the discovery reach gets modified if we allow for Z-Z ′ mixing within the Z ′
χ model (cf.

Fig. 4).
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FIG. 6: Left panel: discovery (DIS) and identification (ID) reaches at 95% CL on the heavy

neutral lepton coupling plane ((GNe
L )2, (GNe

R )2), obtained from a combined analysis of polarized

differential cross sections dσ(W+
L W−

L )/dz at different sets of polarization, P−
L = ±0.8, P+

L = ∓0.6,

and exploiting the double polarization asymmetry. Furthermore, mN = 0.3 TeV,
√

s = 0.5 TeV

and Lint = 1 ab−1. Right panel: similar, with
√

s = 1.0 TeV and for mN = 0.6 TeV. The dashed

curves labelled “φ = 0” refer to the case of no Z-Z ′ mixing, whereas the outer contour labelled

“DIS” refer to the minimum discovery reach in the presence of mixing.

VI. DISCOVERY AND IDENTIFICATION REACH AT
√

s = 350 GEV

In view of the possibility of a staged ILC construction, we would like to comment on the

possibility of obtaining bounds on heavy neutral leptons at 350 GeV. As illustrated in Fig. 7,

polarized beams would already at this low energy allow to place a limit on possible NWe

couplings, in particular at low masses mN . In this figure we explore masses beyond the

corresponding kinematical reach. Even at this rather low energy there is already sensitivity

to discover heavy lepton couplings in the range of G2 ∼ 10−3 for low masses and up to

G2 ∼ 5×10−4 for heavy masses mN and with an assumed integrated luminosity of 500 fb−1.

It is seen that one can identify heavy-lepton-mixing effects for masses up to mN ∼ 400 GeV.

Discovery is seen to become more sensitive at higher masses, since the effect is approxi-

mately proportional to 1 − rN , whereas for identification the sensitivity is governed by rN ,

and thus becomes less efficient at higher masses. For higher beam energy, both sensitivities
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improve.

VII. CONCLUDING REMARKS

In this note we have studied the process e+e− → W+W− and seen how to uniquely

identify the indirect (propagator and exotic-lepton mixing) effects of a heavy neutral lepton

exchange in the t-channel. Discovery of new physics, meaning exclusion of the Standard

Model, does not depend on having both initial beams polarized, but the sensitivity is im-

proved with beam polarization. Such “discovery” could be due to the existence of a Z ′,

anomalous gauge couplings, or the effect of a heavy neutral lepton. The potential of the

ILC to discover heavy lepton effects depends on the possible presence of a Z ′ contribution,

and is vastly improved if one is able to determine the polarization of the produced W s.

Identification of such new physics effect as being due to a heavy neutral lepton exchange,

as opposed to a Z ′ or AGC can be achieved via the determination of a double polarization

asymmetry. This identification of heavy-lepton admixture is independent of the strength of

any Z-Z ′ mixing, as well as the Z ′ model, but requires having both initial beams polarized.
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The main goal of the study is the update of the hit rates in ILD detectors to account for the changes in
the detector geometry and beam characteristics from the time of the LOI [1], to be included into DBD
[2]. Both 500GeV and 1TeV options are considered. The comparison of the hits rates with the most
up-to-date setup of ILD (o1 v05) with those reported in [1, 3] revealed a dramatic increase (factor ∼
20) of the hit rates in the VTX and other detectors. A detailed study has shown that these are mainly
caused by particles backscattering from the BCal area, instead of being guided to the beam exit by
the anti-DID field version X03. It has been found that the previous version of the anti-DID, fieldX02,
despite being slightly unphysical in large radii in the region of the TPC, directs the pair background
more accurately into the beam exits, producing significantly less backscatter hits, and hence should be
used in the estimate of the hit density in the ILD.

1 Introduction

High energies and luminosities that are mandatory requirements for next-generation electron-positron collid-
ers come at the price of the so-called beamstrahlung [4] – an intense production of charged electron-positron
pairs resulting from bremsstrahlung of initial beam particles pass through the highly focused and boosted
EM fields of the oncoming bunches of the colliding beam. While most of these particles are high-energetic
and follow the trajectory of the incoming beam and are dumped in the corresponding beam exits, some
low-energy particles produce direct hits or showers in the detectors or in the support materials, which then
backscatter into the detector. Guided by the solenoid field of the ILD these low-energy particles may curl
for a relatively long time and create a large amount of hits in the nearby detectors, possibly saturating these
and distorting the physics measurement. Such beam-induced backgrounds can be reduced by applying a
special (dipole) magnetic field on top of the usual solenoid field of the detector which would guide those low-
energetic background out of the sensitive area. For the ILD with 14mrad crossing angle the minimization of
such backgrounds is achieved by applying an anti-DID [5, 6] field. Several studies [7, 8] have been performed
in the past with various detector geometries, beam parameters and magnetic field configurations, in order to
make sure that the hit loads created by such pair backgrounds in individual detector components are within
safe boundaries. This note reports the recent results of the detector occupancies using the most up-to-date
(for the moment) version of ILD setup o1 v05, included in [2], and compares those with the corresponding
values of the previous publication [1].

2 Simulation of the events

For this studies ee-pairs generated by the GuineaPig [9] package were used for beam energies 500GeV and
1000GeV, beam setup options TDR ws and B1b ws, respectively. In comparison with the previous study for
[1] where the nominal and low-power options were considered, the number of bunches is reduced (by factor 2
in 500GeV case, and by 10% for 1TeV), but the bunches are compressed in z-direction, and travelling focus
technique is used to increase the luminosities[10]. The output of this generator is stored in ascii files, with
a single bunch-crossing in each, containing 50-400k particles. As this number of particles is way too large
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to be digested by the Mokka[11] simulation package as a single event, these input are split into chunks of
semi-arbitrary size and processed separately, then joined together to calculate occupancies or overlay with
physics events, based on luminosity.

The pair background files have been processed with Mokka, initially using the o1 v05 detector geometry
with the default settings and ILC softare v01-14-p00. Further studies have been made using the v01-16-01
version of the ILC software, which didn’t reveal any differences in the hit rates obtained with the v01-14-p00
version with identical detector setups.

In the simulation, the Mokka options /Mokka/init/TPCLowPtStepLimit true and /Mokka/init/TPCCut 0 keV
were used. The default value of 10mm for TPC step length has been used (TPC max step length = 10 in
Mokka).

3 Calculation of the hit rates

For the sake of consistency the procedure of the hit rate calculation has been kept as close as possible to
that used in the LOI. The initial GuineaPig pair background files have been simulated using the correspond-
ing detector geometry model, then processed through a simple Marlin [12] processor looping through all
collections and counting the hits in the detectors. One exception was the TPC, where the raw number of
hits produced in simulation doesn’t reflect the actual detector occupancy due to certain arbitrariness in the
choice of the assignment of the spacepoints by Mokka. Hence it was decided to have the TPC hits digitized
by the corresponding standard processor (TPCDigiProcessor) in Marlin and only then count the hits. Since
the previous study made for the LOI [1, 8] lacked the TPCLowPt collection where the relevant particles
creating the largest amount of hits are stored, the hit rates quoted in both old and new documents are not
suitable for direct comparison.

3.1 Error calculation

The errors on the hit rates are calculated by merely extracting the RMS from a certain number of bunch
crossings analyzed (between 100 and 300, depending on the setup). While the statistical accuracy of the
extraction was sufficient for most of the detectors, in some rare cases the low-energetic back-scattered particles
created an enormous amount (e.g. an order of magnitude higher than usual) of hits in some detectors by
curling around the solenoid field lines. Hence the uncertainty on the hit rates remained high despite the
abundance of statistics generated.

4 Differences in setups of LOI and DBD

Figure 1: Different BCal
models used

For the LOI studies the hit rates were extracted using the v01-06-fw version of
the ILC software, with Mokka version 06-07-patch02 and the geometry model
ILD 00fw. The current study uses v16-01 of the ILC software, Mokka version
08-00-03 and the geometry model ILD o1 v05. While there were plenty of
changes within the two geometry models, the main focus of this study was on
the BCal geometry and the anti-DID field map. The BCal was changed from
model version BCal08 (with circular holes for incoming and outgoing beams)
back to BCal01 (with a keyhole shape filled with graphite to reduce the soft
backscattering). Similarly, the anti-DID field version fieldX02 used for the
LOI studies was shown [13] to have slightly unphysical field lines at high radii
(roughly at TPC level), and has been replaced by fieldX03 which has more
natural shape of the field lines, while being slighly larger in magnitude.

5 Background rates with the default settings of o1 v05

The comparison of the hit rates using the default setting of the ILD o1 v05 geometry (e.g. BCal08+fieldX03)
with the older ones revealed significantly higher (roughly factor 20!) counts in the vertex detector as well as
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different angular distribution of the hits, as can be seen on Fig. 2(figure need to be reproduced to correct the
labelling). The hits in the new study are clearly asymmetric, hitting mostly one side of the vertex detector.
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Figure 2: Left: LOI, Right: DBD. The pair background hit distributions in VXD X/Y plane.

The study of the origin of the particles (MCParticle collection) revealed that the majority of the extra
hits in the new geometry arise from the area close to BCal and further downstream beampipes (see Fig. 3
need to redo the figure to correct the labels).
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Figure 3: The z-origin of MCParticles creating hits in
the vertex detector.

To study the cause of the increased background
rates additional simulations were made using com-
binations of old and new BCal geometries (BCal08
and BCal01) and magnetic field versions (fieldX02,
fieldX03 or SField01). Each simulation for 1TeV
case was made using 100 bunch crossings.

Already the first results proved that the differ-
ence in the BCal geometry didn’t cause any serious
differences in the hit rates, but rather the changed
anti-DID field. A comparison of the field strengths
has revealed that fieldX03 has slightly larger mag-
nitude than fieldX02, as can be seen on Figure 4.
This results in a stronger than necessary kick side-
ways for a large amount of low-energetic pair parti-
cles that hit the tungsten and graphite in the BCal
and therefore cause backscatter hits. In fact, the in-
crease in the background rates have been observed
in [13] already, but not directly attributed to the changed field.

6 Background hits with fieldX02
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Figure 4: The z-origin of MCParticles creating hits in
the vertex detector.

As the geometry of the BCal has been shown to play
no significant role in the surplus of the background
hits it has been decided to use the simulation with
the default BCal geometry for ILD o1 v05 and only
“downgrade” the anti-DID field to fieldX02, as used
in LOI studies. The resulting hit rates are presented
in Table 2. In comparison with the values obtained
for the LOI (see Table 1) the hit rates in the vertex
detectors have increased slightly due to the modified
beam parameters (shorter bunches, higher luminos-
ity per bunch etc.). Similarly, the increase of the hit
rates in the ECal and HCal also gets contribution
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Subdetector Units Layer Nom-500 Low-P-500 Nom-1000
VTX-DL hits/cm2/BX 1 3.214±0.601 7.065±0.818 7.124±1.162

2 1.988±0.464 4.314±0.604 4.516±0.780
3 0.144±0.080 0.332±0.107 0.340±0.152
4 0.118±0.074 0.255±0.095 0.248±0.101
5 0.027±0.026 0.055±0.037 0.046±0.036
6 0.024±0.022 0.046±0.030 0.049±0.044

SIT hits/cm2/BX 1 0.017±0.001 0.031±0.007 0.032±0.012
2 0.004±0.003 0.016±0.005 0.008±0.002

FTD hits/cm2/BX 1 0.013±0.005 0.031±0.007 0.019±0.006
2 0.008±0.003 0.023±0.007 0.013±0.005
3 0.002±0.001 0.005±0.002 0.003±0.001
4 0.002±0.001 0.007±0.002 0.004±0.001
5 0.001±0.001 0.006±0.002 0.002±0.001
6 0.001±0.001 0.005±0.002 0.002±0.001
7 0.001±0.001 0.007±0.002 0.001±0.001

SET hits/BX 1 5.642±2.480 57.507±10.686 13.022±7.338
2 5.978±2.360 59.775±8.479 13.711±7.606

TPC hits/BX - 408±292 3621±709 803±356
ECAL hits/BX - 155±50 1176±105 274±76
HCAL hits/BX - 8419±649 24222±744 19905±650

Table 1: (LOI) Pair induced backgrounds in the subdetectors for nominal (500 GeV and 1 TeV) and Low-P
(500 GeV) beam parameters. The numbers for the ECAL and the HCAL are summed over barrel and
endcaps. For the vertex detecor, the double-layer option has been chosen for this simulation, the numbers
for the single-layer option differ. The errors represent the RMS of the hit distributions of the simulation of
≈ 100 bunch crossings (BX).

from more complete description of the cabling and
holding structures of the detectors. As mentioned in
4, the numbers obtained for the TPC use somewhat
different counting scheme, hence a direct compari-
son isn’t fully valid here. While the hit rates in FTD

increased significantly w.r.t. the values of the previous study (still remaining in the safe boundaries), the
SET and SIT register only very few hits per bunch train in the current setup, a feature isn’t yet studied
thoroughly.

7 Summary

The active ongoing development of both the accelerator and the detector components requires also a regular
monitoring of the pair backgrounds as one of the largest contributions in some of the detector occupancies,
and a corresponding adjustment of the protective magnetic fields. The current study has shown that the
current version of the anti-DID fieldX03 overcorrects the trajectories of the low-energetic pair particles
causing subsequent backscattering which could potentially distort the physics measurement. Using an earlier
version of the fieldX02 allows a reasonable estimate of the pair backgrounds, despite some minor deficits of
that field at higher radii. In comparison with the earlier results, there is a slight increase of the backgrounds
in the vertex detector, caused by the modifications in the beam parameters and more complete description of
the detector holding structures and cabling in GEANT. It is obvious that the elimination of these unphysical
features of the anti-DID field shall be performed while keeping the background levels at acceptable levels.

Data file locations Guinea-Pig generated files for beam energies of 500GeV and 1TeV are located (on
GRID) in directories /grid/ilc/prod/ilc/mc-dbd/generated/500-TDR ws/eepairs and /grid/ilc/prod/ilc/mc-
dbd/generated/1000-B1b ws/eepairs , respectively, with one full bunch train in each.

The simulated LCIO files for standard geometry setup can be found on GRID in /grid/ilc/prod/ilc/mc-
dbd/ild/sim/500-TDR ws/eepairs/ILD o1 v05/v01-14-01-p00 and /grid/ilc/prod/ilc/mc-dbd/ild/sim/1000-
B1b ws/eepairs/ILD o1 v05/v01-14-p00 for 500 and 1000 GeV beam energies, respectively.
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Sub-detector Units Layer TDR ws 500 GeV B1b ws 1000 GeV

VTX-DL hits/cm2/BX 1 6.320 ± 1.763 11.774 ± 0.992
2 4.009 ± 1.176 7.479 ± 0.747
3 0.250 ± 0.109 0.431 ± 0.128
4 0.212 ± 0.094 0.360 ± 0.108
5 0.048 ± 0.031 0.091 ± 0.044
6 0.041 ± 0.026 0.082 ± 0.042

SIT hits/cm2/BX 1 0.0009 ± 0.0013 0.0016 ± 0.0016
2 0.0002 ± 0.0003 0.0004 ± 0.0005

FTD hits/cm2/BX 1 0.072 ± 0.024 0.145 ± 0.024
2 0.046 ± 0.017 0.102 ± 0.016
3 0.025 ± 0.009 0.070 ± 0.009
4 0.016 ± 0.005 0.046 ± 0.007
5 0.011 ± 0.004 0.034 ± 0.005
6 0.007 ± 0.004 0.024 ± 0.006
7 0.006 ± 0.003 0.022 ± 0.006

SET hits/BX 1 0.196 ± 0.924 0.588 ± 2.406
2 0.239 ± 1.036 0.670 ± 2.616

TPC hits/BX - 216 ± 302 465 ± 356

ECAL hits/BX - 444 ± 118 1487 ± 166

HCAL hits/BX - 18049 ± 729 54507 ± 923

Table 2: (DBD) Pair induced backgrounds in the subdetectors for nominal 500 GeV and 1 TeV collision
energy beam parameters. The numbers for the ECAL and the HCAL are summed over barrel and endcaps.
For the vertex detecor, the double-layer option has been chosen for this simulation. The TPC hits are the
digitised hits that would be written to the data acquisition system. The errors represent the RMS of the hit
number fluctuations of ≈ 100 bunch crossing (BX) simulations.

The simulated LCIO files for ILD o1 v05 with fieldX02 for 1TeV can be found on NAF(HH) in subdirecto-
ries of /scratch/hh/dust/naf/ilc/user/dich/projects/beam/mokka/ . The simulated files for 500GeV case with
the anti-DID fieldX02 can be found on GRID in /grid/ilc/prod/ilc/mc-dbd/ild/sim/500-TDR ws/eepairs/ILD o1 v05/v01-
14-01-p00 fieldX02 directory.
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Abstract

The success of the linear collider depends upon the luminosity achieved
at the interaction region. The nominal luminosity of 2x1034 [cm−2 s−1] for
the current ILC design can be significantly reduced by various reasons such
as beam-beam effects at the interaction point, misalignment of the beams
or the distortion in the bunch shape due to short-range wakefields. The
latter, so-called ”banana” effect, can also lead to a significant (10%-15%)
luminosity loss even for perfectly aligned bunches. The results discussed
in this paper suggest that previously this effect was underestimated for
the ILC parameter sets.

1 Introduction

The luminosity is the measure of the interaction probability of the colliding
beams. The high luminosity at the interaction point is a key issue for the future
linear collider program. It can be written as

L =
nbN

2frep

4πσxσy
× HD (1)

where nb is the number of bunches per train, N is the number of particles per
bunch and frep is the repetition rate of bunch trains. The transverse sizes σx,y

of the bunch are determined by the so-called Twiss parameters βx,y of the accel-
erator lattice and the emittance of the beam ϵ as σx,y =

√
βx,yϵ. The parameter

HD is the pinch enhancement factor, which describes the increase in luminosity
due to the extra focusing of the bunch by the field of the opposite bunch. The

∗Work supported by the German Federal Ministry of education and research, Joint Re-
search project R&D Accelerator ”Spin Management”, contract N 05H10CUE

†larisa.malysheva@desy.de
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number of particles per bunch N cannot be increased beyond some limits as
the dense bunch population can lead to various bunch-bunch instabilities.Thus
for the nominal luminosity of the ILC of order of 1034 [cm−2 s−1] very small
transverse beam sizes (nanometers) and a beam power of order of 10 MW are
required. The production of a beam with the required small transverse charac-
teristics is a challenge. In addition, if the vertical bunch size σy

1 is small at the
interaction point (IP) so does the vertical beta function βy but then the beam

divergence grows as
√

ϵ/βy. However, if βy is smaller then the bunch length σz

this hourglass effect will reduce the luminosity. It had been demonstrated in
reference [1] that the use of the special focusing regime, so-called “travelling fo-
cus” [2], might overcome the hourglass effect by arranging the tail and the head
of the bunches to be focused at proportionally displaced longitudinal position.
In principle the use of this scheme could provide additional 30% of luminosity.

Finally the nominal luminosity calculated for an “ideal” case can be sig-
nificantly reduced in the presence of the orbital/angular misalignments of the
beam. The examples of such sensitivity for some parameter sets of the Interna-
tional Linear Collider can be found in reference [3] where the influence of orbital
and angular beam-beam offsets were investigated. This paper is an update of
reference [3] and evaluates the influence of misalignments and bunch shape dis-
tortions for different ILC parameter sets including that of the ’travelling focus’.

2 Luminosity loss due to orbital or angular off-
set for the ILC.

2.1 The new parameter sets for the ILC.

Since the publication of the Reference Design Report (RDR) [4] important
changes have been suggested in order to reduce the cost of the ILC. In Ta-
ble 1 the comparison of these new parameter sets [5] with the former RDR
parameter set is given. Three new sets, i.e. “SB2009”, “Low Charge” and
“New Low Charge” are based on the reduction of the cost of the machine via
the reduction of the charge per bunch train which leads to a smaller spatial
extent of the machine and lower power supply. It should be noticed that the
production of short bunches will require a two stage bunch compressor while
the SB2009 design for the ILC has a one stage bunch compressor.

The “SB2009” is based on the application of the so-called “travelling focus”
regime [1]. The alternative “Low Charge” (LC) and “New Low Charge” (J.
Gao) parameter sets based on the reduction of the number of particles per bunch
and on the reduction of the bunch length, could also provide the luminosity of
2 × 1034 [cm−2 s−1]. In Table 1 the nominal luminosity values were calculated
with the guineapig++ simulation code [6] which is C++ version of GUINEA-
PIG [7].

1The use of the flat beams with σx ≪ σy are typical for the linear collider. Thus the
example is given for vertical beam size σy and vertical beta function βy .
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Table 1: The ILC parameter sets
RDR SB2009 Low Charge New Low Charge

Nparticles 2x1010 2x1010 1x1010 1x1010

Nbunches 2625 1320 5640 2625
βx/βy [mm] 20/0.4 11/0.2 12/0.2 8/0.166
γϵx [µm] 10 10 10 10
γϵy [µm] 40 36 30 10
σx[nm] 639 474 495 404
σy[nm] 5.7 3.8 3.5 2.0
σz[µm] 300 300 150 166
Dy 19.0 38.4 10.0 24.0
Lumi.×1034[cm−2s−1] 1.97 1.96 1.96 2.12

2.2 Study of the effects of orbital and angular offsets on
luminosity.

The nominal luminosity for the ILC should be delivered even in the case of
the new parameter sets for reduced beam power. The beam power is directly
proportional to the centre-of-mass energy ECM as

Pbeam = ECMnbNfrep (2)

It follows from Eq. 1 and Eq. 2 that the luminosity is directly proportional to
the beam power.

The luminosity is very sensitive to orbital and angular offsets of the inter-
acting bunches. This effect was studied for all three new parameter sets and
compared with the former RDR parameter set. The value of luminosity for the
different orbital (Fig.1a) and angular (Fig.1b) offsets was normalised with re-
spect to the nominal luminosity and plotted as function of the relative vertical
orbital offset ∆y/σy or as a function of the relative vertical bunch divergence

αy/θy where θy =
√

(ϵy/βy).
It was found that the Low Charge (LC) parameter set is less sensitive to

the orbital bunch displacement at the interaction point, while the values for the
New Low Charge (J. Gao) set are very close to those of the RDR parameter
set. As expected, the travelling focus (SB2009) regime has proved to be more
sensitive to the orbital offsets compared to the other sets of parameters. The
same parameter sets were used for the luminosity calculations in the presence of
angular offsets. For the travelling focus regime the relative luminosity loss could
be of order of 60%, while the Low Charge (LC) option gives a relatively small
loss of luminosity ≈ 12% . It can be explained by the fact that for the LC set
the disruption parameter Dy is nearly 4 times smaller than the Dy parameter
for the travelling focus regime. The behavior of the New Low Charge (J. Gao)
regime is again close to the RDR parameter set.

3

548



Figure 1: The ILC 500 GeV centre-of-mass energy parameter sets. Scans of
effects of orbital a) and angular b) offsets on the normalized luminosity.

3 “Banana shape” bunches and the luminosity
for the ILC.

3.1 “Banana shape ” bunches.

In the presence of short range wakefields the originally gaussian bunches are
distorted. This effect is often referred as “banana shape ” bunches. Despite
the relatively small change in the beam emittance the impact on the luminosity
can be significant. For the TESLA lattice the effect of “banana shape” bunches
was previously studied in [8] and for an emittance growth ≈ 6% the relative
luminosity loss is 30% even without any orbital or angular offsets was reported.
This effect can be compensated by a very sophisticated feed-back system. A
similar behavior can be confirmed explicitly by the orbital offset scans for the
new parameter sets of the ILC and “banana shape” bunches.

In Figure 1 the sensitivity of the Gaussian beams to various orbital and
angular offsets is demonstrated for 4 different parameter sets for the ILC. In
all four cases the maximum luminosity is achieved at zero orbital and angular
offset and the presence of any of such offsets can reduce the luminosity dra-
matically. In addition, for the Gaussian beam the maximum luminosity value
corresponds to the minimum value of beam-beam vertical kick angle. Neverthe-
less this property does not hold for the distorted bunches. For the non-gaussian
beams the maximum luminosity may occur at the non-zero value of orbital (or
angular) offset. It is demonstrated in Fig.2 where the maximum attainable lu-
minosity for “banana shaped“ bunches of the SB2009 parameter set is achieved
at 0.5∆y/σy fractional orbital offset and −16 [µrad] vertical beam-beam kick
angle. Finally, the non-Gaussian shape of bunches can significantly reduce the
maximum attainable luminosity even in the absence of orbital offsets. In Fig.3

4

549



Figure 2: The SB2009 parameter set. Blue: The normalised luminosity for a
non-Gaussian ( “banana shaped“ bunch with 1% vertical emittance growth as
a function of the orbital offset. Red: The corresponding vertical kick angle to
achieve the luminosity given in the blue curve.

the normalized luminosity is given as function of the vertical beam-beam kick
angle for Gaussian and non-Gaussian ”banana” beams for the SB2009 param-
eter set where the combination of two bunches with similar linear orbital tilt
(+O/+O) results in ≈ 11% of luminosity loss.

3.2 The emittance growth. Linearised model.

For the relativistic beam the square of the RMS emittance ϵ is given by the
determinant of the covariance (σ) matrix as

ϵ2 = det σ = ⟨y2⟩⟨y′ 2⟩ − ⟨yy′⟩2 (3)

In the presence of additional orbital(∆y) and/or the angular (∆y′) kicks the
beam vertical phase-space is changed according to

y = y + ∆y

y′ = y′ + ∆y′ (4)

and the new perturbed emittance ϵper can be found as function of the beam
Twiss parameters α, β,γ, the unperturbed emittance ϵ0 and the kicks amplitudes
∆y, ∆y′. The relative emittance growth is given by

∆ϵ

ϵ0
=

ϵper − ϵ0
ϵ0

(5)

For the uncorrelated kicks and the small emittance growth ∆ϵ/ϵ0 ≪ 1 the
formula can be derived explicitly as in [9] (see also the Appendix). For example
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Figure 3: The SB2009 parameter set. The normalized luminosity as a function
of vertical kick angle for Gaussian and banana shape bunches with 1% vertical
emittance growth.

if only the angular kick ∆y′ is present the relative emittance growth scales
quadratically with the RMS angular kick

∆ϵ

ϵ0
=

β0

2ϵ0
⟨∆y′2⟩ (6)

To study the the impact of ”banana” shape on the luminosity the originally
Gaussian bunch should be tracked through the linac and the Beam Delivery
System (BDS) to the Interaction Point. In [10] it was done by using the orbit
tracking codes such as PLACET and MatMerlin. Nevertheless for the quick
estimation the distortion of the bunch shape can be introduced by applying
the linear (y-z) tilt correlation to the gaussian bunch by “hand”. Using the
linearised version of spacial and angular kicks in form

y = y + k1z or y′ = y′ + k2z (7)

and the assumptions that the kicks are uncorrelated, a bunch with the required
emittance growth can be generated. The values of the coefficients k1, k2 for 1%
of the relative emittance growth and different ILC parameter sets are given in
Table 2. The details of derivation are presented in Appendix A1.

Table 2: The coefficients for the linearized model assuming 1% emittance growth
RDR SB2009 Low Charge New Low Charge

|k1| 2.6958x10−6 1.7831x10−6 3.3017x10−6 1.5693x1010

|k2| [m−1] 6.7396x10−3 8.9157 x10−3 1.6509x10−2 9.4535x10−3

According to the results reported in [3], where 6% emittance growth was
assumed, the relative loss of luminosity was found to be small and a scheme
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of compensation via subsequent angular scans was suggested. For the current
ILC setting the emittance growth due to the “banana” effect is expected ap-
proximately 1% or 2%. Nevertheless the new guineapig++ simulations using

Figure 4: The loss of the nominal luminosity due to emittance growth for per-
fectly aligned bunches.

the linearised model of emittance growth suggest that for 1% of the emittance
growth the luminosity loss can be as significant as 10% -15% even in the case
of perfectly aligned bunches. In Fig.4 the luminosity for the RDR parameter
set in the absence of any orbital or angular distortion is plotted as a function of
the vertical emittance growth. It should be noted that the calculations in [3]
corresond in fact to only 0.4% of emittance growth (and not 6%). This explains
why the luminosity loss due to ”banana” shape bunches was underestimated
previously.

3.3 Luminosity scans for the banana shape bunches for
the ILC

In Table 2 the absolute values of the coefficients k1 and k2 are given. In prin-
ciple the electron and positron bunches can be tilted in both ways, thus there
are 16 possible combinations of orbital(± O) and angular( ± a) tilted for two
interacting bunches.

In Fig.5a the results of orbital offset scans are given for 6 combinations of the
orbital (y, z) and angular (y′, z) correlations leading to 1% emittance growth for
RDR parameters. The relative luminosity loss is plotted versus the normalized
vertical orbital offsets. Surprisingly, the scheme of compensation suggested in
[3] still works. The nominal luminosity value can be restored via subsequent
angular scan as it seen in Fig.5b.

The results of orbital/angular scans for the travelling focus regime SB2009
are presented in Fig.6a/6b respectively. The polarisation loss due to ”banana”
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Figure 5: The RDR parameter set scans for different combinations of orbital
(O) and angular (a) correlations leading to 1% of emittance growth.

Figure 6: The SB2009 parameter set scans for different combinations of orbital
(O) and angular (a) correlations leading to 1% of emittance growth.
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shape bunches is even larger, but again can be compensated by angular scan.
In Fig.7 the results for the Low Charge parameter set are given. Similar results
were obtained for J.Gao set.

Figure 7: The Low Charge parameter set scans for different combinations of
orbital (O) and angular (a) correlations leading to 1% of emittance growth.

4 CONCLUSIONS

The study of the new parameter sets confirms that the travelling focus regime is
very promising but also very sensitive to the bunch-bunch orbital and angular
offsets and requires elaborated feed-back system to deliver the required lumi-
nosity. It was also found that the ”banana” effect may have significant impact
on the luminosity. The results of guineapig++ simulations using a linear model
make clear that more investigation should be done. An even more realistic rep-
resentation of ”banana” bunches will be obtained by using a simulation package
such as Merlin [10], which can model the wakefields in the linac. Using such
generated ”banana” shape bunches, the luminosity and relative luminosity loss
can be calculated by guineapig++.
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A The derivation of the coefficients for linearized
model of emittance growth

Let’s evaluate the relative emittance growth ∆ϵ/ϵ0 using the linearised version
of orbital kicks in form

y = y + k1z (8)

If the kicks are uncorrelated (i.e. ⟨y k1z⟩ = ⟨y′ k1z⟩ = 0 ) the new perturbed
emittance can be written as

σ =

( ⟨(y + k1z)2⟩ ⟨(y + k1z) y′⟩
⟨(y + k1z) y′⟩ ⟨y′2⟩

)
=

( ⟨y2⟩ + k2
1σ

2
z ⟨y y′⟩

⟨y y′⟩ ⟨y′2⟩

)

=

(
ϵ0β0 + k2

1σ
2
z −α0 ϵ0

−α0 ϵ0 γ0 ϵ0

)
(9)

where the expressions for ⟨y2⟩ = ϵ0β0, ⟨y′2⟩ = γ0 ϵ0 and ⟨y y′⟩ = −α0 ϵ0 has
been used.
The perturbed emittance ϵ2per = det σ, then from Eq. 9 follows that

ϵ2per = ϵ20 +
k2
1 σ2

z ϵ0
β0

(10)

and

ϵper

ϵ0
=

√
1 +

k2
1 σ2

z

β0 ϵ0
≈ 1 +

k2
1 σ2

z

2β0 ϵ0
(11)

The relative emittance growth is normally given in the percents and for small
emittance growth

∆ϵ

ϵ0
=

ϵper − ϵ0
ϵ0

=
ϵper

ϵ0
− 1 =

k2
1 σ2

z

2β0 ϵ0
(12)

The values of |k1| could be found from Eq. 12 as

|k1| =

√
∆ϵ

ϵ0

2ϵ0β0

σ2
z

(13)

In the similar way the expression can be obtained for the angular offset ∆y′ =
k2z:

|k2| =

√
∆ϵ

ϵ0

2ϵ0
β0σ2

z

(14)

The equations Eq. 13 and Eq. 14 allow to get the coefficients for different values
of β0 and σz and the required relative emittance growth, ∆ϵ

ϵ0
.
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The International Linear Collider (ILC) baseline design includes an undulator-based positron source.
The accelerated electron beam will be used for the positron generation before it goes to the collision
point. For the whole ILC energy range the source has to generate 1.5 positrons per electron. However,
the efficiency of positron production goes down with decreasing electron drive beam energy. This effect
can be compensated to some extend by the choice of undulator parameters and an optimized capture
section. This simulation study considers, for the range of electron beam energies down to low values of
120 GeV, the feasibility of achieving the required positron yield. In particular, the optimum parameters
for the undulator and capture section of the source at 120 GeV electron beam are presented.

1 INRODUCTION

The baseline design of the International Linear Collider (ILC) is focused on center-of-mass energies of 500 GeV
and 350GeV; operation at low energies and upgrade to energy of 1 TeV is foreseen. The undulator based
positron source placed at the end of the main electron accelerator uses the main electron beam for the
positron generation. The discovery of a Higgs boson with 126 GeV mass at the Large Hadron Collider
suggests a staged approach in building the ILC. Starting with a Higgs factory at a center-of-mass energy of
250 GeV as first phase of the ILC project requires a proper working of the positron source. However, the
efficiency of the undulator-based source goes down rapidly at lower drive beam energies. Therefore, in this
work, the positron yield and polarization have been calculated for a 120 GeV electron beam and different
settings of the undulator and positron capture system.

2 POSITRON GENERATION

The positrons are produced in a thin metal target by multi-MeV photons generated by the electron main
linac beam in an helical undulator. The generated positrons are focused first in a flux concentrator (FC)
and after that they are captured and accelerated in RF cavities. At energies 125 MeV the positrons are
separated from the electrons and photons. The positron beam is accelerated further to 5 GeV and injected
into the damping ring (DR).

To simulate the positron production and capture, the Geant4-based code named PPS-Sim has been
used [1]. The simplified models of all source parts up to 125 MeV point have been implemented in PPS-Sim.
The DR acceptance is emulated at 125 MeV as a series of cuts: the sum of x and y normalized emittances
ϵnx + ϵny < 0.07 rad m; the energy spread is less ±37.5 MeV; the longitudinal bunch size ∆z is less 34 mm.
According to the ILC requirements [2], the source should have 50% safety margin. That means the source
has to deliver to the DR 1.5 positrons per electron going through the undulator.

Due to relatively low conversion efficiency of photons into e+e− pairs (below one percent at low drive
beam energy), the undulator has to be long enough. ILC design reserves a space for 231 meters of active
undulator (magnet) length. The total length of the undulator lattice is about 320 meters. The space between
the end of the undulator and the target is 412 meters. The period of undulator is 11.5 mm and the highest
K value is 0.92. The prototype of undulator module has been developed and tested at Daresbury [3].
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The efficiency of e+ generation in Ti6Al4V target of different thicknesses is shown in Fig. 1 for a 120 GeV
electron beam and an undulator K value of 0.92. The positron yield after the target, normalized per electron
going through the undulator, is shown in Fig. 1 by the blue curve. The yield reaches a maximum value of
5.6 e+/e− at the target thickness of 14 mm. This thickness is equal to 0.4 radiation length. Though the
yield after the target is much higher than 1.5, the quality of positron beam (high divergence angles and big
emittance) results in significant positron losses on the way to the DR. The green curve in Fig. 1 shows the
yield after the target that fits into the DR emittance acceptance.
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Figure 1: Yield after target without any cuts (blue curve) and with DR emittance acceptance cut (green
curve) versus thickness of target. Ee− = 120 GeV, 231 m undulator with K = 0.92 and 11.5 mm period.

Figure 2 shows the yield at 125 MeV point with all DR acceptance parameters (emittance, energy spread
and longitudinal bunch size ∆z) taken into account . To see impact of ∆z cut on the yield, two different
∆z cuts (34 mm and 9.6 mm) were applied. The tighter 9.6 mm cut was selected due to historical reasons.
Some of our previous simulations were done with a bunch length cut that is equivalent to the electric field
phase of ±7.5 degree at 1.3 GHz.
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Figure 2: Yield at 125 MeV vs target thickness for 34 mm bunch length cut (black curve) and 9.6 mm (red
curve).

The comparison of the yield values in Fig. 1 and Fig. 2 indicates that the positron losses between the
target and DR is about 70%. The complete optimization of positron capture and transport system is out of
scope of this paper but some of the characteristic tendencies will be shown in the next sections.

2

558



3 POSITRON CAPTURE

For positron capture after the target, a pulsed flux concentrator (FC) was chosen as a magnetic focusing
device of the ILC source. The ideal field inside the FC along the symmetry axis z is described by the
following function: B(z) = B0/(1 + g z), where B0 is the initial (highest) field close to the entry face of the
FC and g is the taper parameter.

The variation of g for the fixed fields at start and end of the FC requires adjusting of the FC length.
The impact of the taper parameter on the positron yield is relatively small, as shown in Fig. 3 for g values
between 0.03 and 0.075 mm−1 and a B field changed from 3.2 T to 0.5 T.
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Figure 3: Yield vs taper parameter of flux concentrator.

The yield dependence on the initial field B0 for g = 0.06 mm−1 (9 cm length of FC) is shown in Fig. 4.
This figure and all other figures below includes simulation results for two bunch length cuts (34 mm shown
in black and 9.6 mm shown in red). The current development of the FC in LLNL [4] having a maximal field
of 3.2 T will perfectly fit to the source operation at 120 GeV.
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Figure 4: Yield vs initial field of flux concentrator.

The reduction of the electron beam energy increases the photon spot size on the target. For the case of
using the full available length of the undulator with highest K (0.92) and 120 GeV e− beam, the average
radius of photons is about 5 mm. Therefore, the proper choice of the aperture size of the FC (RFC) becomes
important. Figure 5 shows the yield versus different RFC. A significant fraction of positrons will be absorbed
in the FC with radii less than 8.5 mm. The small aperture reduces the source efficiency and increases the
heat load in the FC.
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Figure 5: Yield vs initial (entry) aperture radius of FC. Ee− = 120 GeV, K = 0.92, B0 = 3.2 T.

4 POSITRON POLARIZATION

The polarization of a source without photon collimator can be increased by a reduction of the undulator
field. For a source with a fixed undulator length, the efficiency of photon generation is smaller in the case
of using a lower-field (lower-K) undulators. For example, the reduction of K from 0.92 to 0.76 results in
a reduction of the undulator photon yield from 1.95 to 1.39 positrons per electron and meter of undulator.
The higher cut-off energy of the first harmonic E1 (for example, E1 = 6.44 MeV for K = 0.92 and E1 = 7.54
MeV for K = 0.76) can not compensate the reduction of photon yield. The positron yield dependence on K
is in Fig. 6 (left plot) for two different longitudinal bunch length cuts 34 mm (black curve) and 9.6 mm (red
curve). The positron polarization is about 31% at 1.5 e+/e− yield, see the right plot in Fig. 6.
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Figure 6: Positron yield (left) and polarization (right) vs undulator K value.

Another more efficient way to increase the polarization of positrons is to apply a photon collimator
upstream the target. The e+ yield and polarization for different aperture radii of collimator Rcol are shown
in Fig. 7. The highest e+ polarization at 120 GeV is approx. 40% with 3.5 mm radius of the collimator and
an undulator K of 0.92. The polarization without collimator is about 30%.

5 SUMMARY

At 120 GeV electron drive beam energy, the positron source based on a 231m helical undulator with 11.5
mm period and a K value of 0.92 generates 5.6 e+/e− in a 0.4X0 thick Ti6Al4V target. The choice of a
pulsed flux concentrator with 3.2 Tesla peak field on axis and a radius of entry aperture increased to 8.5 mm
provides the required 1.5 e+/e− at the end of the positron source. The highest polarization without photon
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Figure 7: Positron yield (left) and polarization (right) vs aperture radius of photon collimator.

collimator between the undulator and target is 31% at slightly reduced undulator K value of 0.84. To get
40% polarization a photon collimator with 3.5 mm radius is needed.
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Abstract

The generation and capture of polarized positrons at a source with a supercon-
ducting helical undulator having 4.3 cm period and 500 GeV electron drive beam
have been simulated. The positron polarization has been calculated for the different
undulator K values (up to K = 2.5). Without applying a photon collimator, the
maximal polarization of positrons is about 25% for 231 meters active magnet length
of undulator with K = 0.7. Using an undulator with K = 2.5 and a collimator with
an aperture radius of 0.9mm results in increase of positron polarization to 54%.
The energy deposition, temperature rise and stress induced by high intense photon
beam in the rotated titanium-alloy target have been estimated. The maximal ther-
mal stress in the target is about 224 MPa for the source with photon collimation to
achieve a positron polarization of 54%.

1 Introduction

The current design for the future International Linear Collider (ILC) includes a positron
source based on a superconducting helical undulator which is placed at the end of main
linear accelerator. Due to the helical undulator the generated photons are circularly
polarized and created positrons are longitudinally polarized. The degree of polarization
is determined by the undulator and electron beam parameters.

A prototype of a helical undulator for the ILC positron source has been developed and
tested at Daresbury [1]. According to the ILC requirements [2], the yield of the source
should have 50% safety margin in a wide energy range of drive beam energy (between
100 GeV and 250 GeV). That means the positron yield at the injection point into the
Dumping Ring (DR) has to be 1.5 positrons per electron going through the undulator.
A center-of-mass energy of 1 TeV is considered as upgrade option.

Figure 1 shows the positron yield depending on the electron beam (drive) energy for a
source with a fixed undulator length of L = 231 m, an undulator period λ = 11.5 mm and
K = 0.92. The source with these undulator parameters (RDR undulator) can generate
much more positrons than required, therefore, there are two ways to keep the yield at 1.5
e+/e−, either to reduce the undulator length by switching-off unnecessary modules (see
the right plot in Fig. 1) or to reduce the magnetic field of the undulator.

∗Work supported by the German Federal Ministry of Education and Research, Joint Research Project
R&D Accelerator “Spin Optimization”, contract number 19XL7IC4

†andriy.ushakov@uni-hamburg.de
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Figure 1: Positron yield and polarization of the positron source with 231 m RDR un-
dulator and 3.2 Tesla peak field of pulsed flux concentrator (left) and undulator length
required for a yield of 1.5 e+/e− (right).

The source parameters, especially the target thickness and positron capture optics,
have been optimized for getting maximal positron yield for a 250 GeV drive beam: the
titanium alloy (Ti6Al4V) target has a thickness of 0.4 radiation length; the 12 cm long
pulsed flux concentrator has 3.2 Tesla maximal field. These parameters have been kept in
all our calculations presented in this report. The simulations have been performed by a
Geant4-based tool that was specially developed for Polarized Positron Source Simulations
(PPS-Sim) [3]. Figure 2 shows the capture efficiency of the source with RDR undulator.
The capture efficiency is the ratio of the number of positrons at the end of the source
(the positron beam has to fit DR acceptance) to the number of positrons after the target.
The maximum of capture efficiency is about 27% at 250 GeV. For a 500 GeV e− beam
the capture efficiency is falling down to 21%.
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Figure 2: Capture efficiency of the source with RDR undulator and 3.2 Tesla peak field
of pulsed flux concentrator.

Figure 1 shows the dependence of polarization on the e− energy (see the red curve
on the left plot). The higher e− energy results in lower polarization. 5% polarization at
500 GeV is too low to get any advantages for physics of using such low polarized positron
beams.

The opening angle of undulator radiation (as well as the radius of photon spot size on
target) is inversely proportional to the electron energy. For instance, doubled e− energy
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results in four times higher energy deposition density in a stationary target. With lower
K values higher polarization can be achieved. However, lowering the undulator B field
will additionally reduce the photon spot size. Therefore, for the 1 TeV upgrade of the
ILC, another undulator with higher period has been proposed in [4].

In this report, the maximum achievable polarization of a positron source using a
4.3 cm period undulator and configurations with and without photon collimator has been
estimated. The energy deposition and thermal stress in the target has been simulated.

2 Yield and Polarization of a Source with 4.3 cm Pe-

riod Undulator

The e+ yield and polarization of a source at 500 GeV e− and with different undulator
periods have been estimated earlier (see Ref. [4]). In this report, the dependence on the
undulator K value will be analyzed for the selected 4.3 cm undulator period.

In PPS-Sim, the implementation of undulator radiation is based on Kincaid’s model [5].
The efficiency of photon generation in the undulator having different K values is shown
in Fig. 3 (left plot). The photon yield has been normalized per electron and meter of
undulator. The photon energy cut-off of the 1st harmonic and the average photon energy
are also shown in Fig. 3 (right plot).

An undulator with higher K value yields lower energy of the fundamental harmonic
but larger contribution of higher harmonics. As result the average energy over the whole
photon spectrum is growing with increasing field of undulator.

Both tendencies (yield and average energy versus K) indicate that an electron beam
passing an undulator with higher K generates a positron beam with higher current.
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Figure 3: Photon yield (left) and energy of photons (right) vs undulator K-value. Eave

is the average photon energy and E1 is the energy cutoff of the 1st harmonic.

The impact of the undulator field on the e+ polarization is shown in Fig. 4. In these
simulations we suppose that the magnet length of an undulator cryomodule is 11 meters
and the drift space between the end of the undulator and the target is 412 meters. If not
all modules are necessary upstream modules are switched off.

Table 1 summarizes the required number of active undulator modules and the e+ yield.
Figure 5 shows the average photon beam power of the source. The increase of required
photon power for high K undulators is connected with a higher spot size of photon beam
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(Fig. 5, right plot) and a higher energy of photons resulting in a higher energy spread of
the positron beam. This makes the e+ capture more difficult.
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Figure 4: Positron polarization vs K for a source without collimator and with FC having
3.2 T peak field on beam axis. The blue numbers indicate the required undulator length.

Table 1: Required number of active undulator modules and e+ yield vs K for a source
without collimator.

K # Modules e+ Yield [e+/e−]

0.7 21 1.564

0.8 16 1.500

1.0 11 1.521

1.5 6 1.586

2.0 4 1.655

2.5 3 1.688

As it could be seen in Fig. 4, the maximal polarization of a source without photon
collimator is 25% for 231 meter undulator with K = 0.7. One possibility to get the
polarization above 25% is a further reduction of the undulator field. In this case the
undulator has to be longer then 231 meters. If such elongation of the undulator is not
possible or not desired, the capture system must be improved to increase the polarization.

For instance, a flux concentrator with higher field improves both yield and polariza-
tion. Figure 6 shows the dependencies of positron yield and polarization on the peak field
of a 12 cm long FC with a taper parameter of 0.035 mm−1.

The efficiency of positron generation is growing fast for stronger undulator fields.
Figure 4 shows that even for the moderate 3.2 T peak field of FC, the source needs 121
meters undulator with strength K = 1; such choice of source parameters results in 20%
positron polarization. Only three undulator modules (33 meters of total active undulator
length) are needed to get the required intensity of the positron beam at K = 2.5. Hence,
there is a big reserve in undulator length in case of using a high K undulator. One
possible way to increase the polarization is applying photon collimator [6]. The absorption
of photons in the collimator and the reduction of the e+ yield can be compensated by
lengthening the undulator.

Figure 7 summarizes the dependence of maximal achievable positron polarization on
different undulator K values. In addition to the e+ polarization, also the aperture sizes of
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Figure 6: Positron yield and polarization of a source with 231 m undulator and a flux
concentrator with different peak fields at the entrance of FC (Bini). FC length is 12 cm,
FC taper parameter is 0.035 mm−1.

photon collimators and the required (for 1.5 e+/e−) undulator lengths are shown as red
and blue numbers respectively. 54% polarization can be reached with a photon collimator
having 0.9 mm aperture radius and K = 2.5. The source with K = 1 requires a lower
collimator aperture (r = 0.7 mm) and the e+ polarization is about 41%.

3 Deposited Energy, Temperature Rise and Thermal

Stess in Target

To get 54% polarization while keeping the yield at 1.5 e+/e− for a source with K = 2.5,
the undulator length has to be increased from 33 meters (Fig. 4) to 176 meters (Fig. 7).
In spite of the major part of photon power will be absorbed in collimator, and the peak
energy deposition in the target will be increased significantly. Therefore, the heat load
and the thermal stress induced in the target have to be studied thoroughly. First, the
energy deposition in the target has been calculated in FLUKA for a single bunch (see left
plot in Fig. 8). In this figure, the density of deposited energy is shown as a function of the
transverse (to the beam direction) coordinate x. In the second step, the target rotation
with 100 m/s tangential speed has been taken into account. To simplify our model, this
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Figure 7: Positron polarization vs K for a source with collimator. The red numbers indi-
cate the aperture radius of collimator and the blue numbers show the required undulator
length.

rotation has been simulated by the motion in x-direction only: the distribution shown
in Fig. 8 (left) has been shifted in x-direction after every bunch. The right plot in Fig. 8
shows the resulting profile of deposited energy along x-axis for 366 ns bunch separation.
The energy density in the moving target saturates after few hundred bunches at the level
of about 1.2 GeV per cm3. The ratio of maxima in right and left plots shown in Fig. 8
defines the “bunch overlapping factor” for the rotated target.
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Figure 8: Deposited energy in the target after an one bunch (left) and after one pulse
(right). Rotation of the target has been modelled as a motion in x-direction and the
speed v = 100 m/s. The undulator has a period λ = 4.3 cm and K = 2.5. The collimator
has an aperture Rc = 0.9 mm.

The three dimensional spatial energy distribution deposited by one bunch scaled by
the number of photons per bunch and multiplied by the bunch overlapping factor has
been imported in ANSYS [8]. The temperature map after a bunch train is shown in
Fig. 9 (left). The maximal rise of temperature after one pulse is about 125◦C.

The fast increase of target temperature induces thermal stress. The stress distribution
in the target shortly after the bunch train passed (82 ns delay) is shown in Fig. 9 (right).
The maximal thermal stress in the target is 224 MPa. This stress is about 25% of

6

567



tensile yield stress, and it is about 44% of the fatigue stress of untouched Ti6Al4V target
material (grade 5, annealed) at 107 cycles. The material properties of titanium alloy were
taken from matweb.com database [9]. Such stress values (without taking into account the
stress due to centrifugal forces of rotating wheel and without accumulating/superposition
effects of multiple pulses) can be considered as safe. The region with highest stress is
located on the beam axis and close to the back side of target.

Figure 9: Maximal temperature after first pulse (left) and equivalent von-Mises stress
in the rotated target shortly after the pulse has passed the target (right). Undulator
period λ = 4.3 cm, K = 2.5; collimator aperture Rc = 0.9 mm; target rotation speed
v = 100 m/s.

4 Summary

The simulations of a positron source with a helical undulator, 4.3 cm period, using a
500 GeV electron beam show that a positron beam with 25% polarization can be generated
without photon collimator; only the magnetic field of the undulator has to be reduced
(K = 0.7). The required undulator length is 231 m. The polarization can be increased up
to 54% by applying an undulator with K = 2.5 and a collimator with 0.9 mm aperture.
However, the energy deposited in target and the induced stress are high. So, the maximal
thermal stress in the target is increased up to 224 MPa shortly after the photon pulse
left the target. It does not destroy the target. To be sure that the target withstands
the heat load and mechanical stress during a long time source operation, the model used
in ANSYS simulations has to be extended: the centrifugal forces of rotating wheel has
to be added and the accumulating/superposition effects of multiple pulses have to be
studied too. In addition, a method has to be found to evaluate the fatigue stress and the
consequences for the target and collimator material.
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Abstract

Polarized beams are essential for revealing a full potential of the ILC
[1]. The electron and positron beams produced at the source are lon-
gitudinally polarized. The results of spin transport study for the ILC
[2] suggest that only the vertical component of spin will survive in the
damping ring without polarization loss. In order to manipulate polarized
beams and to preserve the degree of polarization during beam transport
spin rotators are included in the current ILC lattice. Recent update of
parameters for the ILC central region provides extra space for a new de-
sign of pre-damping ring spin rotator section which is presented below. It
consists of two parallel sections for spin rotation with opposite polarities,
i.e. setting the spin parallel or antiparallel to the field in the damping
ring. The advantage of this new design is in the possibility of quick and
random switching between two helicities for the positrons.

1 INTRODUCTION

Polarized beams play important role on the experiment. For example, for the
ILC scenario the effective luminosity can be increased by approximately 50%
in the case of both beams polarized [1]. Furthermore a suitable combinations
of polarized electron and positron beams suppress significantly unwanted back-
ground processes and enhance signal rates. While the electron polarization can
be switched at the source by switching the polarity of the laser beam, the po-
larization of the positron beam depends on helicity of the undulator and cannot

∗Work supported by the German Federal Ministry of education and research, Joint Re-
search project R&D Accelerator ”Spin Management”, contract N 05H10CUE

†larisa.malysheva@desy.de
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be switched at the source. Some dedicated helicity flipper for positron beam is
required. The ”traditional design” version of spin rotator, based on dipole and
solenoidal fields, are well established. For the basic theory see the Appendix
where these two ”classical design” are explained in more details. A few spin
rotator designs suggested previously for the ILC can be found in [3, 4]. The
disadvantage of all these design is that they cannot provide a fast helicity re-
versal in the time scale desirable for the ILC, i.e. from train to train. The
concept of the spin flipper combined with fast switching between 2 polarities
was considered in ”general” in [5], but no detailed lattice design was produced.
For the RDR parameter set spin flipper design was investigated in [6]. It is
based on single pre-damping ring spin rotator followed by a combination of two
post-damping ring rotators. In theory, by clever manipulation of latter, any
direction of polarization at the IP can be achieved. Nevertheless the manipula-
tion of post-damping ring beams is complicated as the emittance preservation
constraints should be fulfilled. The TDR changes in the layout of the Cen-
tral Region of the ILC design allows spin rotation with quick switch between
two helicities be done before DR. Fig. 2 gives a possible configuration of the
pre-damping ring spin rotator with two parallel beam lines for the spin rotator
similar to the one presented in [5].

Figure 1: Schematic layout of new PLTR section

2 THE SPIN FLIPPER-ROTATOR FOR THE
ILC

2.1 The ILC Pre-damping Rind Spin Rotator Require-
ments and Constraints

Following the recent update of parameters for the ILC central region the pos-
sibility of fast helicity switching for the positron beam was considered and a
some extra space in PLTR (the Positron Linac To Damping Ring) was allo-
cated to it. The schematic layout of the new PLTR is given in Fig. 1. In
section E the spin rotation from longitudinal to the horizontal direction is done
by means of horizontally bending dipoles with the total orbital rotation angle
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Figure 2: The schematic layout of positron transport to Damping Ring with a
two parallel lines spin rotator section.

of 23.7950 = 3 × 7.9290 which corresponds to the 3π spin rotation around the
bending dipole field direction for 5 GeV. The energy compression in section D
matches the beam energy spread to the DR acceptance. Previously spin was
rotated in section D by solenoid spin rotator from transverse to the vertical
direction. The length of new section D was increased from 37.9m to 123.595m.
This particular change allows to insert also a splitter for the fast spin flip. Sec-
tion C and B don’t affect the spin direction, as it is already parallel/antiparallel
to the field direction of horizontal bending magnets in arc C and in DR.

Fig. 2 gives a possible configuration of the pre-damping ring spin rotator
with two parallel beam lines for the spin rotator similar to the one presented
in [5]. The new spin rotator section consists of two parallel spin rotation lines
with a solenoidal field of opposite polarity placed symmetrically with respect
to design orbit. Each branch consists of a first order achromat FODO dogleg
section, a solenoid section and another dogleg to recombine the line back to
the design orbit. The achromat design assures that no dispersion suppressors
will be required. The pre-damping ring position of the spin- rotator makes the
emittance preservation constrains less severe. Thus, the simple solenoid rotator
design, similar to the one used in [6] was applied.

2.2 Symmetric Design

The spin-rotator design is based on the concept of branch splitter/merger used
for the post-damping ring positron lines [7] with some modifications: only hor-
izontal bends are used, the length of the splitter section is shortened to ap-
proximately 26 m in order to fit the available space, 2m of two horizontal
branches separation was taken. The shortening of the section is achieved by
using stronger bending magnets as the emittance preservation requirements for
the pre-damping ring section are less challenging.

The section consists of the first irregular FODO-like cell with pulsed kicker
and a combined function defocusing/bending magnet, followed by 4 regular
FODO cells with 1200 phase advance forming together an achromat dogleg, a
solenoid matching section and a 8.32 m long solenoid with an integrated field
of 26.18 [T · m]. In the solenoid βx = βy and are reaching the minimum in the
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Figure 3: a) Spin rotator branch matched by MAD8. b) Complete PLTR section
including one of spin rotator branch matched by MAD8.

middle of the solenoid. The rest of the section is a mirror image of the first
part with respect to the middle of solenoid. The second branch of the lattice is
obtained by switching the sign of the kick in the pulsed kicker and the bending
angles in the following dogleg. The section was optimized by MAD8 package
[8] to meet the constraints on the length. Then this spin-rotator part of section
D was matched to the PLTR lattice developed by W. Liu [9] thus including
two extra matching sections. In Fig. 3 the results of the optics is given for one
branch of such spin rotator.

Similar results were obtained for the 5m long super-conducting solenoid with
a field of 5.24 [T ·m]. These matching results were cross-checked by ELEGANT
[10] code. Spin tracking with BMAD [11] were done by Kovalenko [12].

2.3 Asymmetric Design

In order to save some transverse space the original design was adjusted in such a
way that two solenoid sections in the opposite branches are placed with ≈ 6−11
m shift, thus leading to a smaller value of horizontal offset for each branch. The
horizontal offset of 0.54m was used instead of 1m. The latter could be done

Figure 4: Asymmetric section for one of spin rotator branch matched by MAD8.
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adding one or two extra FODO cells before the solenoid section, keeping the
lattice unchanged after the solenoid for one branch and adding extra FODO
cells after the solenoid section for another branch. As it leads to increase of the
length of the whole spin rotator section, some rematching was necessary in order
to fit the length of section D (123.595m) and the total PLTR length. In Fig. 4
the design of the new spin rotation section with super-conducting solenoid is
given.

3 CONCLUSIONS

The suggested spin rotator design confirms that the fast helicity switching for
the positron beam is possible. The train to train polarity selection for electron
and positron beams at the IP can be achieved. In particular:

• The suggested optic design for the fast helicity reversal spin rotator section
satisfies to the PLTR section requirements.

• An asymmetric design for the solenoid position shifted in two parallel line
of spin rotator is produced.

• The optic design is cross-checked with different accelerator design codes

• Depolarization effects in a new lattice are estimated by BMAD [10] and
no significant depolarization connected with beam optics is discovered.

4 ACKNOWLEDGMENT

The authors are grateful to the all members of the Spin-management group for
the fruitful discussions. We are also would like to thank Dr. W. Liu for close
collaboration, practical advices and for providing the matching parameters of
the PLTR lattice. L.I. Malysheva also thanks Mr. J. Jones and Dr. P. Williams
from ASTeC (Daresbury) for help and advices concerning ELEGANT running.

A Appendix: Basic Theory

A spin rotator is a device which manipulates polarized beams. Various designs
for spin rotators and some examples can be found in [3, 4]. The use of spin
rotators allows to preserve the degree of polarization during beam transport as
well as selecting the desired direction of polarization at the interaction point
(IP). According to the design, spin rotators can be divided in two classes which
are illustrated in Fig. 5:

The first is based on spin rotation in dipole fields orthogonal to the di-
rection of motion. The precession of spin is around the field direction and
proportional to the orbit deflection angle θorbit as θspin = a γ θorbit, where γ is
the Lorentz factor and a = 0.00115965 is an anomalous gyromagnetic ratio of
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Figure 5: Spin rotation in horizontally bending dipole (a) and solenoidal (b)
fields.

a positron/electron. For example, for positrons at 5 GeV the orbital angle of
7.9290 produce a spin rotation of 900. Starting from longitudinal polarization a
set of interleaving vertical and horizontal bends can be used for producing the
vertical spin direction. The second type is a solenoid based spin rotators where
the spin is precessing around the longitudinal direction by the angle θspin which
is proportional to the solenoidal field Bz and its length Lsol as

θspin ≈ Bz Lsol

Bρ
(1)

where Bρ is the magnetic rigidity. For a 5 GeV positron beam a solenoid with
field integral of 26.18 T m is required. This type of spin rotators has a potential
of destroying the vertical beam emittance via orbit coupling in solenoid, thus the
specially designed so-called Emma rotators [3] with compensating quadrupoles
should be used.
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Abstract

The setup and features of a transverse polarimeter based on Compton scattering is

described for a 250 GeV electron (positron) beam and its performance is investigated via

a Monte Carlo data sample. The position of the Compton backward scattered electrons

are registered by a Silicon pixel detector situated some 38 meters away from the eγ

collision position. Specifically it is shown that, for the planned International Linear

Collider beam parameters at 250 GeV, a measurement of the transverse polarization

reaches a statistical precision of ≤ 0.5% within a very short time. The over all

systematic error is estimated to be ∼ 0.2%.
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1 Introduction

In planning future high energy e+e− linear colliders, like the International Linear Collider

(ILC) and the Compact Linear Collider (CLIC), the benefit of the implementation of a

longitudinal polarized e± beams has been stressed in many studies [1]. Although even if only

the electron beam is longitudinal polarized the collider physics capabilities is increased, as has

been demonstrated with the SLC, the situation where both beams are polarized allows

additional physics problems to be investigated.

More recently the benefit from the investigation of e+e− interactions with transversed

polarized beams has also been emphasized [2]. Unlike the case of the longitudinal polarization

in the transverse polarization case both the electron and the positron beams have to be

polarized in order to benefit from it. To utilize the transverse polarized colliding beams it is

necessary to have measuring devices that can measure the transverse polarization values, near

or at the e+e− interaction point (IPe+e− ), down to a level of 0.5% or even better.

At low electron beam energies transverse polarization measurement devices, denoted by

Transverse Polarimeters (TPOL), have been designed constructed and operated

successfully [3]. In the present work we study the feasibility to design and construct a

transverse polarimeter at high beam energy of 250 GeV, envisaged for the ILC, having a

precision of ≤ 0.5% via the Compton scattering of a polarized laser light off the e± beams.

2 The Compton scattering

For the basic formulae of the Compton scattering of a laser beam on an electron beam we

have followed closely reference [3]. In the electron center of mass (CM) system (see Fig. 1)

the differential Compton scattering is given by

dσ

dΩ
(S, P ) = Σ0 + S1Σ1 + S3[PyΣ2y + PzΣ2z ] (1)

where

Σ0 = C[(1 + cos2 θ) + (ki − kf)(1 − cos θ)]

Σ1 = C cos(2φ) sin2 θ)

Σ2y = −Ckf sin φ sin θ(1 − cos θ)

Σ2z = −C(1 − cos θ)(kf + ki) cos θ

Here P = (Px, Py, Pz) is the polarization of the initial electron in Cartesian coordinates. S1 is

the linear polarization component of the photon and S3 is the circular component of the

photon. The initial and final photon momenta ki and kf are defined in the electron CM

system and C = 0.5r2
0k

2
f/k

2
i where r0 is the classical radius of the electron. The angles θ and φ
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Figure 1: Geometry and coordinate system of the Compton scattering, showing in (a) the incoming

electron rest frame and in (b) in the laboratory system both for the back scattering angles of the

photon. In (c) the process is shown in the laboratory system for the scattered electron.

are the polar and azimuthal angles of the backward scattered photon in the electron CM

system. To transform these formulae to the laboratory system one has the relations

cos θ =
Ebeam − Eγ(1 + 1/ki)

Ebeam − Eγ
and Eγ = Ebeam + Eλ − Ee (2)

where the energies are defined in the laboratory system and Ee is the energy of the scattered

electron. The electron scattered angle in the laboratory system is given by

θlab
e =

Y

1 − Y

me

Ebeam

√
2ki

Y
− (2ki + 1) (3)

where Y = 1 − Ee/Ebeam. The method for the determination of the electron transverse

polarization involves the measurement of the y distribution of the scattered electrons on the

detector surface which is placed perpendicular to the beam direction. In term of the scattered

polar and azimuthal angles y is equal to

y = D sin φ tan θlab
e

θlab
e �1−→ D sin φθlab

e (4)

where D is the distance between the Compton interaction point and the detector surface. In

practice one considers < y >, the average value of the measured y positions.

3 Transverse Polarimetry for the ILC

In our study we consider the case where the laser beam has no linear component and the

electron beam has no longitudinal polarization component. In this case the differential

Compton scattering expression given by Eq. 1 reduces to

dσ

dΩ
(S, P ) = Σ0 + S3PyΣ2y (5)

where the relevant parameters of the ILC are: S1 = 0, S3 = ±1, Pz = 0, Ebeam = 250 GeV and

D = 37.95 m [8]. For the polarimeter we have taken a green laser of 2.33 eV. For a given Ee
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value the average y is given by;

〈y〉 =

∫ d2σ
dEedφ

ydφ
∫ d2σ

dEedφ
dφ

(6)

The distribution of 〈y〉 as a function of Ee for PT = 1.0 and S3 = +1 is shown in Fig. 2.

Figure 2: The 〈y〉 distribution as function of the scattered electron energy for the ILC setup with

PT = 100%, S3 = +1, λ = 2.33 eV and D = 37.95 m.

In order not to be dependent on the exact y position of the IPγe it is a safer way to determine

the polarization via the measurement of the difference in 〈y〉 between the left and right

helicity states of the laser (S = ±1), i.e.

〈y〉 S3=+1 − 〈y〉 S3=−1

2
= PT Π(Ee) (7)

where PT is the transverse polarization level and Π(Ee), the Analyzing Power (AP) of the

polarimeter, is its value for a 100% polarization. In this way one assures that the measured

effect is indeed due to a vertical electron polarization and is not due to an instrumental

deficiency.

4 The γe Luminosity

4.1 Luminosity for a continuous laser

The luminosity L of a continuous laser colliding with a round pulsed electron beam, that is

σx = σy = σ, can be expressed [4] as:

L =
1 + cos θ0√

2π

Ie

e

WLλ

hc2

1√
σ2

e + σ2
γ

1

sin θ0
, (8)

where θ0 is the crossing angle of the two beams, Ie is the mean electron current, WL is the

power of the laser, λ is the wavelength of the laser and σe and σγ are the rms beam sizes. As
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Figure 3: The relative eγ luminosity as a function of the crossing angle θ0 of the incident electron

and laser beams.

expected, the luminosity will decrease substantially when the angle between the laser and the

beam will approach 90o (see in Fig. 3) so that a continuous laser beam perpendicular to the

electron beam will result in an undesired very low luminosity3. For a small crossing angle θ0

one has:

L = 8.36 1024cm−2s−1 λ√
σ2

e + σ2
γ

IeWL

θ0
. (9)

According to Ref. [5] at the ILC where σe � σγ, and with the following parameters settings:

θ0 = 0.01 rad,

λ = 532 nm = 2.33 eV,

σγ = 50 µm,

WL = 0.5 W,

Ie = 9 µA,
one obtains a luminosity of

L(γe) = 1.75 × 1029 cm−2s−1 . (10)

4.2 The luminosity value with a pulsed laser

For a pulsed laser the γe luminosity is given by [6]:

L = fbNeNγg (11)

where fb is the number of bunch crossing per second, Ne the number of electrons per bunch,

Nγ the number of photons per laser pulse and g is a geometrical factor which takes in account

the spatial overlap of the two beams. For a small crossing angle θ0 one has:

g−1 = 2π
√

σ2
xe + σ2

xγ

√
(σ2

ye + σ2
yγ)cos

2(θ0/2) + (σ2
ze + σ2

zγ)sin
2(θ0/2) . (12)

3Note that θ0 = 0o means here that the laser and the beam directions are exactly opposite.
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If the transverse dimensions of the electron beam are small in comparison to the laser focus

i.e., σxe � σxγ and σye � σyγ (which certainly is valid at the IPγe region), one obtains for g−1

:

g−1 = 2πσxγσyγ

√
1 + (0.5θ0σzγ/σyγ)2 (13)

and for the luminosity:

L =
fbNeNγ

2πσxγσyγ

√
1 + (0.5θ0σzγ/σyγ)2

=
Lmax√

1 + (0.5θ0σzγ/σyγ)2
(14)

where Lmax is the maximum luminosity reached at very small θ0 angle for a given transverse

size σxγσyγ , namely:

Lmax =
fbNeNγ

2πσxγσyγ
. (15)

Note that this last formula is very similar to the expression given for the luminosity of e+e−

colliding beams. In the ILC, the dimensions of the electron bunches at IPe+e− are smaller

than that of the laser. The number of bunches per second is fb = 14100 and each bunch

consists of Ne = 2 × 1010 electrons. From this follows that the eγ luminosity at the IPγe is

Lmax(IPγe) = 4.49 × Nγ

σxγσyγ

1013cm−2s−1 (16)

where Nγ is the number of laser photons per pulse and the laser is fired in synchronization

with the same pulse repetition rate as the accelerator. For a round laser focus with

σxγ = σyγ = 50µm one obtains:

Lmax(IPγe) = 1.12 × jγ [µJ ]

εγ [eV ]
1031cm−2s−1 (17)

where jγ and εγ are the laser current and energy. The Compton eγ luminosity at the ILC

operating at 0.25 TeV beam energy for three pulsed laser configurations are shown in Table 1.

Table 1: Compton eγ luminosity before the IPe+e− of the ILC operating at 0.25 TeV beam energy

with a round pulsed laser of σxγ = σyγ = 50µm. A full synchronization between the beam bunches

and the laser repetition is assumed.

εγ λ < WL > jγ Lmax

(eV) (nm) (Watt) (µJ) (1031cm−2s−1)

1.165 1064 1 71 68.3

2.33 532 0.5 35 16.8

4.66 266 0.2 14 3.4
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5 The polarimeter setup

A sketch of the Compton scattering collision setup is shown in Fig. 4. The 250 GeV electron

beam is moving in the +z direction reaching the first two B1(−y) and B2(+y) magnets which

steer the beam to a parallel straight trajectory. In position 2 the laser beam collides with the

electron beam. The unperturbed beam is then restored to its original trajectory by the set of

the B2(+y) and B1(−y) magnets all of which have a strength of 0.097 T. The scattered

electrons which suffered a loss of energy will be separated in the x direction according to their

energy values to reach the detector at a distance of 37.95 m.

Figure 4: The setup scheme of the laser collision with the 250 GeV electron beam which moves in the

z direction. The magnets are steering the beam to a parallel trajectory for the laser collision point and

back to their original direction. The scattered electrons are deviated from the bean direction toward

a detector 37.95 m away.

5.1 The energy spectrometer

Figure 5: Left: The scattered electron energy as a function of the x shift from the non-scattered

beam. Right: The transverse polarization analyzing power Π(x) as a function of the x shift.
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Figure 6: The general scheme of the envisaged ILC of the four magnets chicane for the Compton

polarimetry taken from Ref. [8]. The shifted electron beam shown by the solid line is colliding with

the laser beam and then restored to its original trajectory (dashed line). The scattered electrons are

separated according to their energy values. The 45.6 GeV beam (dot dashed line) is planned to be

used for calibration purposes.
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The relation between x and the energy of the scattered electrons is shown in Fig. 5(left) was

determined from a Monte Carlo (MC) program [7] using the actual general scheme of the

envisaged ILC four magnets chicane [8] as shown in Fig. 6. A fit to the distribution shown in

Fig. 5(left) yields

Ee =
106

4 + 18.04 · x[mm]
MeV . (18)

By replacing the energy dependence in Eq. 7 by its dependence on x according to Eq. 18 one

obtains the dependence of AP on x. As can be seen from in Fig. 5(right), the AP changes

considerably with x and reaches its maximum value around 70 mm from the main beam

direction.

5.2 The detector

For the detection of the scattered electrons we consider only a position measurement using a

Silicon pixel detector placed at a distance of 37.95 m from the Compton IPγe . The active

dimension of the detector is 2×200 mm2. The size of the pixels cell taken is 50 × 400 µm2

similar to the one used in the ATLAS detector [9]. This scheme yields an approximate two

dimensional resolution of 14.4× 115.5 mµ2 [10] with a data read-out rate of 160 Mb/sec.

For the simulation and analysis of the polarization measurement we have used a Monte Carlo

program which generates the Compton scattering and simulates the polarimeter setup [7].

6 The polarization measurement

Figure 7: A MC ILC simulated pixel detector image, in arbitrary units, after it was hit for 1 sec by

the Compton scattered electrons for S3 = +1 and PT = 0.9.
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6.1 The measurement method

For the measurement of the polarization we have used the scattered electron detector hits in

the left and right (S3 = +1 and S3 = −1) helicity positions of the laser. A 1 second typical hit

distribution of the detector is shown in Fig. 7 for S3 = +1 and PT = 0.9. After the readout of

the pixel detector’s x and y positions of the hits we calculate the average 〈y〉 as a function of

x sampled in 2 mm steps for the two laser helicity states. In Fig, 8(left) the y distribution for

S3 = +1 is shown in the range of 36 mm ≤ x ≤ 38 mm where a clear asymmetry due to the

transverse polarization is seen.

Figure 8: Monte Carlo data simulation. Left: The distribution of y within the x range of 36 to 38

mm from the electron beam direction for the S3 = +1 helicity and PT = 0.9. A clear asymmetry due

to the transverse polarization is seen. Right: The dependence of PT Π(x) on x reevaluated in steps of

2 mm obtained from 1 sec run. The solid line is the results of a fit of Eq. 19 to the Monte Carlo data.

We next calculate the quantity (〈y〉L − 〈y〉R)/2 as a function of x. The results for 1 sec run

(14100 bunches) are shown in Fig. 8(right) where the small fluctuations of the MC data

points are due to the finite beam dimension and the pixel detector resolution. Next we fit PT

from the MC data in a given x range around its maximum value according to Eq. 19

∆y(x) =
〈y〉L − 〈y〉R

2

∣∣∣∣∣
X

= PT Π(x) (19)

where Π(x) is the analyzing power. The result of the fit, shown by the solid line in Fig.

8(right), yielded PT = 0.899 ± 0.003, with χ2/dof =1.39, which agrees very well with the MC

input value of PT = 0.9.
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6.2 The statistical error

We have evaluated the statistical error on the transverse polarizations measurements from our

Monte Carlo data sample assuming a zero detector dead time. Obviously this error is related

to the number of scattered electrons recorded by the detector. This is shown in Fig. 9 where

the error dependence on the measurement time can be expressed by

∆PT /PT = 0.29 × t−0.53 %. As expected, already for a very short measurement time, the

statistical error can be neglected in comparison with the systematic errors which are discussed

in the following section.

Figure 9: The measurement statistical error on a PT = 0.9 level as a function of the measuring time

derived from the Monte Carlo data sample assuming zero detector dead time.

6.3 The systematic errors

Figure 10: The deviation of the Silicon pixel detector orientation which is set to be perpendicular to

the non-scattered electron beam that moves in the z direction.

A substantial contribution to the systematic error of the polarization measurement is coming

from possible y displacement of the IPγe and or the pixel detector. Due to the fact that the
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Figure 11: The ∆PT dependence on ∆y calculated for PT = 0.9 via a MC program. The statistical

errors correspond to a measurement time of 1 minute with the ILC and polarimeter setup as described

in the text.

dimension of the pixels are finite, in our setup of 50 µm in the y direction, one does not

achieve a complete ∆y compensation via Eq. 7. From our MC simulation we obtain a

quasi-sinusoidal dependence of ∆PT on ∆y which is shown in Fig. 11. As expected a

maximum compensation of the ∆y displacement is reached when its value is n × 50 µm where

|n| is equal to zero or an integer. At the same time the systematic error on |PT | does not

exceed the value of ∼ 0.13%. This systematic error and other ones have been estimated by

changing individually various parameters of the planned ILC and its polarimeter setup

according to their uncertainties estimated in Ref. [5]. These are listed in Table 2. The first

three parameters of the table concern the displacements of the IPγe or the pixel detector

positions. The next three parameters are associated with detector orientation with respect to

the beam position as defined in Fig. 10. The next two parameters are related to the magnetic

field of the spectrometer. The following pair of parameters are connected to the beam tremor

and the last two parameters are related to the beam energy uncertainty. As seen from the

table, the over all systematic error added in quadrature amounts to 0.20 % . Additional

sources of systematic error like those related to the radiation background from the collider

and the polarimeter structure will have to be evaluated after their detailed design and

construction.
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Table 2: A list of the collider and polarimeter setup parameters that are expected to contribute to

the systematic errors of the transverse polarization measurement. From the assessed systematic un-

certainties of these parameters the corresponding systematic errors were obtained from a MC program

simulating the ILC polarimeter features with a beam polarization value of PT = 0.9.

Source of the systematic error ∆ |∆PT |%
∆y axis displacement ≥ 25 µm 0.13

∆x axis displacement 0.1 mm 0.007

∆z axis displacement 1 cm 0.08

∆α deviation of the detector 0.10 0.002

∆β deviation of the detector 0.10 0.004

∆γ deviation of the detector 0.10 0.1

Spectrometer ∆B1 0.0001 T 0.02

Spectrometer ∆B2 0.0001 T 0.005

y axis beam position tremor 5 µm 0.01

x axis beam position tremor 5 µm 0.03

Beam energy tremor 0.22 GeV 0.03

∆Ebeam beam energy 0.22 GeV 0.052

√∑
i ∆P 2

i 0.20%
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program and her help in its adaptation to out transverse polarimeter setup.

References

[1] See e.g. G. Moortgat-Pick et al., Phys. Rept. 460 (2008) 131.

[2] See e.g. T.G. Rizzo, SLAC-PUB-14280, arXiv:1011.2185; K. Desch, LC-PHSM-2003-002; F.

Franco-Sollova, LC-PHSM-2004-011.

[3] See e.g. D.P. Barber et al., Nucl. Inst. and Method. A329 (1993) 79 for more details.

[4] G. Bardin, et al., Compton polarimeter studies for TESLA, DESY print, TESLA 97-03.

[5] J. Brau (Ed), et al., ILC collaboration, arXiv:0712.1950 [physics.acc-ph].

[6] T. Suzuki, General formulae of luminosity for various types of colliding beam machines,

KEK-76-3 (1976), http://ccdb4fs.kek.jp/cgi-bin/img index?197624003 .

[7] C. Bartels et al., Nucl. Inst. Meth. A623 (2010) 570.

[8] S. Boogert et al., JINST 4 (2009) P10015.

[9] ATLAS pixel collaboration, Technical Design Report, (CERN/LHCC, 98-13), 2007.

[10] L. Rossi et al., Pixel detectors: from fundamentals to applications Springer Verlag, 2006.

13

590



List of Authors

Adeyemi, O.S., 546, 570
Alexander, G., 577
Amjad, M.S., 64, 86
Andreev, V.V., 484
Arana-Catania, M., 336
Avetisyan, E., 540

Baer, H., 376
Beneke, M., 46
Berge, S., 248
Bernreuther, W., 248
Bezrukov, F., 275
Bharucha, A., 415
Boronat,M., 64
Brau, J., 2
Buesser, K., 546

Calancha, C., 187

Englert, C., 310

Fiorini, L., 38
Frisson, T., 64, 86
Fujii, K., 170, 456

Gai, W., 562
Garcia, I., 64, 93
Godbole, R., 2
Grefe, C., 258
Grober, R., 352
Groote, S., 118
Gunion, J., 342

Hartin, A., 546, 570
Heinemeyer, S., 325, 331, 336, 450
Heisig, J., 398
Herrero, M., 331, 336

Jantzen, B., 46

Körner, J.G., 118
Kalinowski, J., 405, 415
Kalmykov, M.Y., 275
Katayama, R., 456
Kawada, S., 170
Kawagoe, K., 18
Kittel, O., 440
Kniehl, B., 275
Kovalenko, V., 546, 557, 570
Kraml, S., 366

Lastovicka, T., 258
LeDiberder, F., 2
List, B., 25, 570
List, J., 376
Liu, W., 562
Lopex-Val, D., 317
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Pöschl, R., 64, 86
Pahlen, F.v.d., 325, 450
Pankov, A.A., 405, 484, 518
Paver, N., 484
Penaranda, S., 331, 336
Porod. W., 462

591



Prelovsek, S., 118
Price, T., 100

Rauch, M., 265
Reuter, J., 474
Richard, F., 64, 86
Riemann, S., 136, 546, 557, 562, 570
Rodriguez-Sanchez, A., 331
Rolbiecki, K., 415, 440
Ros, E., 64, 93
Rosca, A., 159
Rouene, J., 64, 86
Ruiz-Femenia, P., 46
Rzehak, H., 325

Salimkhani, K., 445
Schade, P., 440
Schappacher, C., 325, 450
Seidel, K., 50
Shaposhnikov, M., 275
Simon, F., 50
Sola, J., 317
Speckner, C., 462
Spiesberger, H., 248
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