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Prompt Photons in Photoproduction at HERA

H1 Collaboration

Abstract

The production of prompt photons is measured in the phothymtion regime of electron-
proton scattering at HERA. The analysis is based on a datplearmorresponding to a total
integrated luminosity 0340 pb—! collected by the H1 experiment. Cross sections are mea-
sured for photons with transverse momentum and pseuddajpridhe ranges < E. <
15GeV and—1.0 < ¥ < 2.4, respectively. Cross sections for events with an additiona
jet are measured as a function of the transverse energy aadgspidity of the jet, and

as a function of the fractional momenta andz, carried by the partons entering the hard
scattering process. The correlation between the photothenjét is also studied. The re-
sults are compared with QCD predictions based on the calliand on thé:r factorisation
approaches.
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1 Introduction

Isolated photons emerging from the hard subproegss ey.X, so called prompt photons, are
a powerful probe of the underlying dynamics, complementarjets. Production of isolated
photons with high transverse momentum can be calculatedrinnpation theory. High energy
electron-proton scattering is dominated by so-called ghraiduction processes, in which a
beam lepton emits a quasi-real photon which either interdicectly with the proton (direct
process) or fluctuates into partons which then participatiee hard scattering process (resolved
process). In prompt photon production, the direct procesensitive to the quark content of
the proton through the Compton scattering of the exchanpetbp with a quark{q — ~q) as
depicted in figurélla). The resolved procegs{ ~vq) is sensitive to the partonic structure of
both the photon and the proton. A typical diagram is shownguaré[1b). Figuréllc) arild 1d)
show typical higher order diagrams.

Figure 1: Examples of diagrams for the production of prontgitpns in photoproduction: a)
direct and b) resolved interaction with a parton from theigmoc) box diagram and d) radiation
of a photon from an outgoing quark.

The H1 collaboration has previously measured prompt photoss sections in photopro-
duction [1] and in deep inelastic scattering (DIS) [2]. THELZS collaboration has also reported
measurements of prompt photon production [3-5]. Both erpents found that in photopro-
duction the inclusive prompt photon cross section is urstenated by next-to-leading order
(NLO) QCD calculations [6-8], while there is reasonableeggnent for events with a prompt
photon and a jet (photon plus jet). In DIS, a leading order Q@Rulation[[9] significantly un-
derestimates the production of isolated photons and ofgpisgtlus jets. NLO predictions [10]
are only available for the latter and also underestimateithes section.

This paper presents results of a measurement of prompt mhotghotoproduction. The
data used for the measurement were collected with the Httdeta the period fron2004 to
2007 and correspond to a total integrated luminositpéd pb~!. This amounts to an increase
in statistics by a factor of three compared to the previouasueement [1]. During this data
taking period HERA collided positrons or electrBios energyE, = 27.6 GeV with protons of
energyE, = 920 GeV corresponding to a centre-of-mass energy/ef= 319 GeV.

Isolated photons with transverse enefgy. E}. < 15 GeV and pseudorapidﬁy—l.() <
n? < 2.4 are measured in events with the inelastigjtyn the ranged.1 < y < 0.7. This

Unless otherwise stated, the term electron refers to betkltctron and the positron.
2 The pseudorapidity is related to the polar aryisn = — Intan(6/2), wheref) is measured with respect to
the direction of the outgoing proton beam (forward direc}io
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extends the phase space of previous measurements at HERAdlarger pseudorapidities of
the photon and to smaller event inelasticities.

The main background is due to photons produced in hadrorygde€ar its discrimination
from prompt photons, various shower shape variables a Wigerential cross sections are
presented as a function of the transverse energy and psgudity of the photon. For the
photon plus jet sample, differential cross sections aresomea as a function of transverse
energy and pseudorapidity of the photon and the jet and theentum fractions:., and z,
carried by the participating parton in the photon and thegerorespectively. Azimuthal angle
and transverse momentum correlations between the photbthanet are also studied. The
cross sections are compared to QCD calculations based lameeolfactorisation in NLOL[6,/7]
and to calculations based on the factorisation approach [11].

2 Theoretical Predictions

The calculation by Fontannaz, Guillet and Heinrich (FGH)/[@ased on the collinear factori-
sation approach includes the leading order direct andvedgirocessesq — g and their
NLO corrections. Besides the production of a prompt phototne hard interaction, photons
may originate from the fragmentation of a high momentum kuergluon in the final state.
The fragmentation process, described by a fragmentatioctifan, is included in the calcula-
tion as well as the direct box diagram as shown in figuire 1ck ddntribution from quark to
photon fragmentation to the total cross section of isolgteotons is at the level of%. The
contribution from the box diagram amounts to abbiif; on average. The calculation uses the
parton density functions (PDFs) CTEQG6L [12] for the protow &FG04 [13] for the photon.
The scales for renormalisatiqrn; and factorisation:, are chosen to bgg = ur = EJ.. The
NLO corrections to the LO cross section are significant ferititlusive sample. They increase
the predicted cross section by a factor5 — 1.42, the corrections being largest at Id#. and
largen”. For the photon plus jet sample the corrections are muchlenaid belowl 0% on
average.

The leading order predictions of Lipatov and Zotov (LZ) [ based on thé, fac-
torisation approach. The calculation uses the unintedrgteark and gluon densities of the
photon and the proton using the Kimber-Martin-Ryskin (KM#R@scription([14] with the GRV
parameterisations for the collinear quark and gluon diess[il5,16]. Thek, factorisation
approach is expected to account for the main part of thengalh higher order QCD correc-
tions [11]. Direct and resolved processes are considerdueircalculation, but contributions
from fragmentation and from the box diagram are neglected.

To ensure isolation of the photon, the total transverseggneithin a cone of radius one in
the pseudorapidity - azimuthal angle plane surroundingptbenpt photon, excluding its own
energy, is required to be beloMi% of E7. in both calculations. This requirement slightly differs
from the one used in the data analysis as described in s@tfion

The theoretical predictions are compared to the data aterraction for multi parton inter-
actions, for hadronisation effects and for the differerfirdion of the isolation of the photon.
The total correction factorg,,,.. are determined with the signal MC described below as the
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ratios of the cross sections on hadron level with multi partderactions and the data isola-
tion criteria, to the cross sections on parton level withowdti parton interactions and using
the cone cut for the isolation of the photon. The correctaxtdrs are calculated for each bin
using the event generators PYTHIA [17] and HERWIGI[18] whingve a different model for
hadronisation. The arithmetic means of the two correctamtors are used, while half of the
difference between the two models is taken as the error. dhredtion factors for the total
inclusive cross section range fra®4 to 0.99 with an average d.9. They are largest for low
E7 and in the forward direction, where the photon isolation @strsensitive to hadronisation
and to multi parton interactions. The uncertainty of theections is typically8%.

The leading order MC generator PYTHBA2 [17] is used in this analysis for the prediction
of the signal. The simulation of multi parton interactioh8 [20] is included. The hard partonic
interaction is calculated in LO QCD and higher order QCD a#idn is modelled using initial
and final state parton showers in the leading log approxand1]. The fragmentation into
hadrons is simulated in PYTHIA by the Lund string model [ZPhe simulated signal contains
contributions from direct (figuriel 1a) and resolved (figurg gtmduction of prompt photons in-
cluding QED radiation. In addition, processes with two haadons in the final state (figuré 1d)
are simulated. The simulations use the parton densitieSELH12] for the proton and SASG-
1D [23] for the photon. Different parton density functiorms the proton (CTEQ5L/[24] and
MRSTO04 [25]) and the photon (GRV _[15] and AFG04) are used torege the influence of
the parton densities on the predicted cross section, whidbsby at most0%, mainly due to
changes of the proton PDF. The multi parton interactionscedhe total inclusive cross section
by 6% on average. The uncertainty of the correction for multi gaihteractions is estimated
by changing the default parameter for the effective mininttamsverse momentum for multi
parton interactions in PYTHIA (PARP(81)) froim9 GeV to1.6 GeV an2.2 GeV, respectively.

To estimate the uncertainty of the hadronisation corractibe HERWIG [18] generator
is also used to model the prompt photon signal. HERWIG sitesléhe fragmentation into
hadrons through the decay of colourless parton clusters.

Background to the analysis of prompt photons mainly arisa® fenergetic photons from
the decay of hadrons like’ andn in photoproduction events, which constitute more tha¥
of the total background prediction. Direct and resolvedtpproduction of di-jet events used to
study the background is simulated with PYTHIA.

All generated events are passed through a GEANT [26] basedlaion of the H1 de-
tector which takes into account the different data takinggoks, and are subject to the same
reconstruction and analysis chain as the data.

3 H1 Detector

A detailed description of the H1 detector can be found_in [2/]the following, only detector
components relevant to this analysis are briefly discus3éw origin of the H1 coordinate
system is the nominadp interaction point, with the direction of the proton beam wieify the
positive z-axis (forward direction). Transverse momenta are medsuaréhez-y plane. Polar
(#) and azimuthal€) angles are measured with respect to this reference system.
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In the central regionl(° < # < 165°) the interaction point is surrounded by the central track-
ing system (CTD) , which consists of a silicon vertex detef28] and drift chambers all op-
erated within a solenoidal magnetic field bfi6 T. The forward tracking detector and the
backward proportional chamber measure tracks of chargedipa at smaller{° < < 25°)
and larger 155° < # < 175°) polar angles than the central tracker, respectively. bhesvent
theep interaction vertex is reconstructed from the charged sadk the polar angular region
(11° < # < 169°) an additional track signature is obtained from a set of fidandrical multi-
wire proportional chambers (CIP2K) [29].

The liquid argon (LAr) sampling calorimeter [30] surrourttie tracking chambers. It has
a polar angle coverage df <f<154° and full azimuthal acceptance. It consists of an inner
electromagnetic section with lead absorbers and an outieohig section with steel absorbers.
The calorimeter is divided into eight wheels along the beais. & he electromagnetic and the
hadronic sections are highly segmented in the transveséharongitudinal directions. Elec-
tromagnetic shower energies are measured with a precisioitty /E = 12%/+/E | GeVe1%
and hadronic energies with £)/E = 50%/+/E/ GeV & 2%, as determined in test beam ex-
periments([31, 32]. In the backward regidim§° < § < 178°), particle energies are measured by
a lead-scintillating fibre spaghetti calorimeter (Spa(z3j.

The luminosity is determined from the rate of the Bethe-ldejtrocesgp — epy, measured
using a photon detector located close to the beam pipe-at-103 m.

The LAr calorimeter provides the trigger [34] for the evemtshis analysis. The hardware
trigger is complemented by a software trigger requiring l@cteomagnetic cluster in the LAr
calorimeter with a transverse energ@y > 5 GeV. The combined trigger efficiency is about
85% at E;. of 6 GeV rising to abové®5% for E}. > 7 GeV.

4  Experimental Method

4.1 Event Selection and Reconstruction

Events are selected with a photon candidate in the LAr cakter of transverse energy<

EJ < 15 GeV and pseudorapidity1.0 < 7 < 2.4. Photon candidates are defined as compact
clusters in the electromagnetic section of the LAr caloten&vith no matching signals in the
CIP2k. The CIP2k veto rejects candidates, if there is a $igred least two layers of the CIP2k
close to the expected hit position. In addition, a track vustapplied forf > 45°. It rejects
candidates, if a track in the CTD extrapolated to the LAr daleter front face matches the
electromagnetic cluster with a distance of closest appréathe cluster’s barycentre of less
than15 cm. Photon candidates are also rejected if they are closettive regions between
calorimeter modules.

Neutral current (NC) deep-inelastic scattering (DIS) éveare suppressed by rejecting
events with an electron candidate not previously identdieg@hoton candidate. Electron candi-
dates are defined as compact electromagnetic clusters 8ptn@al or in the LAr calorimeter.
In the LAr calorimeter the candidates are required to havesanciated track with a distance of
closest approach of less thancm. The electron suppression restricts the sample to NG®ven
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where the scattered electron escapes along the beam pipe megative: direction. The low
electron scattering angle of such events correspondsttmlitres of the exchanged photon in
the range)? < 4 GeV~. In photoproduction the inelasticityis expressed ag= 1W?/s, where

W is theyp centre of mass energy. In this analygis evaluated ag, = X(F—p,)/2E., where

the sum runs over all measured final state particles withggnérand longitudinal momentum
p.. The inelasticity is restricted 0.1 < y;, < 0.7. The cut at lowy;, removes residual beam
gas background and the higher cutgiremoves background from DIS events including events
with prompt photons and events where the scattered elestrorsidentified as a photon. This
background is below.5% in the final sample and is considered as a systematic uirdgrta

In order to remove background events from rigrsources, at least two tracks are required
in the central tracker, assuring a good reconstruction @ldhgitudinal event vertex position
which is required to be withi0 cm around the nominal interaction point. In addition, tag
cal filters and timing vetoes are applied to remove cosmicmaand beam induced background.

The shape of the photon cluster candidate is used to furéaerce the background. The
transvers@radiusRT of the photon candidate is defined as the square root of toadeentral
transverse momem, = | /u,, where thek’th central transverse moment of the calorimeter
cells distribution is given by, = (|7 — (7)|*). Here,r is the transverse projection of a cell
position and the averages are calculated taking into a¢¢barcell energies as weight factors.
The requiremeni?; < 6 cm reduces background from neutral hadrons that decay ialiphe
photons. In most cases such decay photons are merged inedemtmagnetic cluster, which
tends to have a wider transverse spread than that of a sihgtemn

For events where a second electromagnetic cluster is fdbadnvariant mass/.,, of the
photon candidate cluster, combined with the closest neighibg electromagnetic cluster with
an energy above0) MeV, is reconstructed. Photon candidates frohdecays where the two
decay photons are reconstructed in separate clustergeceererequiringl/,, > 300 MeV.

Tracks and calorimeter energy deposits not previouslytifiesh as photon candidate are
used to form combined cluster-track objects. The photodidarte and the cluster-track objects
are combined into massless jets using the inclusivalgorithm [35] with the separation pa-
rameterR, set tol. Jets are reconstructed in the pseudorapidity rarje < et < 3.0 with a
transverse momentum &' > 4 GeV. Due to the harder kinematical cuts for the photon can-
didate there is always a jet containing the photon candickited the photon-jet. All other jets
are classified as hadronic jets. To ensure isolation of tieéoph the fractionr = EJ./E,) ™
of the transverse energy of the photon-jet carried by thégrhcandidate has to be larger than
0.9. Here,E,] " is the transverse energy of the photon-jet. This isolatguirement largely
suppresses background from photons produced in the hadoaty dascade. Only events with
exactly one isolated photon candidate are accepted.

For the photon plus jet sample, events are selected with @pltandidate and at least one
hadronic jet with—1.3 < et < 2.3. If more than one hadronic jet is selected, the one with the
highestZ)" is used.

Four additional observables are defined for the photon jgliusgmple which are sensitive
to the underlying partonic process:

3In the context of the cluster shape analysis the transvéase jis defined as perpendicular to the direction of
the photon candidate.



e The estimators:’” andx.“, which in the LO approximation correspond to the longitu-
dinal momentum fractions of the partons in the photon andtbéon, respectively, are
defined as

L0 _ E%(efnjet +e ) and 20 — E%(en“’t +e")
! (2ynEe) P (2E,)

These definitions [36,37] reduce infrared sensitivityfor— 1 compared to the conven-
tional definition ofz, = (Eje ™ + EiX'e="")/(2yE,). The above definitions make use
of the energy of the photon only, which has a better resaiutian the energy of the jet.
However,z/© andz© may become larger than unity.

e Two observablep, and A® describe the transverse correlation between the photon and
the jet, A® is the azimuthal difference between the photon and the p&t,pa is the
photon momentum component perpendicular to the jet doeati the transverse plane

pL= Loy x pi | ﬁng | E7] - sin Ad.
| p” |

At leading order the prompt photon and the jet are back-tklaamdp , equals zero for

direct processes. The observahblé is strongly correlated withp |, but is less sensitive

to the energies of the photon and the jet.

Theyy, E7., z andrpi® distributions of events with an isolated photon candidageshown
in figure[2 together with the MC predictions from PYTHIA foretlsignal and the background.
The signal (background) prediction is scaled by a fadtab (1.7) on average. The scaling
factors vary as a function of as suggested by the cross section measurement (sectiom 5). |
all distributions the data are described within errors l®ydbaled MC predictions. At this stage
of the analysis there is still a significant contribution atkground from the decay products of
neutral mesons.

4.2 Photon Signal Extraction

The photon signal is extracted from the sample with photolickates by means of a shower
shape analysis based on the method described/in/[2, 38fdtthe following six shower shape
variables calculated from the measurements of the indalidells composing the cluster:

e The transverse radius of the clustBg;.

e The transverse symmetry, which is the ratio of the spreadhetrtansverse cell distri-
butions along the two principal axes. Single photon clestege expected to be more
symmetric than multi-photon clusters.

e The transverse kurtosis, defined&s = ju4/(12)* — 3, with 1, and i, the second and
the fourth moment of the transverse energy distribution.



e The first layer fraction, defined as the fraction of the clustenergy detected in the first
calorimeter layer.

e The hot core fraction, being the fraction of the energy of ¢éfectromagnetic cluster
contained in the hot core of the cluster. It is defined as tle¥ggnfraction in four to
twelve contiguous cells in the first two calorimeter lay@lspending on the polar angle.
The cells include the most energetic cell and are chosen xinmse the energy.

e The hottest cell fraction, which is the fraction of the eryenfithe electromagnetic cluster
contained in the cell with the largest energy deposit.

The distributions of the shower shape variables are shovigure[3 for the prompt photon
candidates with the kinematic cuts as defined above. Theedhaahd shows the systematic
uncertainty assigned to the description of the shower shapelescribed in section 4.4. The
data are compared with the sum of the background and thel sW@adistributions, which
describe the data within the systematic error.

In order to discriminate between signal and backgroundpatiity density functiong?
for the signal ang;, for the background are defined for each of the six sho_wer sbmp'mles
i. Simulated events for the signal and the background are taseeterminep’, andp;,. The
photon and background probability densities are takenaptbduct of the respective shower
shape densities with the method described in [39]. For eaeht@ discriminatoD is formed.
It is defined as the photon probability density divided by shen of the probability densities
for photons and background. Figure 4 shows an example ofificeiMinator distribution for
the ranged.94 < n” < 1.42 and four different bins inE}).. The discriminator has in general
larger values for prompt photons than for the decay phofbhe separation power is decreasing
with increasingE7.. The sum of the MC predictions describes the data within yis¢esnatic
uncertainty of the shower shapes.

Additional event samples are used for the determinatiorystesnatic errors related to the
cluster shapes. The first sample, containing Bethe Heilemts,ep — evyp, consists of events
with an electron reconstructed in the LAr calorimeter, atphan the SpaCal and nothing
else in the detector. The second, complementary sampldditian containing deeply-virtual
Compton scattering [45] events, is selected by requiringlactron in the SpaCal, a photon in
the LAr calorimeter and no other particle in the detectoreSéhindependent event selections,
denoted BH and DVCS respectively, provide a clean sampléeofremagnetic clusters at low
transverse energies in the LAr calorimeter and are useditty $he description of the shower
shapes of the photons. A third sample is used to monitor teerigition of the shower shapes
of clusters initiated by the decay of neutral hadrons. Tame, denoted BG, is background
enhanced by selecting events with the inverted isolatiter@a » = £7./E,/ ™" < 0.9 and no
cut on the transverse radius of the photon candidate.

4.3 Cross Section Determination

A regularised unfolding procedure [40--44] is used to rethstributionsy,.. of reconstructed
variables (input bins) to distribution$,,. of variables on hadron level (output bins), to deter-
mine the fractions of signal and background and to correxttta for the detector acceptance.
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The unfolding matrixA relates the two vector®\z... = 7..c. Further details on the method
can be found in in[44] and are summarised in appendlix A.

The input is binned in three dimensions in the reconstrugtexhtitiest., n” and D; the
latter allows the discrimination of signal and backgrouhlle output of the unfolding procedure
contains the number of signal even¥s;, in E}-n” bins on hadron level and the amount of
background events in any of the input bins. Additional ufiderand overflow bins are defined
for each output variable. Therefore the unfolding ma#iglso includes migrations into or out
of the phase space of the measurement. It is computed ugingl sind background PYTHIA
simulation. For measurements including jet-related e both the input and the output is
additionally binned in some variable whereu is EX', ', x.,, z,, A® orp,.

The stability of the unfolding procedure is checked by vagythe number of input bins
and changing the bin boundaries. The results from the umiglprocedure are compared to a
bin-by-bin correction method. Agreement is seen withimexfor most of the analysis bins.

Cross sections are presented @t < 1 GeV?. The extracted number of signal events
in each binNy;, is corrected for a small contribution of DIS events at vilitigs 1 < @Q? <
4 GeV2. For this kinematic region the scattered electron has anegftigible probability to
escape detection. If such events contain in addition plsabhigh transverse momentum, their
signatures are very similar to the signal process. The sporeding correction factofp;s is
determined with the PYTHIA signal MC and is found to be ab0s8 for most of the analysis
bins. The bin-averaged double differential cross sectiohadron level is obtained as

d’o _ Nsig - fprs
dEJdny (L AEJAn)’

where, is the luminosityAE7. (An”) is the bin width inE. (”) andN;, corresponds to the
number of signal events in the biil-n”. Single differential cross sections as a function of
E7. (n") are then obtained by summing bins of the double differént@ss sections in” (E7),
taking into account the respective bin widths. The totalusive cross section is obtained by
summing the measured double differential cross sectionalvanalysis bins. The differential
cross sections in bins of some jet-related variabig obtained by unfolding triple-differential
cross sections i}, n” andu, which then are summed over the binsAf and7”. For the
calculation of cross section uncertainties, correlatiogisveen bins are taken into account.

4.4 Systematic Uncertainties

The following experimental uncertainties are considered:

e The measured shower shape variables in the DVCS and BH eamgleas defined in
sectior 4.2 are compared to MC simulations. The uncertaintthe shower shape sim-
ulation for the photon is estimated by varying the discriatimg variables within the
limits deduced from the differences between data and stmualaThe uncertainty of the
description of the background composition and the showapes$ of neutral hadrons is
obtained accordingly by comparing the shower shapes of Gi@Bnt sample with the
background MC from PYTHIA. The resulting variation of theabinclusive cross sec-
tion is11%. The uncertainty varies betwe&d and25% for the single differential cross
sections increasing towards large
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e An uncertainty of1% is attributed to the energy of the photonl[45] and an untdyta
of 3 mrad to the measurement of the scattering angle [2] for ewsith 7 < 1.4. For
nY > 1.4 the uncertainty isl% on the energy scale addmrad on the scattering angle.
The resulting error on the total inclusive cross sectioftis5%.

e A 2% uncertainty is attributed to the measurement of the hacremergy [44]. The
corresponding uncertainty of the total cross sectidfo.

e An uncertainty of£3% is attributed to the determination of the trigger efficienc

e The uncertainty on the CIP2k and track veto efficiency resualtan error of-2.5% on
the total inclusive cross section.

e Background from DIS events leads to a systematic unceytaint.5%.

e An uncertainty in the description of the dead material inghmsulation is accounted for
by varying the probability of photon conversion before tladodmeter by+10%. For
polar angle® < 20° it is varied by+30% because of more dead material in the forward
region. This results in &6 uncertainty for the cross section measurements in theatent
region and3% in the most forward” bin.

e The ratio of resolved to direct photoproduction events emMC simulation is changed
within limits deduced from the measured distribution [44], leading ta:1% systematic
error due to a different acceptance.

e The luminosity measurement has an erro.dfo.

The effects of each systematic error on the cross sectiendedermined by evaluating an
alternative unfolding matribd’ using the MC prediction made with the corresponding system-
atic variation applied. The differences to the default loifay matrixA’-A are used to evaluate
the contributions to the error matrices of the results ustagdard error propagation. The final
error matrix is split into fully correlated and fully uncetated parts which are listed in tablés 2
to[d. The systematic uncertainty obtained on the total Bickicross section i%13%. The
largest contribution to this uncertainty arises from thstegnatic uncertainties attributed to the
description of the shower shapes.

5 Results

The prompt photon cross sections presented below are giretihdé phase space defined in
tablel1.

Bin averaged differential cross sections are presentedimef’b td D and in tabl€s$ 2[id 7.
For all measurements the total uncertainty is dominatedbysystematic errors. The figures
also show the ratio of the NLO QCD prediction (FGH)!I5, 7] te ttneasured cross section
R = orau/omeas With the uncertainty of the NLO calculation. The factgrs.. (see sectionl2)
for the correction of the theoretical calculations for faudsation, multi parton interactions and
the definition of the isolation are given in the cross sectadmles with their errors.
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H1 Prompt Photon Phase Space
6 < E) < 15 GeV
Inclusi -1.0<n" <24
nclusive IR
cross section | Z = Er/Er " > 0.9
Q? < 1GeV
0.1 <y<0.7
. Ejet 4. \Vj
Jet definition T > .5 Ge
1.3 < <23

Table 1. Phase space for the measurement of prompt photes seations. Kinematics are
defined in the H1 laboratory frame.

The measured inclusive prompt photon cross section in thegspace defined in table 1 is
o(ep — eyX) = 66.9 + 1.8 (stat) + 8.7 (syst) pb.

Both calculations predict lower cross sections>efl *34 pb (FGH) and56.7 72 pb (LZ),
while the MC expectation from PYTHIA i46.4 pb. Theoretical uncertainties due to missing
higher orders are estimated by simultaneously varyipgnd . by a factor of0.5 to 2.0. In
addition, the errors on the theoretical predictions ineludcertainties due to the error ff,,
and due to the PDFs. All these error sources are added inajuaelr

Differential inclusive prompt photon cross sections/dE;. and dr/dn” are presented in
table[2 and in figurél5. The results are compared to a QCD edicnlbased on the collinear
factorisation in NLO (FGH)!([g,[7], to a calculation based & £ factorisation approach
(LZ) [11]. Both calculations are below the data, most sigaifitly at lowE}.. The LZ cal-
culation gives a reasonable description of the shapg”pivhereas the FGH calculation is
significantly below the data for central and backward pheigh < 0.9).

Double differential cross section$s/dE7.dn” are shown in figurgl6 and talile 3 for all five
bins inn”. Then” bins correspond to the wheel structure of the LAr calorimdt& provides
a reasonable description of the data with the exceptionefdestE?. bin in the centrah”
(0.2 < n” < 0.9) region. The FGH calculation underestimates the crossoseict the central
(0.2 < n” < 0.9) and backwardr(” < —0.6) region. Here, it is significantly below the data.
The prediction from PYTHIA is also shown. It underestimat®s measured cross section by
roughly45%, most significantly at lowE?..

The prompt photon plus jet cross section is
o(ep — ey jet X) =50.1 + 1.7 (stat) + 6.5 (syst) pb.

It is similar to the inclusive cross section, since the proipoton recoils most of the time
against a prominent hadronic jet. The theoretical calmnatpredict cross sections41f.6 * -3 pb
(FGH) and45.757 pb (LZ). Both are compatible with the measurement withinetrers. The
PYTHIA expectation oB3.9 pb is again too low.
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Cross sections for the production of a prompt photon plusijetpresented in figuiid 7
and table§1415 as a function of the variablg, n?, Ef" andn*t. Both calculations give a
reasonable description of thg). and )" cross sections but show deficits in the description of
ther’®® shape. Here, the LZ prediction is too high for jets wijiti < 0.5, and both calculations
underestimate the rate of events with forward jets. As inrbkisive case, the FGH prediction
is too low forn” < 0.2.

Photon plus jet cross section as a function of the estimatﬁﬁ’sand azﬁo are shown in
figure[8 and tablel4. Both distributions are described by #heutations within errors.

Cross sections for the two observables describing thevieass correlation between the
photon and the jetp, and A®, are shown in figuré]9 and tables[6, 7. Both variables are
expected to be sensitive to higher order gluon emission. pHase-space is divided into two
parts: one with:”® > 0.8 where the direct interaction of a photon with the proton duates
and one withz:ﬁo < 0.8, including significant contributions from events with agk®d photon.
Forxﬁo > 0.8 both predictions underestimate the tails of the distrimgisuggesting that there
is more decorrelation in the data than predicted. f:’;ﬂ < 0.8 thep, distribution is harder
than foracgo > (.8, which reflects the increased contributions from events aitresolved
photon and from photons radiated from quarks in di-jet evefithe FGH calculation poorly
describes the, distribution but gives a reasonable description of the mnessent inA¢ for
xﬁo < 0.8, except for the highest bin in®. The regionsA® — 180° andp, — 0 are sensitive
to multiple soft gluon radiation which limits the validityf ixed order calculations [46]. The
LZ calculation includes multiple gluon radiation in thetial state before the hard subprocess
and describes\® > 170° andp, < 2 GeV, but predicts a significantly lower contribution of
events in the tails of both distributions as compared to #ta.d

The present measurement is compared to the publishedseditl [1] and ZEUSI[[5] in
the restricted phase spate < y, < 0.7. For the comparison with the inclusive measurement
of H1 then” range is restricted te-1.0 < 17 < 0.9. For the comparison with the ZEUS
results for isolated photons with a jet, the kinematic raisgehanged t&@ < Ej. < 15 GeV,

6 < E{,?t < 17 GeV and—1.6 < ’** < 2.4. The results of this analysis are found in agreement
with the previous measurements [44].

6 Conclusions

The photoproduction of prompt photons is measuregbicollisions at a centre-of-mass energy
of 319 GeV with the H1 detector at HERA using a data sample correspgrtdian integrated
luminosity of 340 pb~'. Photons with a transverse energy in the rahge E7. < 15 GeV and
with pseudorapidity-1.0 < n” < 2.4 are measured in the kinematic regiQh < 1 GeV? and
0.1 <y < 0.7. Compared to previous measurements, the rangé &f significantly extended,
and the luminosity of the measurement is increased by arftutee.

Single differential and double differential cross secti@me measured. The data are com-
pared to a QCD calculation based on the collinear factooisa NLO (FGH) [6/7], to a QCD
calculation based on the- factorisation approach (LZ) [11], and to the MC predictioonh
PYTHIA. The predicted total cross section is lower than tlemsurement by arour28%. Both
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theoretical calculations underestimate the data atfigw While the LZ prediction describes
the shape of @/dn” reasonably well, the FGH prediction is significantly beldve tdata for
backward photons)( < —0.6). PYTHIA underestimates the data by roughb%, most sig-
nificantly at lowE?.

Differential cross sections for photon plus jet are meabarsea function of the observables
E}, ", 7, BY, 210, andzC. The measured cross sections as a function of the transverse
energy of the photon and the jet as Welladso and xﬁo are described within errors by the
calculations. However, neither of the predictions is ableléscribe the measured shape as a

function ofJ°t.

Correlations in the transverse plane between the jet anghib&n are investigated by mea-
surements of the difference in azimuthal andié and of the photon’s momentum perpendic-
ular to the jet directionp,. A significant fraction of events shows a topology which ig no
back-to-back. Neither calculation is able to describe tleasared correlations in the transverse
plane.

Prompt photon cross section in photoproduction are now unedsat a precision of about
10%, with hadronisation corrections known at the leveb%f. The challenge remains to further
improve the theoretical calculations and arrive at a deepéerstanding of the underlying QCD
dynamics in this interesting channel.
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A Unfolding procedure

The photon signal is extracted using an unfolding procetlurelate distributiong,.. of re-
constructed variables to distributiolg,. of true variables on hadron level, to determine the
fractions of signal and background and to correct the datdhi® detector efficiency. The
unfolding matrixA which reflects the acceptance of the H1 detector relatesatbevéctors,
AZie = Jree- EaCh matrix elememnt,;; is the probability for an event originating from bjrof
Zirue t0 be measured in binof i,... The matrixA is computed using the PYTHIA simulation
for the signal and the background, interfaced to the GEAMTu&tion of the H1 detector.

A schematic view of the simplified unfolding matrix is shown in figuré_TI0. Each row of
the matrix corresponds to one element of the vegigr. The elements of’,.,. are: signal,
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Figure 10: Schematic sketch of the unfolding matrix fox 2 signal bins and x 2 x 5
reconstructed bins. Two generator cutsafdy) and the background are taken into account.
The size of the boxes reflects the number of entries in a bin.

migration and background bins. Each column of the matrixesponds to one element of
the vectory.... The elements ofj.. are: reconstructed bins and side bins. When solving the
equation forz;,. the number of efficiency corrected signal, migration andkgemund events

is determined in one step.

The inputy... is binned in three dimensions in the reconstructed questit};>*, »"-* and
D. The binning inD is required for the discrimination of signal and backgroufégure[ 10
shows3 x 2 x 5 “Reconstructed Bins”. The signal is binned in the hadromllquantitiesE?’B
andn®®. Figure[10 showg x 2 “Signal” bins in these variables.

In addition, %, includes “background” bins mE123 andn'?, in parallel to the recon-

structed quantities. These bins give the amount of backgtdm each reconstructed bin. The
background is determined in the unfolding together withgigaal contribution.
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The final unfolding matrixA also takes into account migrations into or out of the phase
space of the measurement. For each cut on hadron level,aigefine the measurement phase
space (tablell), a migration bin is added, containing exgarierated outside of the phase space
but reconstructed in any of the input bins. In figlré 10, twohstMigr.” bins are shown. In
order to minimise possible biases introduced by the sign@l $¥nulation outside the phase
space, each migration bin is subdivided i#$ andn” bins (not shown in the figure).

The amount of migration from outside of the generated phpaeesis controlled by includ-
ing “Side” bins on detector level for each of the “Migratiooihs on hadron level. A side bin is
defined as a narrow slice outside the nominal cut value ofd¢benstructed variable. The side
bins are also subdivided int6;. andn” bins.

Using matrixA the unfolded distributiorr;,,. is obtained from the observed distribution
Jrec DY Minimising ay? function given by

X* = x4 + 71

where
X,24 - 1/2 ' (?jrec - Aftrue)Tvil(grec - Aftrue)

measures the deviation 8f,,. from the data bing,... Here,V = CoVv(y;, y;) is the covari-
ance matrix of the data, initially approximated by the oleedrstatistical errors. In order to
avoid a known bias of this procedurte [47], the unfoldingesated using an updated covariance
matrix [44], constructed from the expected statisticalartainties. For a given regularisation
parameter the regularisation term is defined @6 = (%...)*. The minimumy? can be calcu-
lated analytically and is found as

Tirwe = (ATVTIA) 4+ 17)TTATV .

The size of the regularisation parametas chosen using thé-curve method [48-50].

References

[1] A. Aktaset al.[H1 Collaboration], Eur. Phys. J. 88 (2005) 437 [hep-ex/0407018].
[2] F.D. Aaronet al.[H1 Collaboration], Eur. Phys. J. 84 (2008) 371 /[arXiv:0711.4578].

[3] J. Breitweget al.[ZEUS Collaboration], Phys. Lett. B72(2000) 1-2, 175
[hep-ex/9910045].

[4] S. Chekanoet al.[ZEUS Collaboration], Phys. Lett. B11(2001) 19 [hep-ex/0104001].

[5] S. Chekanoet al.[ZEUS Collaboration], Eur. Phys. J.49 (2007) 511
[hep-ex/0608028].

[6] M. Fontannaz, J. P. Guillet and G. Heinrich, Eur. Phy€ 21 (2001) 303
[hep-ph/0105121].

[7] M. Fontannaz and G. Heinrich, Eur. Phys. J3€(2004) 191 [hep-ph/0312009].
17


http://arxiv.org/abs/hep-ex/0407018
http://arxiv.org/abs/0711.4578
http://arxiv.org/abs/hep-ex/9910045
http://arxiv.org/abs/hep-ex/0104001
http://arxiv.org/abs/hep-ex/0608028
http://arxiv.org/abs/hep-ph/0105121
http://arxiv.org/abs/hep-ph/0312009

[8] A. Zembrzuski and M. Krawczyk, hep-ph/0309308.

[9] A. Gehrmann-De Ridder, T. Gehrmann and E. Poulsen, FRg\. Lett.96 (2006)
132002 [hep-ph/0601073].

[10] A. Gehrmann-De Ridder, G. Kramer and H. Spiesbergec| NRhys. B578(2000) 326
[hep-ph/0003082].

[11] A.V. Lipatov and N.P. Zotov, Phys. Rev. T2 (2005) 054002 [hep-ph/0506044].
[12] J. Pumpliret al, JHEP0207(2002) 012 |[hep-ph/0201195].

[13] P. Aurenche, M. Fontannaz and J.P. Guillet, Eur. PhyG.4% (2005) 395
[hep-ph/0503259].

[14] M.A. Kimber, A.D. Martin and M.G. Ryskin, Phys. Rev. &8 (2001) 114027
[hep-ph/0101348].

[15] M. Gluck, E. Reya and A. Vogt, Phys. Rev.4B (1992) 1973.
[16] M. Gluck, E. Reya and A. Vogt, Z. Phys. &7 (1995) 433.
[17] T. Sjostrancet al, PYTHIA 6.2 Physics and Manual [hep-ph/0108264].

[18] G. Corcellaet al, HERWIG 6.5 Release Note35(2001) 128, [hep-ph/0210213],
Version6.505 is used.

[19] J.M. Butterworth, J.R. Forshaw and M.H. Seymour, Z. /72 (1996) 637
[hep-ph/9601371].

[20] T. Sjostrand and M. van Zijl, Phys. Rev.35 (1987) 2019.

[21] M. Bengtsson and T. Sjostrand, Z. Phys37(1988) 465.

[22] B. Anderssoret al,, Phys. Rept97 (1983) 31.

[23] G.A. Schuler and T. Sjostrand, Phys. Lett3B6(1996) 193 [hep-ph/9601282].
[24] H.L. Lai et al.[CTEQ Collaboration], Eur. Phys. J. 12 (2000) 375 [hep-ph/9903282].
[25] A.D. Martin et al, Phys. Lett. B604(2004) 61 [hep-ph/0410230].

[26] R. Brunet al, “GEANT 3" CERN_DD/EE/84-1.

[27] I. Abt et al, [H1 Collaboration], Nucl. Instr. and Meth. 386(1997) 310; ibid, 348.
[28] D. Pitzl et al, Nucl. Instrum. Meth. A454(2000) 334|[hep-ex/0002044].

[29] J. Beckeret al,, Nucl. Instrum. Meth. A686(2008) 190 |[physics/0701002].

[30] B. Andrieuet al.[H1 Calorimeter Group], Nucl. Instrum. Meth. 236 (1993) 460.
[31] B. Andrieuet al.[H1 Calorimeter Group], Nucl. Instrum. Meth. 260(1994) 57.

18


http://arxiv.org/abs/hep-ph/0309308
http://arxiv.org/abs/hep-ph/0601073
http://arxiv.org/abs/hep-ph/0003082
http://arxiv.org/abs/hep-ph/0506044
http://arxiv.org/abs/hep-ph/0201195
http://arxiv.org/abs/hep-ph/0503259
http://arxiv.org/abs/hep-ph/0101348
http://arxiv.org/abs/hep-ph/0108264
http://arxiv.org/abs/hep-ph/0210213
http://arxiv.org/abs/hep-ph/9601371
http://arxiv.org/abs/hep-ph/9601282
http://arxiv.org/abs/hep-ph/9903282
http://arxiv.org/abs/hep-ph/0410230
http://arxiv.org/abs/hep-ex/0002044
http://arxiv.org/abs/physics/0701002

[32] B. Andrieuet al.[H1 Calorimeter Group], Nucl. Instrum. Meth. 236(1993) 499.
[33] R.D. Appuhnet al,, Nucl. Instrum. Meth. A386(1997) 397.

[34] C. Adloff et al.[H1 Collaboration], Eur. Phys. J. 80 (2003) 1 [hep-ex/0304003].
[35] S.D. Ellis and D.E. Soper, Phys. Rev4B (1993) 3160/[hep-ph/9305266].

[36] M. Fontannaz, J.P. Guillet and G. Heinrich, Eur. Phy€ 22 (2001) 303
[hep-ph/0107262].

[37] P. Aurenche, J.P. Guillet and M. Fontannaz, Z. Phy84(1994) 621 [hep-ph/9406382].

[38] C. Schmitz, “Isolated Photon Production in Deep-ls@@Scattering at HERA", Ph.D.
Thesis, Zurich University, 2007, available at
http:/ /www-h1.desy.d¢publicationgthesedist.html.

[39] P. Domingos and M. Pazzani,
Machine Learning 29 (1997) 103.

[40] D.L. Phillips, J. Assoc. Comput. MacB,(1962) 84.

[41] A.N. Tikhanov, Soviet Math. Dokl4 (1963) 1035; English translation of Dokl. Akad.
Nauk. SSSR151(1963) 501.

[42] V. Blobel, Proc. Advanced Statistical Techniques imtieke Physics, Durham (2002).

[43] R. Brun and F. Rademakers, Nucl. Instrum. Met889(1997) 81, ROOT version 5.18
with TUnfold version 14, the latter available at http://wwaesy.detsschmitt/.

[44] K. Nowak, Ph.D. Thesis, Zurich University, 2009, ireparation, to be made available at
http:/ /www-h1.desy.d¢publicationgthesedist.html.

[45] A. Aktaset al.[H1 Collaboration], DESY-09-109, arXiv:0907.5289.
[46] Gudrun Heinrich, private communication.
[47] G. D’Agostini, Nucl. Instr. and Meth. Re846(1994) 306.

[48] C.L. Lawson and P.C. Hansen, “Solving Least SquareblEnes,” Prentica-Hall,
Engkewood Cliffs, N. J., 1974; reprinted by SIAM, Philadghy 1995.

[49] K. Miller, SIAM J. Math. Anal.,1 1970 52.

[50] P.C. Hansen, “The L-curve and Its Use in the Numericabiment of Inverse Problems,”
Computational Inverse Problems in ElectrocardiologyRedohnston, Advances in
Computational Bioengineering (2000).

19


http://arxiv.org/abs/hep-ex/0304003
http://arxiv.org/abs/hep-ph/9305266
http://arxiv.org/abs/hep-ph/0107262
http://arxiv.org/abs/hep-ph/9406382
http://www.desy.de/~sschmitt/
http://arxiv.org/abs/0907.5289

H1 Inclusive Prompt Photon Cross Sections

E} do/dE]. uncorr. corr. feorr

[GeV] [pb/GeV]

[6.0,7.0] 27.24 +1.86 +3.04 || 0.88 700
[7.0,8.5] 12.94 £0.71  +1.94 || 0.89*(:0
[8.5,10.0] 6.74 +0.65 +0.95 | 0.93 %302
[10.0,15.0] 2.02 +£0.17  +0.24 || 0.96 1003

nY do/dn” uncorr. corr. feorr

[pb]

[~1.00,—0.57] 184 £1.3 425 | 0.99750
[—0.57,0.20] 23.9 +1.5 +1.5 || 0.94752
[0.20,0.94] 27.7 +1.2 423 { 0.90790
[0.94,1.42] 193 +1.3  43.0 | 0.873%
[1.42,2.40)] 1.0 +1.0 435 | 0.84F30%2

Table 2: Bin averaged differential cross sections for issle prompt photon production as a
function ofn)” andE7. in the kinematic range specified in table 1. The bin rangesiifferential
cross section values, the uncorrelated and correlatedtamtees, andf,,,,. are listed, where
feorr denotes the correction factor applied to the theoretic@<sections. It corrects for multi
parton interactions, hadronisation and the different g used for the isolation cut.
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H1 Inclusive Prompt Photon Cross Sections
n" E] d*c/dE}dn” uncorr. corr. Feorr
[GeV] [pb/GeV]

[—1.00,—0.57] | [6.00,7.00] 9.24 £0.93 +1.06 || 0.99*002
[7.00,8.50] 3.75 40.57 4+0.44 || 0.99+3%2
8.50,10.00] 1.43 4041 40.24 || 0.99+3:02
[10.00,15.00] 0.27 £0.10 +0.07 || 1.0113%

[—0.57,0.20] 6.00,7.00] 9.19 +£1.04 +0.59 || 0.93+30
[7.00,8.50] 502 +0.59 +0.48 || 0.94700
[8.50,10.00] 2.29 +0.46 +0.19 || 0.96 7552
[10.00,15.00] 0.76 +0.12  40.06 || 1.00*39%2

[0.20,0.94] [6.00,7.00] 10.90 40.86 +0.78 || 0.87 730}
[7.00,8.50] 515 £0.43 £0.52 || 0.8910%
8.50,10.00] 3.28 4+0.34 +0.24 || 0.94750!
[10.00,15.00] 0.83 =+0.10 40.07 || 0.96 7902

[0.94,1.42] 6.00,7.00] 7.68 +1.02 +1.18{ 0.83+3%
[7.00,8.50] 3.31 £0.51 £0.51 || 0.857002
8.50,10.00] 2.27 +0.44 40.38 | 0.90 T35
[10.00,15.00] 0.66 +0.12 +0.09 || 0.95%39%

[1.42,2.43] [6.00,7.00] 454 4090 +1.29 || 0.797902
[7.00,8.50] 2.12 £0.41 £0.72 || 0.8215%2
[8.50,10.00] 0.86 £0.31 =£0.35 || 0.8810.0¢
[10.00,15.00] 0.40 +0.08 =+0.09 || 0.93*0:03

Table 3: Bin averaged double differential cross sectionrfolusive prompt photon production
in bins of transverse energy and pseudorapidity of the phdibe errors are correlated between
different E7. and different;” bins. More details are given in the caption of tgble 2.
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H1 Prompt Photon plus Jet Cross Sections
E7. do/dEJ. uncorr. corr. feorr
[GeV] [pb/GeV]
6.0,7.0] 18.53 +1.61 +2.21 || 0.82+3%
7.0,8.5] 9.93 +1.06 +1.39 || 0.87+)0¢
[8.5,10.0] 550 +0.45 +0.73{ 0.92+3%
[10.0,15.0] 1.68 +0.23  +0.16 || 0.955-%3
n" do/dn” uncorr. corr. feorr
[pb]
[~1.00,—0.57] 1479 +1.25 £1.70 || 0.94 %50
[—0.57,0.20] 18.57 +1.47 £1.75 || 0.90%50
[0.20,0.94] 21.12 +1.21 +1.77 || 0.87 2%
[0.94,1.42] 13.88 43.15 +2.12 || 0.86 7503
[1.42,2.40] 7.31 4273 +1.54 || 0.8475%
Bl do/dE" uncorr. corr. feorr
[GeV] [pb/GeV]
[4.5,6.2] 6.60 +0.74 +1.42{ 0.85%30
6.2,8.0] 6.93 +1.08 +0.84 || 0.8375%
8.0,10.0] 6.15 +0.78 +0.65 || 0.90 739
[10.0,15.0] 1.88 40.33 £0.17 || 0.9675:03
niet do/dn®* uncorr. corr. feorr
[pb]
[—1.3,—0.4] 71 £0.7  £1.0 || 0.80F00F
[—0.4,0.5] 149 408 421 | 0.86730%
[0.5,1.4] 187 +1.1 427 | 0.915%%
[1.4,2.3] 153 +1.2 422 | 0.9475%

Table 4: Bin averaged differential cross section for promipbton plus jet production as a
function of £, 7, EX" andn’*'. More details are given in the caption of table 2.
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H1 Prompt Photon plus Jet Cross Sections
xk© do/dzZ? uncorr. corr. feorr
[pb]
[0.0,0.5] 23.0 +3.3 438 | 0.7850
[0.5,0.7] 44.1 +9.6  +8.1 | 0.897008
[0.7,0.9] 70.3 £12.3 109 || 1.24750¢
(0.9,1.1] 75.9 498 484 | 0.82750]
xLo do/dz}° uncorr. corr. Feorr
[pb]
[0.001,0.010] 1257 491  £102 || 0.84139%
[0.010,0.025] 1325 465  +150 || 0.881%%
[0.025,0.040] 698 +90  £134 || 0.90773
[0.040,0.060] 341 447  £66 | 0.9170%

Table 5: Bin averaged differential cross section for prompipvton plus jet production as a
function of 22 and=[°. More details are given in the caption of table 2.
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H1 Prompt Photon plus Jet Cross Sections

ko p. | do/dp, uncorr. corr. feorr
[GeV] [pb/GeV]

[0.8,1.1] | [0,2] 775 050 +0.32 || 0.89100)
[2,4] 3.96 +0.43 £0.53 || 0.87X901
[4,6] 2.16 +0.55 +0.56 || 0.84 7007
[6.8] 0.60 £0.53 £0.36 || 0.81700%

[0.0,0.8] | [0,2] 714 £0.48 £+1.04 || 0.8410%
[2,4] 452 £0.49 £0.80 || 0.91F503
[4,6] 291 +0.40 +0.56 || 0.96150%
[6.8] 2.35 +£0.44 +0.37 || 1.071030

Table 6: Bin averaged differential cross sections for propimton plus jet production as a
function of p,, the photon’s momentum perpendicular to the jet directionhie transverse
plane, separated into two regions wﬂﬁo > 0.8 andxgo < 0.8. More details are given in the
caption of tabléR.
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H1 Prompt Photon plus Jet Cross Sections

ko AP do/dA® uncorr. corr. Feorr
[pb]

[0.8,1.1] | [130,150] 0.19 +0.04 +0.01 || 0.8275%
[150,165] 0.46 =+0.06 +0.06 || 0.84 00!
[165,172] 0.89 =+0.14 +0.07 || 0.93 7009
[172,180] 1.38 40.04 40.17 || 0.895:05

[0.0,0.8] | [130,150] 0.27 40.03 40.04 || 0.94 1502
[150,165] 0.52 4+0.06 +0.08 || 0.9170%
[165,172] 091 =+0.14 +0.18 || 0.8313%7
[172,180] 1.21 40.11 40.15 || 0.84 5%

Table 7: Bin averaged differential cross sections for propimton plus jet production as a
function of A®, the difference in azimuthal angle between the photon aagethseparated into
two regions withzZ? > 0.8 andz2” < 0.8. More details are given in the caption of table 2.
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Figure 2: Distributions of a) the inelasticity,, b) the transverse energy;. of the photon, c)
the isolation parameterand d)»’** for events with prompt photon candidates. Data are shown
as points with error bars indicating the statistical erfidre signal prediction from PYTHIA for
prompt photons is shown as dark full line, and the contrdoutf direct interactions as a dotted
line. The background as simulated with PYTHIA is shown as shdd line. The signal and
background contributions are scaled on average by a faci@nd1.7, respectively. The sum
of the scaled signal and background is shown as the lightlgstggram. The vertical dashed
lines indicate the kinematic region of the cross sectionsueament.
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Figure 3: Distributions of the shower shape variables thatuged to define the discriminant
for isolated photon identification: a) transverse radiystrénsverse symmetry, c) transverse
kurtosis, d) the fraction of energy in the first layer, e) thecfion of energy in the hot core
of the cluster and f) the fraction of energy in the hottest okthe cluster for all the photon
candidates. Data are shown as points with error bars fort#tistical error. The expectation
from PYTHIA for the signal (background) is shown as a full gbdad) line. The signal and
background contributions are scaled on average by a fa¢tand1.7, respectively. The shaded
band shows the sum of the MC predictions. The width of the lcanesponds to the systematic
uncertainty assigned to the description of the shower shape
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Inclusive Prompt Photon Cross Sections
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Figure 5: Inclusive differential prompt photon cross sensi a)do/dE.. and b)do /dn” in the
kinematic range specified in talile 1. The inner error barherdata points indicate the uncor-
related error including the statistical error, the fullerbars contain in addition the correlated
errors added in quadrature. The data are compared to a QCUlatadn based on the collinear
factorisation in NLO (FGH)[[6,/7] and to a QCD calculation bdson thek factorisation ap-
proach (LZ) [11]. For each plot the lower figure shows theoratiNLO QCD to the measured
cross sectionR = opgn /o) as a the hatched band. The width of this band shows the un-
certainty from the NLO calculation only. The data points sihewn atR = 1 and their bars
indicate the experimental uncorrelated uncertainty. Tdreetated experimental uncertainty of
the data is indicated by the shaded area.
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Figure 6: Inclusive double differential prompt photon @sectionsi®c/dE].dn” for five bins
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addition the prediction from PYTHIA [17] is shown as dashiee |
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Prompt Photon plus Jet Cross Sections
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Figure 7: Differential prompt photon plus jet cross sedasiajtlo /dE7., b)do/dn?, ¢) do/dEL*
and d)do/dr’®t in the kinematic range specified in table 1. The cross sexto® compared to
theoretical calculations (see caption figure 5).
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Prompt Photon plus Jet Cross Section
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Prompt Photon plus Jet Cross Sections
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Figure 9: Differential prompt photon plus jet cross sedaidn/dA® anddo/dp, the photon
momentum transverse to the jet direction, the differen@imuthal angle between the photon
and the jet. The kinematic range is specified in table 1. Egw) and b) show the cross
section fom:ﬁo > 0.8, c) and d) fom:ﬁo < 0.8. The cross sections are compared to theoretical
calculations (see caption figure 5).
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