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1. Introdu
tionOne of the most appealing possible extensionsof the Standard Model (SM) is supersymmetry(SUSY) [1℄. It would stabilize the ele
troweakmass hierar
hy and fa
ilitate grand uni�
ation, itpredi
ts a relatively light Higgs boson that wouldbe 
onsistent with the indi
ations from pre
isionele
troweak data, it o�ers a possible explanationof the apparent dis
repan
y between the experi-mental measurement of the anomalous magneti
moment of the muon, (g�2)�, and the theoreti
alvalue 
al
ulated within the SM, and the lightestsupersymmetri
 parti
le (LSP) is a plausible 
an-didate for astrophysi
al dark matter.We have published results from frequentistanalyses of the minimal supersymmetri
 exten-sion of the Standard Model (MSSM), using like-lihood fun
tions to take into a

ount the experi-mental, phenomenologi
al and astrophysi
al 
on-straints on SUSY. The un
onstrained MSSM 
on-tains too many parameters for a full explorationof its parameter spa
e to be possible using presentdata, even in
luding the 
urrent LHC data setof � 35/pb [2℄. Therefore, we have fo
used onmaking estimates within simpli�ed versions of theMSSM, spe
i�
ally the 
onstrained MSSM (theCMSSM) [3,4℄ in whi
h soft SUSY-breaking massparameters are assumed to be universal at theGUT s
ale, in the simplest generalization of thismodel in whi
h the universality is relaxed to allownon-universal Higgs masses (the NUHM1) [5{7℄,in a very 
onstrained model in whi
h the supple-mentary relation A0 = B0 +m0 1 is imposed ontrilinear and bilinear soft SUSY-breaking massesin the CMSSM (the VCMSSM) [8,9℄, and in min-imal supergravity (mSUGRA) in whi
h, in ad-dition, the gravitino mass m3=2 is set equal tothe 
ommon soft SUSY-breaking s
alar mass m0before renormalization [8, 9℄. In ea
h 
ase, weassume that the LSP is the lightest neutralino~�01. More details on the model de�nitions 
an befound in [8℄.In a series of papers [4, 6{8℄ we have presentedpredi
tions for Higgs and sparti
le masses as wellas for BR(Bs ! �+��) and the spin-independent1We re
all that our 
onvention [2, 8℄ for the sign of A0 isopposite to that of SoftSUSY.

dark matter s
attering 
ross se
tion, �SIp , and alsofor mt and MW [10℄. Most re
ently [2℄ we havein
luded in global analyses the results of an ini-tial CMS sear
h in multijet + =ET 
hannels (CMS�T ) [11℄ and an ATLAS sear
h in lepton + mul-tijet + =ET 
hannels (ATLAS 1L) [12℄.2 In
or-porating these new results led to upward shiftsin the lower bounds on the gluino mass, m~g ,by � 100 GeV in the models 
onsidered. Othermasses 
onne
ted tom~g , su
h as that of the light-est neutralino, m~�01 (whi
h we assume to providethe astrophysi
al 
old dark matter (CDM) [14℄)also moved upward by 
orresponding amounts.This in turn led to somewhat lower expe
tationsfor the spin-independent dark matter s
attering
ross se
tion �SIp in the models 
onsidered [2℄.Subsequent to our analysis [2℄ of the impli-
ations of these initial LHC sear
hes for SUSY,LHC experiments have provided several new 
on-straints on SUSY using an integrated luminosityof � 35/pb of data at 7 TeV. ATLAS has pub-lished the results of a sear
h in multijet + =ET
hannels (ATLAS 0L) [15℄ that has greater sensi-tivity in some regions to the types of gluino andsquark pair-produ
tion events expe
ted in the su-persymmetri
 models dis
ussed here than did theearlier ATLAS 1L sear
h [12℄, and has also re-leased results obtained by 
ombining the one- andzero-lepton sear
hes [16℄. CMS has announ
ed re-sults from two other sear
hes in multijet + =ET
hannels that improve the CMS �T sensitivityalso to gluino and squark produ
tion in the mod-els dis
ussed here. Both ATLAS and CMS havealso published the results of sear
hes for jets +=ET events with b tags [17℄, and for multilepton+ jets + =ET events [18℄. In addition, CMS andATLAS have published new upper limits on theprodu
tion of the heavier neutral MSSM Higgsbosons H;A [19,20℄, and LHCb has re
ently pro-vided a new upper limit on BR(Bs ! �+��) [21℄,of 
omparable sensitivity to previous results fromCDF [22℄ and D� [23℄.In parallel, the Xenon100 Collaboration has re-
ently released results from a sear
h for dire
tspin-independent dark matter s
attering with2Other analyses 
an be found in [13℄, where similar e�e
tswere found in the CMSSM and in gauge-mediated models.2



3100.9 live days of data using a �du
ial target witha mass of 48 kg [24℄. As we see later, this provides
onstraints on the parameter spa
es of supersym-metri
 models that 
omplement those providedby 
ollider experiments 3.In this paper we 
ombine these new 
on-straints in updated global frequentist analyses ofthe parameter spa
es of the CMSSM, NUHM1,VCMSSM and mSUGRA that take into a

ountthe results of all the sear
hes using 2010 LHCdata as well as the new Xenon100 
onstraint onthe spin-independent s
attering 
ross se
tion, �SIp .At ea
h point in the parameter spa
es of thesemodels, we 
onstru
t a global likelihood fun
tionusing previous data on ele
troweak pre
ision ob-servables, (g�2)� and BR(b! s
), and applyingthe strongest of the new 
onstraints from sear
hesfor multijet + =ET events, in 
ombination with the
onstraints from H=A sear
hes, BR(Bs ! �+��)and �SIp , via the implementations des
ribed in thenext se
tion.The ATLAS and CMS sear
hes for multijet +=ET events provide 
onstraints in 
omplementaryregions of the (m0;m1=2) planes of these mod-els, while the sear
hes for heavier neutral MSSMHiggs bosons provide a relevant 
onstraint in the(MA; tan�) plane of the NUHM1. The LHCbsear
h for BR(Bs ! �+��), in 
ombinationwith the CDF and D� sear
hes, a�e
ts signi�-
antly the likelihood fun
tion for this observable,with parti
ular relevan
e for the NUHM1. Thebest-�t points in our new �ts in
luding all these2010 LHC 
onstraints and the limit from theXenon100 experiment are all 
lose to or withinthe regions favoured by pre-LHC �ts at the 68%CL. The spe
tra are somewhat heavier in the
ases of the CMSSM, NUHM1 and VCMSSM,whereas the best-�t mSUGRA spe
trum is lit-tle 
hanged. The Xenon100 upper limit on �SIphas little impa
t on the favoured regions of theVCMSSM and mSUGRA, and the impa
t on the3See [25℄ for dis
ussions of the Xenon100 results in the
ontext of various models in
luding the CMSSM. Ref. [26℄
ompares LHC limits and the sensitivities of astrophys-i
al sear
hes for supersymmetri
 dark matter in spe-
i�
 CMSSM (m0;m1=2) planes for �xed values of tan �.Ref. [27℄ dis
usses the interplay between Xenon100 andLHC sear
hes in the 
ontext of a no-s
ale 
ipped SU(5)model.

CMSSM and NUHM1 parameter spa
es is limitedby the present experimental un
ertainty in thehadroni
 s
attering matrix element, that is 
ur-rently inherited primarily from the un
ertaintyin the low-energy �-N � term, ��N . Based onthe 
ombination of 2010 LHC and Xenon100 
on-straints, we present updated likelihood fun
tionsfor sparti
le masses and other observables in
lud-ing m~g , BR(Bs ! �+��) and �SIp . We alsopresent predi
tions for the spin-dependent s
at-tering 
ross se
tion, �SDp , that lie 
onsiderablybelow the present experimental upper limits. Fi-nally, as an o�shoot of our analysis, we dis
ussbrie
y the potential impa
t of our results on fu-ture e+e� 
olliders.2. MethodologyOur analyses are performed using theMasterCode framework [2, 4, 6{8, 10, 28℄. Theanalyses have been made in a frequentist ap-proa
h, in whi
h we 
onstru
t a global likeli-hood fun
tion with 
ontributions from pre
isionele
troweak observables, B-physi
s observables,(g � 2)� and the astrophysi
al 
old dark mat-ter density 
�h2 as well as the limits fromthe dire
t LEP sear
hes for the Higgs bosonand sparti
les and, most re
ently, from sparti-
le sear
hes at the LHC. The model parameterspa
es are sampled using Markov Chain MonteCarlo (MCMC) te
hniques des
ribed in our pre-vious papers. Our previous MCMC samplings ofthe CMSSM and NUHM1 parameter spa
es ea
h
omprised some 25,000,000 points, whereas thoseof the VCMSSM and mSUGRA in
lude some30,000,000 and 17,000,000 points, respe
tively.For the purposes of this paper we have added asample of some 5,000,000 CMSSM points withm0 < 600 GeV and 250 GeV < m1=2 < 800 GeV,designed to improve our understanding of theglobal likelihood fun
tion at values of m1=2 thatare somewhat larger than the previous best-�tvalues in our pre-LHC analysis of the CMSSM.This extra sampling had very little impa
t on ourestimates of the best-�t points and 68 and 95%CL regions extra
ted from the �2 evaluation,
on�rming the adequa
y of our sampling in theparameter regions of interest.



4 The pre-LHC 
onstraints are also treated simi-larly to our previous analyses, see Ref. [2℄ for themost up-to-date des
ription. The numeri
al eval-uation within the MasterCode [2, 4, 6{8, 10, 28℄,
ombines SoftSUSY [29℄ 4, FeynHiggs [30{33℄,SuFla [34, 35℄, SuperIso [36, 37℄, a 
ode forele
troweak observables based on [38, 39℄ andMi
rOMEGAs [40℄ (with DarkSUSY [41℄ as an op-tion not used in this paper), making extensiveuse of the SUSY Les Hou
hes A

ord [42,43℄. Thepredi
tions we make for BR(Bs ! �+��) usingMasterCode are 
he
ked for spe
i�
 �t parame-ters using the independent SSARD 
ode [44℄. Inthe analysis of �SIp in this paper, we link a part ofSSARD to MasterCode to take a

ount of hadroni
un
ertainties in dark matter s
attering matrix el-ements, making 
ross-
he
ks with Mi
rOMEGAs.The MasterCode is designed in su
h a way thatthe 
onstraints from new observables 
an be takeninto a

ount and in
orporated qui
kly and easilyinto the global likelihood fun
tion as `afterburn-ers', i.e., by adding the 
al
ulated 
ontributionto the likelihood fun
tion from the new observ-able and subsequently re-evaluating the global �2fun
tion. The new ingredients in this analysis
oming from 2010 LHC and other sear
hes arein
orporated as just su
h `afterburners', via theimplementations des
ribed below.3. Implementations of 2010 LHC and otherConstraintsStudies by the LHC Collaborations have shownthat multijet + =ET 
onstraints, with or with-out a single lepton, are relatively insensitive totan� and A0. A

ordingly, we treat the AT-LAS and CMS 
onstraints on su
h signatures asindependent of tan� and A0, and regard their
onstraints in the (m0;m1=2) plane as `univer-sal' [11, 12, 15, 45℄. At ea
h point in this plane,we 
ompare the strengths of these ATLAS andCMS 
onstraints, and retain the stronger, not at-tempting to 
ombine the 
onstraints from di�er-ent experiments.The 
onstraints due to CMS and ATLAS4In this paper we have upgraded from the version 2.0.11used in earlier analyses to the new version 3.0.13: weindi
ate below where this 
hange a�e
ts our analysis.

sear
hes for events 
ontaining two or more lep-tons [18℄ are in general less sensitive than the
onstraints due to events with jet + =ET and atmost one lepton, in the models 
onsidered here,and hen
e are not relevant for our evaluation ofthe global likelihood fun
tion. Moreover, thesesear
hes in
luding leptons are also more sensi-tive to the value of tan�, as are sear
hes using btags [17℄. Sin
e the rea
hes of the latter sear
hesdo not ex
eed those of the pure multijet + =ETsear
hes, even at large tan� � 50, they also donot 
ontribute to the global likelihood fun
tion 5.ATLAS jets + =ET + 0, 1 lepton analysesWe treat the ATLAS analyses of events withmultiple jets, zero or one lepton and =ET (ATLAS0L, ATLAS1L) [12, 15, 16℄ as follows. ATLAS re-ports the 
ombined results of these sear
hes asa 95% CL ex
lusion 
ontour in the (m0;m1=2)plane for tan� = 3 and A0 = 0 6. As seen in [16℄,the ATLAS 0L analysis provides the dominant
onstraint on m1=2 for m0 < 300 GeV. More-over, Fig. 17d of [46℄ shows that the ATLAS 0Lsear
h with the greatest impa
t on the parameterspa
es of the CMSSM, NUHM1 and VCMSSMis ATLAS sear
h D (� 3 jets with leading pT >120 GeV, other jets with pT > 40 GeV, =ET >100 GeV, ��(jet; =pT ) > 0:4, me� > 1000 GeV,=ET =me� > 0:25).Two events were observed in ATLAS 0L sear
hD, to be 
ompared with the number of 2:5 �1:0 +1:0�0:4 � 0:2 events expe
ted due to SM ba
k-grounds 7 We interpret this as a `signal' of �0:5�2:2 events, 
orresponding to a 95% CL upper limitof 3.8 events. This 
orresponds to the quoted 95%CL upper limit of 0.11 pb and the 35/pb of in-tegrated luminosity analyzed by ATLAS, and re-produ
es approximately the 95% CL 
ontour forsear
h D shown in Fig. 17d of [46℄. This �gure5We note in passing that LEP and Tevatron sear
hes forsparti
le pair-produ
tion also do not 
ontribute signi�-
antly to the global likelihood fun
tion, whereas the LEPsear
h for the lightest MSSM Higgs boson does 
ontributesigni�
antly.6As mentioned above, this 
ontour is not very sensitive tothese 
hoi
es: see the dis
ussions in [12,15,16℄.7These errors are due to the un
orrelated systemati
 un-
ertainty (in
luding also the jet energy resolution and lep-ton eÆ
ien
ies), the jet energy s
ale, and the luminosity,respe
tively.



5also reports the numbers of events expe
ted inATLAS sear
h D for points with various di�er-ent values of (m0;m1=2). We 
al
ulate the 
orre-sponding numbers of e�e
tive deviations �e� fromthe observed `signal', and 
onstru
t a map of thedeviations for intermediate values of (m0;m1=2)by interpolating between these values. At largervalues of (m0;m1=2), where expe
ted event num-bers are not provided, we s
ale the event numbers/ M�4, where M � qm20 +m21=2, following [2℄and 
onsistent with previous ATLAS studies. Wethen estimate the 
orresponding numbers of ef-fe
tive deviations �e� from the observed `signal'using the same pres
ription as above, and use thisto 
al
ulate the 
orresponding value of �2.For m0 > 300 GeV, the best available ATLAS
onstraint on m1=2 
omes from a 
ombination ofthe ATLAS 0L and ATLAS 1L analyses. To esti-mate the 
orresponding 
ontribution to the likeli-hood fun
tion at larger (m0;m1=2), we again useM�4 s
aling to estimate the expe
ted numbers ofevents.We evaluate the overall ATLAS 
ontributionto �2 for ea
h of the points in our samples ofthe CMSSM, NUHM1, VCMSSM and mSUGRAparameter spa
es by 
ombining these treatmentsof the ATLAS sear
hes at small and large m0.CMS multijet + =ET analysesFollowing the initial �T analysis [11℄ that weanalyzed previously [2℄, results from an addi-tional CMS multijet + =ET analysis have been re-leased (CMS MHT) [47℄ whi
h has greater sensi-tivity in the (m0;m1=2) plane. The CMS MHTanalysis also imposes stronger 
onstraints in the(m0;m1=2) plane than does the ATLAS 
ombinedanalysis [16℄ whenm0 > 600 GeV, so we now ana-lyze its results in more detail. The limit obtainedin this sear
h is very 
lose to the median expe
tedlimit, 
orresponding to a di�eren
e between thenumbers of events observed and expe
ted fromba
kground that is negligible 
ompared to the �e�for the number of ba
kground events. We there-fore approximate the impa
t of this sear
h outsideits nominal 95% CL 
ontour again by assumingthat the number of e�e
tive � is simply propor-tional to the number of signal events expe
ted

at any given supersymmetri
 point, whi
h we as-sume to be / M�4, following [2℄, and we then
al
ulate the 
orresponding �2 penalty.Combining information of ATLAS and CMSanalysesIn our implementation of the 
ombination ofthese 
onstraints, for ea
h supersymmetri
 pointwe 
ompare the 
ontributions to �2 from the AT-LAS and CMS MHT sear
hes 
al
ulated as de-s
ribed above, and retain just the larger of thetwo �2 penalties, dropping the 
ontribution fromthe lesser 
onstraint. This pro
edure is 
onser-vative, but any non-trivial 
ombination of the
onstraints would require an understanding ofthe 
ommon systemati
 un
ertainties that is 
ur-rently unavailable, and would be justi�ed onlyif the ATLAS and CMS 
ollaborations providedadditional information making possible more de-tailed modelling of their likelihood fun
tions.We note in passing that both CMS and ATLAShave published limits on simpli�ed models basedon the above sear
hes. These limits are not di-re
tly appli
able to the 
lasses of supersymmetri
models 
onsidered here sin
e, for example, they
onsider 
ases in whi
h m~q � m~g � m~�01 andgluinos de
ay ex
lusively to �qq ~�01, whereas in themodels 
onsidered here other gluino de
ay modesare also important.LHC sear
hes for H=A! �+��The ATLAS and CMS Collaborations havealso released the results of sear
hes for heavierMSSM Higgs bosons H=A, produ
ed mainly viab�b ! H=A and de
aying to �+�� pairs [19, 20℄.The stronger of these 
onstraints is provided bythe CMS Collaboration, whi
h we implement asfollows. The CMS Collaboration has providedmodel-independent limits on the H=A produ
-tion 
ross se
tion times �+�� bran
hing ratio(��BR) at the 68%, 95% and 99.7% CLs asfun
tions of MA [48℄, 
orresponding to a one-dimensional �2 
ontribution of 1, 3.84, and 9,respe
tively. For ea
h �xed value of MA, weassume that the �2 penalty for other values of��BR may be approximated by the fun
tionalform ��2 / (��BR)p(MA), normalized to unityon the 68% CL line and �tting the power p(MA)



6independently for ea
h value of MA (typi
al val-ues are� 1:3). The existing CMS bounds on b�b!H=A ! �+�� are expe
ted to impa
t signi�-
antly only the NUHM1 s
enario, where relativelylow values of MA and high values of tan� liewithin the region allowed by other 
onstraints atthe 95% CL. Therefore, we have evaluated ��BRfor a representative grid of points in the NUHM1by using the the SM result for �(b�b! HSM) [49℄modi�ed by the e�e
tive NUHM1 
ouplings ob-tained from FeynHiggs, whi
h we also use to 
al-
ulate the bran
hing ratio for the de
ay to �+��.A fa
tor of two is in
luded to take into a

ountthe produ
tion of the CP-even H and the CP-odd A boson, whi
h have approximately the sameprodu
tion 
ross se
tion and de
ay widths in therelevant parameter spa
e, MA � 150 GeV andlarge tan�. We have then 
he
ked that ��BRfor �xed MA has a dependen
e � tan2 � in theparameter regions of interest. Using the value of��BR 
al
ulated in this way for ea
h point in theNUHM1 parameter spa
e, we then apply the �2penalty estimated as des
ribed above as an after-burner in our global �t.LHCb, CDF and D� sear
hes for Bs ! �+��The paper by LHCb [21℄ provides 95% and90% upper limits on BR(Bs ! �+��) of 56 and43 � 10�9, to be 
ompared with the StandardModel predi
tion of (3:2�0:2)�10�9. These lim-its are similar to the ones provided by CDF [22℄and D� [23℄, and a 
ombination of the resultsfrom the three experiments provides a stronger
onstraint on BR(Bs ! �+��). In order to makesu
h a 
ombination, we �rst performed approxi-mate studies, based on the signal and ba
kgroundexpe
tations in ea
h experiment, and 
ompar-ing with the observed pattern of events, generat-ing toy experiments that reprodu
e their quoted90% CL upper limits. The toy LHCb experi-ment was 
onstru
ted using the infomation shownin Table 3 of [21℄. The toy CDF experimentwas based on the information given in Table IIof [22℄, 
ombined with the invariant mass resolu-tion, normalization fa
tors and averaged NeuralNetwork eÆ
ien
ies quoted in the text. In orderto mat
h exa
tly the observed 90% limit quotedby CDF, a small di�eren
e in the Neural Network

eÆ
ien
ies between the CMU-CMU and CMU-CMX 
hannels [22℄ was introdu
ed. Finally, thetoy D� experiment was based on Fig. 4 of [23℄,together with the invariant mass resolution andnormalization fa
tor quoted in the text. Thesetoy experiments also reprodu
e the quoted 95%CL limits, giving some support to this approxi-mate treatment. The Tevatron results were af-terwards re
omputed using the latest world aver-age fd=fs = 3:71� 0:47 [50℄, for 
onsisten
y withthe LHCb analysis. The results of the three ex-periments were 
ombined using the CLs method,treating the error on fd=fs and the bran
hing ra-tio of B+ ! J= (�+��)K+ as systemati
 errors
ommon to the three experiments. The 
ombinedlikelihood fun
tion yields formal upper limits of20(24) � 10�9 at the 90(95)% CL: our global �tuses the full likelihood fun
tion 
al
ulated usingthe above experimental information to beyondthe 99% CL.Xenon100 sear
h for dark matter s
atteringFinally, we implement the 
onstraint imposedby the dire
t upper limit on dark matter s
atter-ing given by the Xenon100 experiment [24℄. Itsresults are presented as a 95% CL upper limiton the spin-independent 
ross se
tion as a fun
-tion of m~�01 , under assumptions for the lo
al halodensity and the dark matter velo
ity distribu-tion that are des
ribed in [24℄ and have un
er-tainties that are small 
ompared to that in thespin-independent s
attering matrix element dis-
ussed below [51, 52℄. The Xenon100 Collabora-tion report the observation of 3 events in 100.9live days within a �du
ial dete
tor with a mass of48 kg, in a range of re
oil energies where 1:8�0:6events were expe
ted 8. Using this information,we have 
onstru
ted a model for the Xenon100
ontribution to the global �2 likelihood fun
tionas a fun
tion of the number of events using theCLs method, whi
h is quite similar to a Gaussianfun
tion with mean 1.2 and standard deviation3.2 events. Our model for the Xenon100 likeli-hood fun
tion yields a 90% CL upper limit of 6.1events so, for any given value of m~�01 , we assume8The probability for su
h a Poisson ba
kground pro
essto yield 3 or more events is 28%, so this observation doesnot 
onstitute a signi�
ant signal.



7that the 90% CL upper limit on �SIp quoted in [24℄
orresponds to 6.1 events, and use simple s
alingto estimate the event numbers 
orresponding toother values of �SIp . We then use the Gaussianmodel for the Xenon100 �2 fun
tion to estimatethe 
ontribution of this experiment to the globallikelihood fun
tion for other �SIp values. We notethat, be
ause of the insigni�
ant `ex
ess' of 1.2events in the Xenon100 data, there is a 
ontribu-tion ��2 � 0:3 to the global likelihood fun
tionat small values of �SIp 9.In order to translate this estimate into 
ontri-butions to the global likelihood fun
tions for var-ious supersymmetri
 models, we must take a
-
ount of the un
ertainty in the 
al
ulation of �SIpfor �xed supersymmetri
 model parameters. Thedominant un
ertainty is that in the determinationof the strange quark s
alar density in the nu
leon,hN j�ssjNi, whi
h is indu
ed prin
ipally by the ex-perimental un
ertainty in the �-nu
leon � term,��N � 1=2(mu +md)hN j�uu+ �ddjNi:y � 2hN j�ssjNihN j�uu+ �ddjNi = 1� �0��N ; (1)where �0 � 1=2(mu+md)hN j�uu+ �dd� 2�ssjNi =36� 7 MeV [53℄ is estimated from baryon o
tetmass splittings. Estimates of ��N ranging from�0 (
orresponding to y = 0) up to a value aslarge as 64 � 8 MeV have been given in the lit-erature [54℄ (and even larger values 
annot beex
luded [55℄), whereas a re
ent analysis basedon latti
e 
al
ulations [56℄ would suggest a lowervalue: ��N � 40 MeV [57℄. Here we span theplausible range by using as our default ��N =50� 14 MeV, while also showing some results for��N = 64� 8 MeV 10.The un
ertainty in ��N is quite signi�
ant forour analysis, sin
e it 
orresponds to an un
er-tainty in the spin-independent 
ross se
tion for9The predi
ted values of �SIp at the post-2010-LHC best-�t points are all smaller than preferred by this `ex
ess', sothey all re
eive ��2 � 0:3 from the Xenon100 data, asseen in the Table 1. For this reason, the lower 68% CLlimits on �SIp are essentially un
hanged when the Xenon100data are in
orporated in the �ts.10The estimated un
ertainty in �0 = 36 � 7 MeV is alsoin
luded in our analysis, as are the smaller un
ertaintiesasso
iated with the quark masses.

�xed supersymmetri
 model parameters of a fa
-tor of 5 or more. We plea again for an e�ortto redu
e this un
ertainty by a new 
ampaign ofexperimental measurements and/or latti
e QCD
al
ulations.4. Impa
ts of the LHC and Xenon100 Con-straints(m0;m1=2) planesWe display in Fig. 1 the (m0;m1=2) planesfor the CMSSM (upper left), NUHM1 (upperright), VCMSSM (lower left) and mSUGRA(lower right), driven by the ATLAS 0L and CMSMHT 
onstraints but also taking into a

ount theother 2010 LHC 
onstraints dis
ussed above, aswell as the Xenon100 
onstraint. In these andsubsequent plots, we show in all panels best-�tpoints (in green), 68 and 95% CL regions (red andblue lines, respe
tively). Our pre-LHC results,taken from [2℄, are displayed as `snow
akes' anddotted lines, and our post-2010-LHC/Xenon100results are displayed as full stars and solid lines 11.Pre-LHC, the most important lower limits onm1=2 in these models were indire
t, being pro-vided by the lower limit on Mh from LEP, whi
hhad 
onsiderably greater impa
t in these mod-els than did the dire
t sparti
le sear
hes at LEPand the Tevatron. In ea
h of the CMSSM, theNUHM1 and the VCMSSM the dire
t 2010 LHC
onstraints push the best-�t values ofm1=2 to sig-ni�
antly higher values, as well as their 68 and95% CL ranges 12, whereas the e�e
t of Xenon100is not visible in this proje
tion of the model pa-rameter spa
es. Thus the dire
t 2010 LHC limitsare 
onstraining these models substantially morestrongly than the LEP Higgs 
onstraint.This 
an be seen expli
itly in the panels ofFig. 2, whi
h 
ompare the e�e
ts of the LEPHiggs and 2010 LHC 
onstraints on the CMSSM.The upper left panel shows the best-�t point,68% and 95% CL 
ontours without applying ei-ther the LEP or the 2010 LHC 
onstraints, and11Our pre-LHC results di�er slightly from those givenin [2℄ as we use updated software in
luding SoftSUSY3.0.13.12On the other hand, the best-�t mSUGRA point is raisedsomewhat less, due to the di�erent form of the global �2fun
tion.
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Figure 1. The (m0;m1=2) planes in the CMSSM (upper left), the NUHM1 (upper right), the VCMSSM(lower left) and mSUGRA (lower right). In ea
h plane, the best-�t point after in
orporation of the 2010LHC and Xenon100 
onstraints is indi
ated by a �lled green star, and the pre-LHC �t by an open star.The 68 and 95% CL regions are indi
ated by red and blue 
ontours, respe
tively, the solid lines in
ludingthe 2010 LHC and Xenon100 data, and the dotted lines showing the pre-LHC �ts.the upper right panel shows the e�e
t of apply-ing the LEP Higgs 
onstraint but not the 2010LHC 
onstraints. We note that LEP moves thebest-�t from m1=2 � 270 GeV to � 320 GeVwhile the 95% CL 
ontour at large m0 and m1=2expands slightly, re
e
ting the small rise in theminimum of �2. The lower left panel shows thebest-�t point, 68% and 95% CL 
ontours apply-ing the 2010 LHC 
onstraints without the LEPHiggs 
onstraint. The best-�t point now movesto m1=2 � 470 GeV, and the 95% CL 
ontourmoves 
orrespondingly mu
h further out. Finally,the lower right panel shows the e�e
t of apply-ing the LEP Higgs 
onstraint as well. We see

that the best �t remains essentially un
hanged atm1=2 � 470 GeV, and the 95% CL 
ontour is lit-tle a�e
ted at large m0 and m1=2. In summary,applying the LEP Higgs 
onstraint in
reasesm1=2by � 50 GeV in the absen
e of the LHC 
on-straints, and only marginally if they are applied,whereas the LHC 
onstraints in
rease m1=2 by� 200 GeV in the absen
e of the LEP Higgs 
on-straint, and by � 150 GeV if it is applied. Cor-respondingly, the e�e
ts of LHC on the 95% CL
ontour are mu
h greater than those of the LEPHiggs 
onstraint.As seen in Fig. 1, the e�e
ts of the LHC onthe best-�t values of m0 are smaller, though
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Figure 2. The (m0;m1=2) planes in the CMSSM with neither the LEP Higgs 
onstraints nor the LHC
onstraints applied (upper left), with LEP but without the LHC (upper right), without LEP but with theLHC (lower left) and with both LEP and the LHC (lower right). In ea
h plane, the best-�t point isindi
ated by a �lled green star, and the 68 and 95% CL regions are indi
ated by red and blue 
ontours,respe
tively.there are signi�
ant in
reases in the CMSSM andVCMSSM that are 
orrelated with the in
reasesin m1=2. We note that in all models the new best-�t point lies within or 
lose to the border of thepre-LHC 68% CL 
ontour, indi
ating that thereis no signi�
ant tension between the LHC 
on-straints and prior indi
ations on the s
ale of su-persymmetry breaking. Nevertheless, in all 
asesother than mSUGRA, the pre-LHC best �t pointsare now ex
luded at the 95% CL. Furthermore.the 2010 LHC 
onstraints ex
lude roughly half ofthe pre-LHC 68% CL regions in the CMSSM andVCMSSM, and most of the pre-LHC 68% CL re-gion in the NUHM1. However, the LHC has yet

to make any signi�
ant inroad into even the 95%CL region of mSUGRA 13.In Table 1 we 
ompare the post-2010-LHC/Xenon100 best-�t points found in this pa-per with pre-LHC results [2℄ in the CMSSM,NUHM1, VCMSSM and mSUGRA (in the latter
ase, only the best �t in the 
oannihilation regionis reported). In addition to the minimum value of�2, the number of degrees of freedom, and the �t13The raggedness of the CL 
ontours should be regardedas indi
ative of the un
ertainties in our analysis. Re
allalso that, as already mentioned, our pre-LHC results di�erslightly from those given in [2℄, as updated software wasused, in parti
ular SoftSUSY 3.0.13.



10 Model Minimum Probability m1=2 m0 A0 tan� Mh (GeV)�2/dof (GeV) (GeV) (GeV) (no LEP)CMSSM pre-LHC 22.5/19 26% 310+120�50 60+90�10 �60+410�840 10+10�4 108.6post-2010-LHC 26.1/19 13% 470+140�70 170+330�80 �780+1410�820 22+27�13 115.7post-Xenon (50� 14) 26.2/20 16% 470+140�70 170+330�80 �780+1410�820 22+27�13 115.7NUHM1 pre-LHC 20.5/17 25% 240+150�50 100+70�40 920+360�1260 7+11�2 119.4post-2010-LHC 24.1/18 15% 530+220�90 110+80�20 �370+1070�1000 27+24�10 117.9post-Xenon (50� 14) 24.2/19 19% 530+220�90 110+80�20 �370+1070�1000 27+24�10 117.9VCMSSM pre-LHC 22.6/20 31% 300+60�40 60+20�10 30+50�30 8+3�1 110.0post-2010-LHC 27.9/20 11% 470+150�80 110+110�30 120+300�190 13+14�8 115.0post-Xenon (50� 14) 28.1/21 14% 470+150�80 110+110�30 120+300�190 13+14�8 115.0mSUGRA pre-LHC 29.4/19 6.0% 550+170�90 230+80�40 430+190�90 28+5�2 107.8post-2010-LHC 30.2/20 6.7% 650+70�130 270+50�50 530+130�130 30+4�3 122.2post-Xenon (50� 14) 30.3/21 8.6% 650+70�130 270+50�50 530+130�130 30+4�3 122.2Table 1Comparison of the best-�t points found in the pre-LHC analysis in the CMSSM, the NUHM1, theVCMSSM and the 
oannihilation region of mSUGRA [2, 6{8℄, and our latest results in
orporating theCMS, ATLAS, LHCb, CDF, D� and Xenon100 
onstraints. We also in
lude the minimum value of�2 and the �t probability in ea
h s
enario, as well as the predi
tions for Mh without imposing the LEP
onstraint.probability in ea
h s
enario, we in
lude the val-ues of m1=2;m0; A0 and tan� at all the best-�tpoints, as well as the respe
tive one-dimensional68% CL ranges, and the predi
tions for Mh ifthe LEP Higgs 
onstraint is negle
ted. We noteagain that the 2010 LHC 
onstraints are signi�-
antly stronger than those from previous sparti-
le sear
hes and the LEP Higgs limit, resultingin signi�
ant in
reases in the best-�t values ofm1=2 and smaller in
reases in m0 in the CMSSM,NUHM1 and VCMSSM. We note also signi�
antin
reases in the best-�t values of tan� in thesemodels, whi
h are required by the (g � 2)� 
on-straint in order to 
ompensate for the larger val-ues of m1=2 and m0. In the 
ase of the VCMSSM,the s
ope for in
reasing tan� is restri
ted bythe 
ondition that A0 = B0 + m0, whi
h islargely responsible for the relatively large in
reasein �2 post-2010-LHC.14 The values of A0 arepoorly 
onstrained in all the models, and we have14We re
all that our 
onvention [2,8℄ for the sign of A0 isopposite to that of SoftSUSY.


he
ked that there is not a strong dependen
e ofthe �2 of the NUHM1 on the non-universality be-tween the soft supersymmetry-breaking 
ontribu-tions to the Higgs and sfermion masses, thoughsmall values of the former are somewhat pre-ferred. We see that the minimum values of �2have been in
reased by the in
lusion of the 2010LHC data, in parti
ular. These in
reases re-sult in some de
reases in the overall probabilities,though insuÆ
ient to 
all the models into ques-tion. The Xenon100 
onstraint 
auses only small
hanges in the best-�t parameters of the modelsstudied, as well as small in
reases in the �2 valuesand a 
orresponding small in
rease in the proba-bility.Sin
e the 
onstraint that most disfavours largesupersymmetry-breaking masses is (g � 2)�, andsin
e it is the interplay between this and the ad-van
ing LHC 
onstraints that pushes the best�ts towards larger values of tan�, we have in-vestigated the e�e
t of dropping this 
onstraintaltogether. This possibility was explored previ-



11ously using the pre-LHC data set in [7℄, whereit was found that the large-m0 fo
us-point re-gion was slightly disfavoured in the CMSSM andNUHM1, even when dropping the (g � 2)� 
on-straint, by a 
ombination of other observables in-
ludingMW , in parti
ular. Now, when (g�2)� isdropped, using the 2010 LHC data set (whetherthe Xenon100 
onstraint is in
luded, or not) we�nd a se
ondary minimum in the fo
us-pointregion that is disfavoured in the CMSSM by��2 � 1:0 , whereas this region was disfavouredby ��2 � 1:6 when (g � 2)� was dropped fromthe pre-LHC data set. In the 
ase of the NUHM1,we do not �nd a 
lear se
ondary minimum in thefo
us-point region when (g�2)� is dropped post-2010-LHC.(tan�;m1=2) planesIn Fig. 3 we display the (tan�;m1=2) planesfor the CMSSM (upper left), NUHM1 (upperright), VCMSSM (lower left) and mSUGRA(lower right). We see again that the best-�t pointand likelihood 
ontours in mSUGRA are onlymildly a�e
ted by the LHC data, whereas thereare signi�
ant in
reases in the best-�t values oftan� in the CMSSM, NUHM1 and VCMSSMthat are 
orrelated with the in
reases in m1=2. Asalready 
ommented in [2℄, these in
reases may beunderstood from the interplay of the LHC and(g � 2)� 
onstraints. It is well known that for�xed tan� (g � 2)� favours an ellipti
al band inthe (m0;m1=2) plane that moves to larger massvalues as tan� in
reases. Hen
e the pressure ofthe LHC towards larger values of m1=2 is re
on-
iled with (g � 2)� by in
reasing tan�. It is ap-parent from the upper panels and the 68% CLranges given in the Table that the 
onstraints onthe possible values of tan� in the CMSSM andNUHM1 were quite weak pre-LHC, and are stillnot very strong. In the lower left panel, we seethat in the VCMSSM the best-�t value of tan�has in
reased and its range has broadened 
on-siderably post-2010-LHC 15.15Many early LHC analyses assumed tan � = 3 as a de-fault. It is apparent from Fig. 3 that su
h low values weredisfavoured even pre-LHC, and that a more plausible de-fault 
hoi
e post-2010-LHC would be tan � = 10 or more.

(MA; tan�) planesWe display in Fig. 4 the 
orresponding best-�t points and 68 and 95% CL regions in the(MA; tan�) planes for the CMSSM, NUHM1,VCMSSM and mSUGRA in
luding the 2010 LHCand Xenon100 
onstraints. The LHC b�b !H=A ! �+�� 
onstraint has some impa
t in theNUHM1, where a small part of the upper left re-gion of the NUHM1 (MA; tan�) plane has beendisfavoured by this new 
onstraint, whereas theprevious Tevatron 
onstraints on H=A produ
-tion had not impa
ted signi�
antly the parameterspa
es of any of the models.Fig. 5 illustrates the e�e
ts of the CMS H=A
onstraint and the LHCb/CDF/D� BR(Bs !�+��) 
onstraint on the (MA; tan�) plane in theNUHM1. The other LHC 
onstraints are appliedin all panels, but not the Xenon100 
onstraint.The left panel drops both the H=A ! �+�� andBR(Bs ! �+��) 
onstraints, and the right panelin
ludes both 
onstraints, and we note two prin-
ipal e�e
ts. One is a 
ontra
tion in the 68%CL region at lower MA, resulting in the 68% CLlower limit on MA in
reasing from � 150 GeV to� 200 GeV, whi
h is due to the H=A 
onstraint.The other e�e
t is some erosion of the 68% CL re-gion at large tan� > 50, redu
ing the upper limiton MA from � 600 GeV to � 550 GeV, whi
h isdue to the BR(Bs ! �+��) 
onstraint. However,we observe that the lo
ation of the best-�t pointat (MA; tan�) � (400 GeV; 26) is quite insensi-tive to these 
onstraints, indi
ating that they arenot yet atta
king the `heartland' of the NUHM1parameter spa
e.(A0=m0; tan�) planesFig. 6 displays the (A0=m0; tan�) planes inthe CMSSM (upper left panel), in the NUHM1(upper right panel), in the VCMSSM (lower leftpanel) and in mSUGRA (lower right panel). Wesee that the e�e
t of the 2010 LHC 
onstraintsin the CMSSM is to push the preferred regiontowards negative values of A0=m0, largely asa result of the push towards larger values oftan� required to re
on
ile the LHC data with(g � 2)�. The e�e
ts of the available 
onstraintsin this plane are weaker in the NUHM1, parti
u-larly for larger values of tan�. In the 
ases of
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Figure 3. The (tan�;m1=2) planes in the CMSSM (upper left), the NUHM1 (upper right), the VCMSSM(lower left) and mSUGRA (lower right). In ea
h plane, the best-�t point after in
orporation of the 2010LHC and Xenon100 
onstraints is indi
ated by a �lled green star, and the pre-LHC �t by an open star.The 68 and 95% CL regions are indi
ated by red and blue 
ontours, respe
tively, the solid lines in
ludingthe 2010 LHC and Xenon100 data, and the dotted lines in
luding only the pre-LHC data.the VCMSSM and mSUGRA, we see that the(A0=m0; tan�) planes are qualitatively similar tothose shown in [8℄, the main di�eren
e being ashift of the best-�t point to larger A0=m0 andtan�.Gluino massFig. 7 illustrates the impa
ts of the 2010 LHCdata on the �2 likelihood fun
tions for m~g inthe di�erent models. The plots display the ��2
ontributions of the di�erent �ts relative to therespe
tive best-�t points. The pre-LHC likeli-hood fun
tions are shown as dotted lines, andthe post-2010-LHC likelihood fun
tions as solid

lines. In ea
h of the CMSSM, NUHM1 andVCMSSM, the general e�e
t of the 2010 LHCdata is to in
rease the preferred value of m~g by� 300 GeV beyond our pre-LHC analyses [8℄,rea
hing � 1000� 1300 GeV, whi
h is also some100 GeV beyond the results of our previous anal-yses using the initial CMS �T and ATLAS 1Lsear
hes [2℄, whereas there is no signi�
ant e�e
ton the likelihood fun
tion for m~g in mSUGRA.Sin
e the plots display the relative ��2 
ontribu-tions, the di�eren
es in the overall �2 between thepre- and post-2010-LHC minima of � 4(6) in theCMSSM/NUHM1 (VCMSSM) are responsible forthe di�eren
es between the pre- and post-2010-
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Figure 4. The (MA; tan�) planes in the CMSSM (upper left), the NUHM1 (upper right), the VCMSSM(lower left) and mSUGRA (lower right). In ea
h plane, the best-�t point after in
orporation of the 2010LHC 
onstraints is indi
ated by a �lled green star, and the pre-LHC �t by an open star. The 68 and 95%CL regions are indi
ated by red and blue 
ontours, respe
tively, the solid lines in
luding the 2010 LHCdata, and the dotted lines in
luding only the pre-LHC data.LHC likelihood fun
tions at large m~g, where theLHC 
onstraints have no e�e
t on the absolutevalues of the �2 fun
tions. These new normal-izations of �2 are also responsible for the appear-an
es of high-lying se
ondary minima at m~g �400 GeV in the CMSSM and VCMSSM, respe
-tively, whi
h was previously lo
ated out of sightat ��2 > 9 for the CMSSM but has now droppedinto view. These se
ondary minima, like that formSUGRA, are 
ompatible with the astrophysi-
al 
old dark matter density 
onstraint thanks torapid annihilation through a dire
t-
hannel lighth pole. The primary minima are lo
ated in the~�1� ~�01 
oannihilation regions, whereas the fo
us-

point regions are strongly disfavoured in our anal-ysis, and not seen in any panel of Fig. 7.BR(Bs ! �+��)Fig. 8 displays the post-2010-LHC likelihoodfun
tions for BR(Bs ! �+��), normalized tothe SM predi
tion, where we see two prin
ipale�e
ts. In the CMSSM and, to some extent, alsoin the VCMSSM (upper and lower left, respe
-tively), values of BR(Bs ! �+��) ex
eeding theSM predi
tion are less disfavoured than in thepre-LHC 
ase. This e�e
t has a twofold origin.On the one hand, the LHC data disfavour a re-gion of parameter spa
e where a negative inter-
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Figure 5. The (MA; tan�) planes in the NUHM1 with neither the CMS H=A! �+�� 
onstraint nor theBR(Bs ! �+��) 
onstraint applied (left) and with both the H=A and the BR(Bs ! �+��) 
onstraints(right). In ea
h plane, the best-�t point is indi
ated by a �lled green star, and the 68 and 95% CL regionsare indi
ated by red and blue 
ontours, respe
tively.feren
e between SM and non-SM amplitudes gaverise to BR(Bs ! �+��) slightly below the SMpredi
tion. On the other hand, the LHC datain
rease the minimum of �2 signi�
antly, and inthis �gure we show the ��2 
ontribution relativeto the respe
tive best-�t point. Sin
e the abso-lute values of �2 at large BR(Bs ! �+��) areessentially un
hanged by the LHC data, the dif-feren
e between the values of �2 at the minimumand at large BR(Bs ! �+��) are also redu
edby � 4(6) in the CMSSM/NUHM1 (VCMSSM).In the NUHM1 
ase we observe another impor-tant e�e
t: here values of BR(Bs ! �+��) mu
hgreater than the SM value (by a fa
tor more thanabout 6) are now more disfavoured than in ourprevious analysis. This is due to the implemen-tation of the LHCb, CDF and D� 
onstraints onBR(Bs ! �+��) that in
reases substantially the�2 values at large BR(Bs ! �+��). Neverthe-less, we stress that a value of BR(Bs ! �+��)that is substantially larger than the SM value isstill more likely in the NUHM1 than in the othermodels (note the di�erent horizontal s
ale usedfor the NUHM1).Light Higgs mass predi
tionsIn Fig. 9 the one-parameter �2 fun
tions for thelightest MSSM Higgs mass Mh in the CMSSM,

NUHM1, VCMSSM and mSUGRA are shown. Inthis �gure we do not in
lude the dire
t limits fromLEP [58, 59℄ or the Tevatron, so as to illustratewhether there is a 
on
i
t between these lim-its and the predi
tions of supersymmetri
 mod-els. For ea
h model we display the new likeli-hood fun
tions 
orresponding to the post-2010-LHC data set, indi
ating the theoreti
al un
er-tainty in the 
al
ulation of Mh of � 1:5 GeV byred bands. We also show, as dashed lines with-out red bands, the 
entral value of the pre-LHCresults (also dis
arding the LEP 
onstraint).One 
an see that in the CMSSM, VCMSSMand mSUGRA the heavier preferred spe
tra ofthe post-2010-LHC �ts result in somewhat higherbest-�t predi
tions forMh. Only in the NUHM1,where the minimum was very shallow pre-LHC,does the best-�t value 
ome out slightly lower.Now all four models predi
t, ex
luding the LEP
onstraint, best-�t values for Mh above the SMLEP limit of 114:4 GeV [58, 59℄. One other sig-ni�
ant e�e
t of the 2010 LHC data on the one-parameter �2 fun
tion in the NUHM1 is seen inthe region Mh < 110 GeV. We re
all that in theNUHM1 the LEP 
onstraint is weakened at lowMh be
ause the Z � Z � h 
oupling may be re-du
ed: the 2010 LHC data help to 
lose this loop-hole. Now most of the preferredMh region in the
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Figure 6. The (A0=m0; tan�) planes in the CMSSM (upper left panel), in the NUHM1 (upper right panel),in the VCMSSM (lower left panel) and in mSUGRA (lower right panel). In ea
h plane, the best-�t pointafter in
orporation of the 2010 LHC and Xenon100 
onstraints is indi
ated by a �lled green star, andthe pre-LHC �t by an open star. The 68 and 95% CL regions are indi
ated by red and blue 
ontours,respe
tively, the solid lines in
luding the 2010 LHC and Xenon100 data, and the dotted lines in
ludingonly the pre-LHC data.NUHM1 is indeed above � 114 GeV, a tenden
ythat was visible already in [2℄.Spin-independent dark matter s
atteringAs a prefa
e to dis
ussing the importan
e ofthe un
ertainties in the hadroni
 matrix ele-ments used in the 
al
ulation of �SIp , we �rstdisplay results that ignore these un
ertainties.In Fig. 10, we show our previous pre-LHC, pre-Xenon100 results in the (m~�01 ; �SIp ) plane assum-ing ��N = 50 MeV as dotted 
urves, and post-LHC but still pre-Xenon100 results (again assum-ing ��N = 50 MeV) as dashed 
urves (red for
68% CLs and blue for 95% CLs), as 
al
ulatedusing SSARD [44℄. We also show the 
orrespondingpredi
tions with the higher value ��N = 64 MeVas duller 
oloured 
urves. The 
urrent Xenon100results were not used in making these predi
tions,and we display separately the 95% CL limit onthe 
ross se
tion as a fun
tion of m~�01 as well asthe sensitivity bands from [24℄. We see three im-portant e�e
ts in these plots. One is that the2010 LHC results push the predi
ted region inthe (m~�01 ; �SIp ) plane to higher masses, but not tovery mu
h lower values of �SIp . The se
ond e�e
tis that the new Xenon100 
onstraint interse
ts the
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Figure 7. The �2 likelihood fun
tions of m~g in the CMSSM (upper left), the NUHM1 (upper right), theVCMSSM (lower left) and mSUGRA (lower right). The dashed 
urves are derived from the pre-LHC dataset, and the solid 
urves in
lude all the 2010 LHC 
onstraints. In ea
h 
ase the value of ��2 relative tothe respe
tive best-�t point is displayed.regions favoured in our pre- and post-2010-LHCanalyses of the CMSSM and NUHM1. The thirde�e
t is that of the value of ��N , whi
h 
hangesthe predi
ted range of �SIp by a fa
tor � 3. The
ombination of these two latter e�e
ts means thatany 
ombination of a

elerator and Xenon100 re-sults must take 
areful a

ount of the un
ertaintyin ��N .We now dis
uss the 
ombination of the LHCand Xenon100 
onstraints in the (m~�01 ; �SIp )planes when the un
ertainties in the hadroni
matrix element ��N are in
luded, as shown inFig. 11. As usual, the dotted lines are pre-LHC and Xenon100, the dashed lines are post-2010-LHC but pre-Xenon100, and the solid lines

in
orporate also the Xenon100 
onstraint, withour default assumption ��N = 50 � 14 MeV 16.In the absen
e of the Xenon100 
onstraint, theLHC would have allowed values of �SIp as large as� 10�43 
m2 at the 95% CL in the CMSSM andNUHM1, as seen in Fig. 10, whereas only valuesbelow � 10�44 
m2 would have been expe
ted16These planes 
annot be 
ompared dire
tly to thosein [2, 8℄, be
ause here we use the SSARD 
ode [44℄ toevaluate �SIp . This allows a more 
omplete treatmentof di�erent 
ontributions to the s
attering rates thandoes Mi
rOMEGAs, in
luding important un
ertainties in thehadron s
attering matrix elements [52℄. These lead, in par-ti
ular, to larger ranges of �SIp for �xed values of m~�01 . Wenote in passing that Mi
rOMEGAs [40℄ uses ��N = 55 MeVas a default.
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Figure 8. The �2 likelihood fun
tions of BR(Bs ! �+��) relative to the SM predi
tion in the CMSSM(upper left), the NUHM1 (upper right), the VCMSSM (lower left) and mSUGRA (lower right). Thedashed 
urves are derived from the pre-LHC data set, and the solid 
urves in
lude all the 2010 LHC
onstraints. In ea
h 
ase the value of ��2 relative to the respe
tive best-�t point is displayed.at the 95% CL in the VCMSSM and mSUGRA.Sin
e Xenon100 imposes �SIp < 5 � 10�44 
m2for m~�01 � 200 GeV, this 
onstraint has signi�-
ant impa
t in the CMSSM and NUHM1, as one
ould expe
t.In Fig. 12 we 
ompare our predi
tions for �SIpafter in
orporation of the 2010 LHC data set andthe Xenon100 
onstraint, for two di�erent 
hoi
esof ��N = 50�14 MeV (our default 
hoi
e, shownin brighter 
olours) and 64�8 MeV (a less 
onser-vative 
hoi
e, shown in duller 
olours). As usual,the upper left panel shows predi
tions for theCMSSM, the upper right panel for is the NUHM1,the lower left panel shows the VCMSSM, and thelower right panel is for mSUGRA, and the 68%

(95%) CL regions are indi
ated by solid red (blue)
ontours. In all models, we �nd that the upperlimits on �SIp are rather independent of the valueassumed for ��N . However, the lower boundson �SIp are quite di�erent for our default assump-tion ��N = 50 � 14 MeV and the 
omparison
hoi
e ��N = 64 � 8 MeV, di�ering by a fa
tor� 3. This means the interpretation of future di-re
t dark matter sear
h 
onstraints will be ham-strung by this un
ertainty.Spin-dependent dark matter s
atteringThe SSARD 
ode also provides as an output thespin-dependent LSP-proton 
ross se
tion, �SDp ,and we display in Fig. 13 the predi
tions for
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Figure 9. The one-parameter �2 likelihood fun
tions for the lightest MSSM Higgs massMh in the CMSSM(upper left), NUHM1 (top right), VCMSSM (lower left) and mSUGRA (lower right). In ea
h panel,we show the �2 fun
tions of the post-2010-LHC/Xenon100 
onstraints as solid lines, with a red bandindi
ating the estimated theoreti
al un
ertainty in the 
al
ulation of Mh of � 1:5 GeV, and the pre-LHC�2 fun
tion is shown as a dashed line.�SDp from our likelihood analysis. We see thatthe range of �SDp is mu
h wider in the NUHM1than in the other models, with both larger andsmaller values being possible. Apart from thesupersymmetri
 model parameters and the lo
algala
ti
 dark matter density, whi
h we �x hereto be 0.3 GeV/
m3, the prin
ipal un
ertainty in

al
ulating �SDp is the hadroni
 spin-dependents
attering matrix element, whi
h is dominatedby the error in the strange axial-
urrent matrixelement, whi
h we take to be hN j�s
�sjN(s)i =�(0:09� 0:03)� s�, where s� is the nu
leon spinve
tor. Proportionally, the un
ertainty indu
edin �SDp is far smaller than that indu
ed in �SIp
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Figure 10. The 
orrelation between the spin-independent dark matter s
attering 
ross se
tion �SIp and m~�01prior to the in
lusion of the 
urrent Xenon100 results in the CMSSM (upper left panel), in the NUHM1(upper right panel), in the VCMSSM (lower left panel) and in mSUGRA (lower right panel). In ea
h panel,we show the 68 and 95% CL 
ontours (red and blue, respe
tively), the dotted 
urves 
orrespond to our pre-2010-LHC results, and the solid lines in
lude the 2010 LHC results. Results assuming ��N = 50 MeV areshown as brighter 
oloured 
urves and ��N = 64 MeV as duller 
oloured 
urves, in ea
h 
ase disregardingun
ertainties. The green `snow
akes' (open stars) (�lled stars) are the best-�t points in the 
orrespondingmodels. Also shown is the 90% CL Xenon100 upper limit [24℄ and its expe
ted sensitivity band.by the error in ��N . As we see in Fig. 13, themost stringent dire
t experimental upper limit on�SDp due to the COUPP Collaboration [60℄ (solidbla
k line) lies above 10�38 
m2, signi�
antlyhigher than our predi
tions in any of the CMSSM,NUHM1, VCMSSM and mSUGRA. More strin-gent upper limits on �SDp are sometimes quotedbased on experimental upper limits on energeti
solar neutrinos that 
ould be generated by LSPannihilations inside the sun [61℄. These upperlimits often assume that the LSPs are mainly 
ap-
tured by spin-dependent s
attering, whi
h is notthe 
ase in general, and are in equilibrium in-side the sun, whi
h is also not the 
ase in gen-eral [62℄. They also make simplifying assumptionsabout the annihilation �nal states that are not ingeneral valid in the spe
i�
 models studied here.Even with these assumptions, the upper limitslie above the ranges we predi
t in the CMSSM,VCMSSM and mSUGRA and barely tou
h theNUHM1 range. Therefore, a dire
t 
onfrontationof these models with data on energeti
 solar neu-
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Figure 11. The 
orrelation between m~�01 and the spin-independent dark matter s
attering 
ross se
tion �SIp
al
ulated assuming a �-N s
attering � term ��N = 50� 14 MeV in the CMSSM (upper left panel), inthe NUHM1 (upper right panel), in the VCMSSM (lower left panel) and in mSUGRA (lower right panel).In ea
h panel, we show as solid (dashed) lines the 68 and 95% CL 
ontours (red and blue, respe
tively)after (before) applying the Xenon100 [24℄ 
onstraint. The green �lled (open) stars are the best-�t pointsin ea
h model in
luding (ex
luding) the Xenon100 data. Also shown are best �t and 68 and 95% CL
ontours obtained from the pre-2010-LHC data set ex
luding the Xenon100 result (green `snow
ake' anddotted lines).trinos still lies in the future.5. Summary and Dis
ussionWe have explored in this paper the impli
ationsof the 2010 LHC data for some of the simplest re-alizations of the MSSM, namely the CMSSM, theNUHM1, the VCMSSM and mSUGRA. In addi-tion to the most sensitive available ATLAS andCMS sear
hes for jets + =ET , we have in
orpo-rated the 
onstraints imposed by sear
hes for the
heavy MSSM Higgs bosons H=A ! �+�� andthe 
onstraints imposed by LHCb, CDF and D�on BR(Bs ! �+��), and we have also exploredthe impa
t of the dire
t Xenon100 sear
h for darkmatter s
attering.We have found that the ATLAS 0L and CMSMHT analyses shift the preferred regions in the(m0;m1=2) planes as 
ompared to the situationbased on the initial CMS �T and ATLAS 1Lsear
hes by amounts similar to those observedwhen 
omparing the results in
orporating the
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Figure 12. The 
orrelation between the spin-independent dark matter s
attering 
ross se
tion �SIp andm~�01 after in
luding the 
urrent Xenon100 results in the CMSSM (upper left panel), in the NUHM1(upper right panel), in the VCMSSM (lower left panel) and in mSUGRA (lower right panel). In ea
hpanel, we show the 68 and 95% CL 
ontours as solid red and blue lines, respe
tively. Results assuming��N = 50� 14 MeV are shown as brighter 
oloured 
urves, and those for ��N = 64� 8 MeV are shownas duller 
oloured 
urves. The green �lled (open) stars are the best-�t points in ea
h 
ase.initial CMS �T and ATLAS 1L sear
hes withthe pre-LHC situation. As a 
onsequen
e, thepreferred value of m~g has been shifted upwardsto 1 TeV and beyond in the CMSSM, NUHM1and VCMSSM. On the other hand, the pi
turein mSUGRA is not 
hanged signi�
antly by thenewer ATLAS and CMS sear
hes.The CMS limits on heavy Higgs produ
tionand our 
ompilation of LHCb, CDF and D� 
on-straints on BR(Bs ! �+��) have impa
ts onthe parameter spa
es of the NUHM1, but do nota�e
t signi�
antly the favoured regions of theCMSSM, VCMSSM and mSUGRA.
The Xenon100 results have an impa
t on themodel parameter spa
es that would be signi�
antif ��N were large, � 60 MeV. However, the 
ur-rent un
ertainty in ��N does not permit a strong
on
lusion to be drawn, and we emphasize againthe importan
e of experimental and theoreti
alattempts to redu
e this un
ertainty.The adventure of the LHC sear
h for SUSY hasonly just begun in 2010. The negative results ofthe sear
hes to date are not in serious tensionwith the ranges of parameter spa
es favoured pre-LHC in the models we have studied. The favouredregions yet to be explored o�er good prospe
ts
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Figure 13. The 
orrelation between the spin-dependent dark matter s
attering 
ross se
tion �SDp (
al
ulatedassuming hN j�s
�sjN(s)i = �(0:09 � 0:03) � s�, where s� is the nu
leon spin ve
tor) and m~�01 in theCMSSM (upper left panel), in the NUHM1 (upper right panel), in the VCMSSM (lower left panel) andin mSUGRA (lower right panel). In ea
h panel, we show the 68 and 95% CL 
ontours (red and blue,respe
tively) in
luding 2010 LHC data before and after applying the Xenon100 [24℄ 
onstraint (solid anddashed lines, respe
tively). The green �lled (open) stars are the best-�t points obtained with these datasets. Also shown are best �t and the 68 and 95% CL 
ontours obtained from �ts to the pre-2010-LHCdata set ex
luding the Xenon100 result (`snow
ake', dotted lines). We also show in ea
h panel (solidbla
k line) the 90% CL upper limit on �SDp provided by the COUPP Collaboration [60℄.for the SUSY sear
hes during the LHC run in2011/12. However, it is worthwhile to 
onsiderwhether the ex
lusion by the LHC of very lightsquark and gluino masses may already have mes-sages for future experimental studies of supersym-metry (if it exists).There is mu
h dis
ussion about the possiblenext large 
ollider proje
t to follow the LHC, withhigh-energy lepton 
olliders among the favourites.A key question is the 
entre-of-mass energy of
su
h a 
ollider, and indi
ations from the LHCare eagerly awaited. Any de�nitive statementon the impa
t of LHC results must surely waitat least until the end of the 2011/12 LHC run,and will require analyses that are less model-spe
i�
 than the results presented up to now.In this respe
t it has to be kept in mind thatthe LHC sear
hes are mainly sensitive to theprodu
tion of 
oloured parti
les, whereas lepton
olliders will have a high sensitivity in parti
u-



23lar for the produ
tion of 
olour-neutral states,su
h as sleptons, 
harginos and neutralinos (andhigh-pre
ision measurements furthermore providean indire
t sensitivity to quantum e�e
ts of newstates). In this sense anything inferred from the
oloured se
tor on the un
oloured se
tor dependson the underlying model assumptions, and in par-ti
ular on assumptions about a possible universal-ity of soft SUSY-breaking at the GUT s
ale.The upward shifts for the preferred values ofm1=2 and, to a lesser extent, m0, that we havefound in the CMSSM, NUHM1 and VCMSSMupon in
lusion of the 2010 LHC and Xenon100
onstraints translate within those models into
orresponding shifts in the produ
tion thresholdsof supersymmetri
 parti
les at e+e� 
olliders. Ithas to be noted, however, that together with thisupward shift of the preferred mass values we ob-serve a signi�
ant de
rease in the �t probabilitiesof those simple models, see Table 1. This indi-
ates a slight tension in those models between thepreferen
e for rather light 
olour-neutral statesarising in parti
ular from (g� 2)� and the sear
hlimits from the dire
t sear
hes for 
oloured SUSYparti
les at the LHC. The mSUGRA s
enarioyields a signi�
antly worse des
ription of the datathan the other 
onsidered models already for thepre-LHC data set, and in
lusion of the 2010 LHCand Xenon100 
onstraints has only a small im-pa
t on the preferred �t values and the �t prob-abilities. If the up
oming LHC results lead toa further in
rease of the ex
luded mass regionsfor 
oloured superpartners, the CMSSM, NUHM1and VCMSSM s
enarios 
ould eventually get un-der pressure. Su
h a tension 
ould be avoided inrealisations of SUSY with a larger splitting be-tween the 
oloured and the 
olour-neutral part ofthe spe
trum (for instan
e in GMSB-type s
enar-ios), su
h that the masses of squarks and gluinosare in the TeV range, while sleptons, neutralinosand 
harginos 
an still be light.Alternatively, the spe
trum 
ould be 
om-pressed, de
reasing the splitting between the
oloured and 
olour-neutral sparti
les, leading tosofter jets from gluino and squark de
ays, andhen
e less stringent 
onstraints form sear
hes forjets + missing transverse energy at the LHC [63℄.

Noted AddedThe analysis of this paper provides a baselinewith whi
h 2011 LHC data 
an be 
onfronted.While 
ompleting this work, we be
ame awareof preliminary results from an analysis of eventswith � 2 jets, missing transverse energy and nodete
ted leptons obtained with 165/pb of 2011ATLAS data [64℄. In Fig. 14 we superpose onthe (m0;m1=2) planes shown previously in Fig. 1the preliminary 95% CL limits obtained usinga PCL approa
h (solid bla
k line) and a CLsapproa
h (dash-dotted bla
k line). We see thatin the CMSSM (upper left) and VCMSSM (lowerleft) the new preliminary PCL 95% 
ontour runsvery 
lose to the best-�t point we �nd with the
ombined 2010 LHC data. It runs somewhatfurther away from the NUHM1 best-�t point,and outside our 68% CL 
ontour for mSUGRA.The preliminary CLs 
ontour runs further belowour best-�t points, still through our 68% CL re-gions for the CMSSM, NUHM1 and VCMSSMbut below our 68% CL region for mSUGRA. Wedefer in
orporating this result into our analysisuntil a �nal version is published that enables its
ontribution to the global likelihood fun
tion tobe modelled. However, this preliminary resultalready highlights the potential of the 2011 LHCrun to probe deeper into supersymmetri
 param-eter spa
e.A
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Figure 14. The (m0;m1=2) planes in the CMSSM (upper left), the NUHM1 (upper right), the VCMSSM(lower left) and mSUGRA (lower right) as shown in Fig.1, now superposed by the preliminary 95% CLlimits obtained by the ATLAS Collaboration [64℄ using a PCL approa
h (solid bla
k lines) and a CLsapproa
h (dash-dotted bla
k lines).
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