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Abstract

Turbulence mixes initially-segregated chemical species in the atmosphere and hence

a↵ects the actual rate of chemical reactions. The significance of such interaction be-

tween turbulent motions and chemical reactions can be evaluated from the Damköhler

number (Da), the ratio between the turbulent and the chemical timescale. For fast

chemistry in which the reaction takes place before the chemicals are well mixed by

turbulence (Da � 1), the ine�cient turbulent mixing can significantly a↵ect the ac-

tual rate of chemical reaction. Such interaction is however unresolved in operational

chemical-transport models. Low-resolution chemical-transport models dilute and mix

precursors instantly in a coarse grid, and hence miscalculate chemical reactions, for

example ozone chemistry. This treatment is particularly unsuitable for urban environ-

ments where the anthropogenic emissions of pollutants are strong and highly localised.

The objective of this thesis is to explore a way to provide a suitable parametrisation

of this subgrid chemical-turbulence interaction for large-scale models with focus on ur-

ban environments. To achieve this purpose, this thesis systematically quantifies the

e↵ect of turbulent transport on chemical reactions in an urban boundary layer using

regional-scale and turbulent-resolving approaches, and a combination of the two.

The problem is first illustrated by a study on sensitivity of ozone chemistry to model

resolution in the region of Hong Kong with the chemical transport model WRF-Chem

and a 1 km-resolution emission inventory. The results between the models at di↵erent

horizontal resolutions (27, 9, 3, 1 km) are compared to account for the impact of increas-

ing resolution to the calculated chemistry of ozone and its precursors. The model fails

to reproduce the meteorological and chemical variations associated with local topogra-

phy and emission hotspots at lower resolutions. With increasing resolution, the model

shows a larger segregation between ozone and its precursors, and gives a lower net ozone

production rate. However, the results of the chemical calculations at resolutions of 3 km

and 1 km in general do not show statistically significant di↵erences.

In order to explicitly quantify the e↵ect of turbulent motions on the rate of chemical

reactions in an urban boundary layer, direct numerical simulations are performed with

two initially segregated chemicals reacting in a second-order chemical scheme. In a

top-bottom entrainment-emission configuration, the ine�cient turbulent mixing of the

segregated reactants can cause a 15-35% reduction in reaction rate from the imposed
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value for the fast-chemistry cases (Da= 1 -10). Strong emission fluxes and heterogeneous

surface emissions can further reduce the reaction rate to less than 5% of the imposed rate.

Such reduction in reaction rate due to the ine�cient mixing of chemicals by turbulence

is highly dependent on the instantaneous Da and the ratio between the corresponding

Da of the two reactants. The results are then degraded to lower resolutions to mimic the

calculation in a regional model. They reveal that at a horizontal resolution of 1 km, the

overestimation of the chemical reaction rate by the model is moderated to 4-22% for the

previous fast-chemistry cases. With the NO�NO2�O3 chemical scheme, the resultant

e↵ective reaction rate is ⇠ 85% of the imposed rate when the NO emission flux is strong,

and a 1 km-resolution model overestimates the actual rate by ⇠ 9%.

At last, the e↵ective chemical reaction rate due to the segregation of reactants by

ine�cient turbulent mixing is parametrised as a function of Da. Such parametrisation is

then applied specifically to the reaction between NO and O3 as a test of its application

to the WRF-Chem model in the region of Hong Kong. We find that the e↵ect of the

parametrisation is small (< 2%) on the modelled NOX concentrations, and is significant

on the modelled O3 concentration only right above an emission hotspot. It is speculated

that when the parametrised e↵ective reaction rate is largely deviated from the original

rate, where the NOX emission is strong, the modelled concentrations are dominantly

a↵ected by other processes such as emission and advection. Further research is required

to explore if such parameterisation of the subgrid chemical-turbulence interaction leads

to significant e↵ect when applied also to other chemical reactions.
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Zusammenfassung

Turbulenz mischt zunächst entmischte chemische Spurensto↵e in der Atmosphäre

und beeinflusst somit die tatsächliche Geschwindigkeit chemischer Reaktionen. Die Be-

deutung der Wechselwirkung zwischen turbulenten Bewegungen und chemischen Reak-

tionen kann anhand der Damköhler-Zahl (Da), dem Verhältnis zwischen turbulenter und

chemischer Zeitskala, bewertet werden. Bei einer schnellen Chemie, in der die Reaktion

stattfindet, bevor die Spurensto↵e durch Turbulenzen gut gemischt wurden (Da � 1),

kann das ine�ziente turbulente Mischen die tatsächliche Reaktionsgeschwindigkeit der

Spurensto↵e erheblich beeinflussen. Eine solche Wechselwirkung ist jedoch in chemis-

chen Transportmodellen nicht berücksichtigt. Chemisch-Transportmodelle mit niedriger

Auflösung verdünnen und mischen die chemischen Vorläufersubstanzen instantan inner-

halb einer grossräumigen Modellgitterbox. Dieser Modellansatz führt dann zu einer

fehlerhaften Berechnung der chemische Reaktionen, beispielsweise in der Ozonchemie.

Der Ansatz ist insbesondere für städtische Umgebungen ungeeignet, in denen die an-

thropogenen Schadsto↵emissionen räumlich konzentriert auftreten.

Das Ziel dieser Arbeit ist es, eine geeignete Parametrisierung dieser innerhalb der

Gitterbox bisher unaufgelösten Chemie-Turbulenz-Interaktion für großräumigen Model-

lanwendungen mit Fokus auf urbane Umgebungen bereitzustellen. Um dieses Ziel zu er-

reichen, wird in dieser Dissertation der Einfluss des turbulenten Transports auf chemische

Reaktionen in einer urbanen Grenzschicht systematisch mittels regionaler und turbulen-

zauflösender Ansätze und einer Kombination der beiden quantifiziert.

Die Problemstellung wird zunächst in einer Studie zur Empfindlichkeit der Ozon-

chemie gegenüber der Modellauflösung in der Region Hongkong veranschaulicht. Die

Studie basiert auf dem chemischen Transportmodell WRF-Chem und einem Emission-

sinventar mit einer Auflösung von 1 km. Die Modellergebnisse bei verschiedenen hori-

zontalen Auflösungen (27, 9, 3 und 1 km) werden verglichen, um die Auswirkungen der

zunehmenden Auflösung auf die berechnete Ozonchemie und die Vorläufersubstanzen

zu analysieren. Bei niedrigeren Auflösungen kann das Modell die meteorologischen und

chemischen Variationen der lokalen Topographie und der Emissionsquellen nicht repro-

duzieren. Mit zunehmender Auflösung zeigt das Modell eine stärkere räumliche Tren-

nung zwischen Ozon und seinen Vorläufern, was zu einer niedrigeren Netto-Ozonproduktionsrate

führt. Die Ergebnisse der chemischen Berechnungen bei Auflösungen von 3 km und 1
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km zeigen im Allgemeinen keine statistisch signifikanten Unterschiede.

Um den Einfluss turbulenter Bewegungen auf die Geschwindigkeit chemischer Reak-

tionen in einer urbanen Grenzschicht explizit zu quantifizieren, werden direkte nu-

merische Simulationen mit zwei zunächst getrennten Spurensto↵en durchgeführt, die in

einem Reaktionsschema zweiter Ordnung reagieren. In einer Top-Bottom-Entrainment

Emissionskonfiguration und in Fällen schneller Chemie (Da = 1 -10) kann das ine�ziente

Turbulenzmischen der getrennten Reaktanten eine Verringerung der Reaktionsrate um

15-35% vom vorgeschriebenen Wert verursachen. Starke Emissionsflüsse und hetero-

gene Oberflächenemissionen können die Reaktionsrate weiter auf weniger als 5% der

vorgeschriebenen Rate reduzieren. Die Verringerung der Reaktionsgeschwindigkeit auf-

grund der ine�zienten Turbulenzmischung von Spurensto↵en hängt stark von dem mo-

mentanen Da und dem Verhältnis der Da-Werte der beiden Reaktanten ab. Die Ergeb-

nisse werden dann auf eine niedrigere Auflösung übertragen, um die Berechnung in einem

regionalen Modell nachzuahmen. Es zeigt sich, dass bei einer horizontalen Auflösung von

1 km die Überschätzung der Reaktionsraten durch das Modell bei Fällen mit schneller

Chemie auf 4-13% abgemildert wird. Mit dem chemischen Schema NO�NO2�O3 beträgt

die resultierende e↵ektive Reaktionsrate 85% des vorgeschriebenen Wertes, wenn der

NO-Emissionsfluss stark ist. Ein Modell mit einer Auflösung von 1 km überschätzt die

tatsächliche Rate um ⇠ 9%.

Schließlich wird die e↵ektive chemische Reaktionsgeschwindigkeit der aufgrund inef-

fizienter Turbulenzmischung segregierten Reaktanten als Funktion vonDa parametrisiert.

Um die Anwendung imWRF-Chem-Modell in der Region Hongkong zu testen, wird diese

Parametrisierung speziell auf die Reaktion zwischen NO und O3 angewendet. Es zeigt

sich, dass der E↵ekt der Parametrisierung auf die berechneten NOX-Konzentrationen

nicht signifikant ist (< 2%). Der E↵ekt ist hingegen signifikant für die berechnete

O3 -Konzentration direkt über einer starken Emissionsquelle. Es wird vermutet, dass

bei einer starken Abweichung der parametrisierten e↵ektiven Reaktionsrate von der ur-

sprünglichen vorgeschriebenen Rate, wenn die Emission von NOX stark ist, die vomMod-

ell berechneten Konzentrationen mageblich von anderen Prozessen wie Emission und Ad-

vektion beeinflusst werden. Weitergehende Studien müssen klären, ob diese explizite Pa-

rameterisierung von Chemie-Turbulenz-Interaktionen zu signifikanten Änderungen der

Modellergebisse führt, wenn sie auch auf andere chemische Reaktionen angewendet wird.

.
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3.43 Fit with homogeneous emission of the normalised e↵ective chemical reac-

tion rate against log rDa with similar D̃af . . . . . . . . . . . . . . . . . . 147

3.44 Fit with homogeneous emission of the normalised e↵ective chemical reac-

tion rate against the final Da ratio and the final Dalim . . . . . . . . . . 147

3.45 Fit with ozone chemistry of the normalised e↵ective chemical reaction

rate against DaO3
and log rDa . . . . . . . . . . . . . . . . . . . . . . . . 149

3.46 Fit with ozone chemistry of the normalised e↵ective chemical reaction

rate for the 1 km-32 lev resolution-degraded model . . . . . . . . . . . . 150

4.1 Colour maps of the NO emission fluxes in January 2017 at the resolutions

of 9 km and 1 km . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159

4.2 Colour maps of the variables related to the parametrisation . . . . . . . . 160

4.3 Colour maps of the normalised e↵ective chemical reaction rate . . . . . . 162

4.4 Colour maps showing the surface-level concentrations of the modified run

at the resolution of 9 km . . . . . . . . . . . . . . . . . . . . . . . . . . . 164

4.5 Colour maps showing the surface-level concentrations of the modified run

at the resolution of 1 km . . . . . . . . . . . . . . . . . . . . . . . . . . . 165

xvi



4.6 Vertical profile of the horizontally-averaged concentrations of the modified

run . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167

4.7 Vertical profile of the concentrations over the Castle Peak Power Plant of

the modified run . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168

4.8 Time series of the modelled mixing ratios of the modified run at the Castle

Peak Power Plant . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170

4.9 Time series of the observed and modelled mixing ratios of the modified

run at the Shatin station . . . . . . . . . . . . . . . . . . . . . . . . . . . 171

4.10 Time series of the observed and modelled mixing ratios of the modified

run at the Tuen Mun station . . . . . . . . . . . . . . . . . . . . . . . . . 172

A.1 CO surface mixing ratio colour maps at nighttime with increasing resolution184

A.2 NO surface mixing ratio colour maps at nighttime with increasing resolution185

A.3 NO2 surface mixing ratio colour maps at nighttime with increasing reso-

lution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186

A.4 O3 surface mixing ratio colour maps at nighttime with increasing resolution187

xvii





List of Tables

1.1 Typical time scales of transformation of chemical species and their related

atmospheric phenomena . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.1 List of observational stations in Hong Kong . . . . . . . . . . . . . . . . 28

2.2 Ratio between the all-time mean mixing ratio of NO and NOX in January

2017 and July 2016. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

2.3 Linear regression results of the relations between the NOX and OX mixing

ratios . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

2.4 Averaged Statistical metrics between the observed and modelled data over

all stations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

2.5 General statistics of the emission of MarcoPolo and MPlores . . . . . . . 76

2.6 General statistics of the mixing ratios of the MarcoPolo and MPlores runs 77

2.7 Ozone production and loss rate of the MarcoPolo and MPlores runs . . . 77

2.8 Segregation coe�cients between O3 and NOX species . . . . . . . . . . . 78

2.9 Linear regression of the relations between OX and NOX species . . . . . . 79

2.10 Averaged statistical metrics between the observed and modelled data in

the MarcoPolo and MPlores runs . . . . . . . . . . . . . . . . . . . . . . 82

3.1 Initial and boundary conditions for the DNS simulation with the second-

order chemistry scheme (A+B ! C) . . . . . . . . . . . . . . . . . . . . 113

3.2 Corresponding imposed chemical reaction rate and the Damköhler num-
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Chapter 1

Introduction

The chemical composition of the Earth’s atmosphere is subject to multi-scale varia-

tions in response to various dynamical and photochemical processes with consequences

to human population. One foremost example highly influencing modern societies is the

problem of air pollution, in which excess emission of pollutants worsens air quality and

brings adverse e↵ect on human health. Understanding the chemistry in atmospheric

flows is therefore important, and one of the common means to extend our knowledge on

atmospheric chemistry is through numerical simulations.

The rates at which chemical reactions between two reactive species occur are de-

scribed by rate constants that are measured in the laboratory under specified conditions

inside a reaction vessel. The rate at which the product of a reaction is formed is pro-

portional to the concentrations of the reactants, and the corresponding proportional-

ity constant is precisely the reaction rate constant. Contrary to the preset conditions

in the laboratory, concentrations of the reactants are often a↵ected by turbulent mo-

tions in the atmosphere. The distributions of these species are hence very irregular in

space and time. Therefore, the actual production rate of the product deviates from

the laboratory-measured value and cannot be assumed to be proportional only to the

spatial- and temporal-averaged concentrations of the reactants.

Two major types of models, the Eulerian and the Lagrangian models, can be applied

to calculate the transport of reactive species in geophysical flows. In the Eulerian ap-

proach, the Earth is covered with a three-dimensional grid and the physical and chemical

quantities considered are derived within each grid mesh. The geometric size of the mesh

defines the spatial resolution of the model. Model grids represent the structure that

allows the governing equations to be discretised. Physical and chemical quantities such

as the concentrations of chemical species are assumed to be uniform inside each grid box.

In other words, the approach implicitly assumes that chemical species are completely

mixed within each grid cell. For example, if two chemical species A and B are released

from two distant sources located within a given grid cell, they will react instantly in the

model, even though they may not rapidly mix in the real world.

1
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In the Lagrangian approach, the fluid is represented by a large number of air parcels

to which values of the variables considered are attached. These parcels are displaced

by the motion of the fluid and the identities of these parcels are not altered during

their displacement. These air parcels do not mix in the flow unless specific action is

undertaken in the model to ensure some mixing between parcels. The Lagrangian model

may therefore underestimate the rate at which species A and B react with each other.

The situation in the real atmosphere can be described somehow intermediately be-

tween the two extreme scenarios prescribed by the Eulerian and Lagrangian methods. If

the flow is purely laminar and uniform, the two species A and B that are emitted from

two separated point sources will advect on parallel trajectories. The two species will

remain segregated and will not react with each other, a situation that is close to what

would be assumed in a Lagrangian model. On the other hand, in the planetary bound-

ary layer, where the flow is usually turbulent (see Section 1.1), eddies are generated and

mix species A and B, and hence partially reduce their segregation. This allows chemical

reactions to occur, in some extent similar to the approach in an Eulerian model.

The degree of mixing between two initially segregated species depends on the re-

spective chemical lifetimes of the species and the timescale characterising the strength

of turbulence in the atmosphere (refer to Section 1.3). Species with long lifetimes such

as carbon dioxide or methane are generally well mixed in the atmosphere, while fast-

reacting species, such as nitrogen monoxide (NO), isoprene and hydroxyl radical (OH)

are strongly a↵ected by chemistry before being mixed by turbulence (refer to Table 1.1).

In turbulent flows, such species are distributed with multi-scale spatial and tempo-

ral fluctuations. If they are emitted at di↵erent locations, they may still be partially

segregated when the reaction takes place, and the resultant reaction will be at a rate

considerably lower than what is assumed when they are totally mixed. In this case, the

reaction rate is therefore a↵ected by the strength of the turbulence.

Current chemical transport models do not consider the e↵ect of ine�cient turbu-

lent mixing of segregated chemical species inside their grid meshes, and hence tend to

overestimate the reaction rates between fast-reacting primary species in turbulent flows,

especially in the boundary layer near emission sources. This can, in principle, lead to

substantial errors in the calculated concentrations of secondary species, in particular

those in nonlinear chemical systems. For example, it is known that ozone is formed in

a complex chemical cycle involving volatile organic compounds (VOCs) and nitrogen

oxides (NOX = NO + NO2). The resultant production rate of ozone is highly nonlinear,

and the number of ozone molecules produced per NOX molecule lost is higher when the

NOX concentration is low (refer to Figure 1.1, also see Section 1.2). As a result, the

amount of ozone produced in a given area (corresponding to a grid mesh of an Eulerian

model) will be di↵erent even with a fixed total quantity of NO in that area, depending

if NO is emitted uniformly in the area (less concentrated) or at separated point sources
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(more concentrated). Additionally, if the emissions of NO and VOCs are not located at

the same spot within a given area, ozone is only produced when the air masses carrying

NO and VOC respectively gradually mix. Hence the production rate of ozone will also

depend on the rate at which mixing takes place.

Figure 1.1: The number of ozone molecules produced for each NOX molecule lost against the
NOX mixing ratio. The broken line refers to the results from a box model with fixed NOX
and hydrocarbons at 3 pm EST, altitude 0-1800 m in clear sky values (Liu et al. 1987). The
open square refers to the boundary layer averaged values calculated from a 3D model, with
the bars representing two standard deviations. Figure and description adopted from Brasseur
et al. (1999). This shows that the number of ozone molecules produced per NOX molecule is
a function of NOX mixing ratio and decreases with increasing NOX concentration, resulting in
the non-linearity of ozone chemistry.

The issue of segregation versus mixing is particularly important in urban areas since

the emissions of di↵erent species are highly localised and generally not co-located. For

example, NO is released by vehicles within street canyons in the centre of the city; while

VOCs are released elsewhere. For example, isoprene is emitted from vegetations, and is

particularly concentrated at the outskirt of the city. Furthermore, fast reactions between

species such as NOX at the surface and a compound entrained from the free troposphere

such as ozone are strongly a↵ected by turbulent mixing within the urban boundary layer

complicated by the complex urban structures.

This thesis addresses the issue of how turbulent motion a↵ects chemical reactions in

the air, and how the ability or inability of resolving these motions in a numerical model

impacts the resulting chemical calculations. The study focuses on urban environments

particularly on their strong emission fluxes and segregated sources. The problem is first

illustrated by a study on the sensitivity of ozone chemistry to model resolution of a re-

gional model. The e↵ect of turbulence on chemical reactions is then examined by means

of a turbulence-resolving explicitly resolves turbulent motions in the planetary bound-

ary layer. At last the knowledge attained from the turbulence-resolving simulations is

applied to the regional model to assess the impact of such application.
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1.1 Planetary boundary layer

The investigation in this thesis is centred on the relations between turbulent motions

and chemical reactions in the planetary boundary layer. The dynamics and structure of

the planetary boundary layer are therefore briefly introduced here. One can also refer

to Stull (2012) for a more detailed review.

The planetary boundary layer 1 (PBL, Figure 1.2) refers to the part of the troposphere

that is directly influenced by the presence of the Earth’s surface, and responds to surface

forcing, such as heat transfer and pollution emission, with a timescale of an hour or less.

It extends typically to 1-3 km above the surface. Above the PBL is the inversion layer,

where the potential temperature increases with height, and hence the inversion layer is

stably stratified. Rising air from the PBL is often unable to penetrate this inversion

layer, making it a cap to the PBL. Above the inversion layer is the free troposphere,

where the air is also stably stratified and has a general slow sinking model.

The transport of quantities in the PBL, such as momentum and pollutants, oc-

curs mainly by the dominating wind horizontally and by turbulent motions vertically.

Turbulence occurs relatively frequently during daytime, and is mainly generated by me-

chanically by rough surface elements and buoyantly by surface heating. The mechanical

turbulence is generated as the friction of the ground and other surface structures drags

the air flowing over the ground surface and develops wind shears. The buoyant turbu-

lence occurs as solar radiation heats up the ground and makes thermals of warm air to

rise. These air plumes rise up to the base of the subsidence inversion, where it is ra-

diatively cooled and sinks. These updrafts and downdrafts of air are also the strongest

eddies and are most e�cient in mixing quantities in the boundary layer. At the other

end of the size range, the smallest eddies have sizes of a few millimetres. They are weak

and are quickly dissipated by viscosity, and hence are believed to have less contribution

to the mixing of quantities (e. g. Krol et al. (2000)).

Over land surfaces, the PBL has a well-developed structure which evolve with the

diurnal cycle (from left to right of Figure 1.2). During daytime, the PBL is strongly

influenced by solar heating of the Earth’s surface and is highly convective. Due to its

convective nature, the daytime PBL is also known as the convective boundary layer.

The convective boundary layer (CBL) consists on three major components - the surface

layer, the mixed layer and the entrainment zone. The surface layer is the bottom 10%

of the boundary layer, in which turbulence is mainly generated by mechanical shear.

Above the surface layer is the mixed layer, where the buoyant turbulence dominates.

The mixed layer grows in depth with time after sunrise as the solar heating becomes

more intense, and reaches its maximum height in late afternoon. It grows by slowly

mixing down the air from the inversion layer, or in this context, the entrainment zone,

1also referred as the boundary layer
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a layer of stable air on top of the mixed layer. The entrainment zone serves as a lid to

the rising thermals, and also to the pollutants in polluted regions.

Figure 1.2: Schematic diagram showing di↵erent layers in the planetary boundary layer (PBL)
(along the y-axis), and their evolution with time of day beginning from sunrise (along the x-
axis). Diagram courtesy for COMET/METED.

After sunset, the mixed layer rapidly collapses due to the suppressed surface heating.

Turbulence in the mixed layer decays and the mixed layer transits to the residual layer.

During nighttime, the bottom portion of the residual layer is cooled radiatively and

transformed into a stable boundary layer. This nocturnal boundary layer is characterised

by statically stable air, which suppresses turbulence and vertical mixing of quantities.

The dynamics of the PBL plays an important role in changing the chemical con-

centrations in the surface air. For instance, for an inert chemical continuously emitted

from the surface, its concentration drops upon sunrise as the PBL grows in depth and

dilutes its chemical composition. After sunset, as the PBL shrinks, the chemical species

released at the surface remain in the shallow surface layer and accumulate in the surface

air. On the other hand, for chemicals originated from the free troposphere, their con-

centration increases after sunrise as they are entrained from aloft with the growth of the

mixed layer. After sunset, the entrainment ceases and stops replenishing the chemicals,

leaving the chemicals depleted within the boundary layer in the course of the night by

deposition to the surface.

Over the ocean, the diurnal cycle of the surface heating and cooling is minimal due to

the large heat capacity of water. The marine boundary layer remains neutral throughout

the day, in which vertical mixing is maintained mainly by mechanical turbulence. It

typically extends to around 1 km above sea level and is often capped by a shallow
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cumulus or stratus cloud layer.

In urban areas, the surface is rough and complex with buildings and other large urban

structures, which modify the turbulent transfer and the structure of the boundary layer.

The portion of planetary boundary layer that is a↵ected by the presence of the urban area

is called the urban boundary layer. The urban boundary layer (UBL) is characterised

by its complex surface layer, which can be further divided to the urban canopy layer2,

the roughness sublayer3 and the inertial sublayer4. These sublayers are influenced by

the urban structures at di↵erent extents. One can refer to Oke (1997) for more details.

The UBL also consists of a mixed layer, in which the turbulence properties are probably

independent of the surface roughness. Therefore, an urban boundary layer can also be

approximated with an extended surface layer imbedding the urban features with CBL

on top (Onomura et al. (2015), also see Figure 1.3). The direct numerical simulations

conducted in Chapter 4 refer to this CBL above the extended urban surface layer.

Figure 1.3: The potential combination of a CBL and urban models in representing key features
in the UBL in Onomura et al. (2015). Schematic diagram showing the relation between the
boundary layer scales, the structure of the UBL, and the di↵erent models adopted. A CBL
model is coupled with the urban land surface model (ULSM) to study the meteorological
forcing in urban sites. Figure adopted from Onomura et al. (2015).

For instance, the direct numerical simulations are conducted under the conditions in

2The assembly of buildings, trees and other objects which compose a town or a city, and the spaces
between them.

3A layer includes the urban canopy layer, and extends from the surface up to two to five times the
height of the roughness elements.

4A sublayer in wall-boundded shear flows characterised by a su�ciently large Reynolds number and
a logarithmic velocity profile.
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a clear CBL5, in which buoyancy is a main driving force of turbulence. Buoyancy6 is

responsible to drive the motion of convective thermals, which make a larger contribution

to vertical chemical transport than mechanical turbulence. It can be calculated from

the virtual potential temperature7 profile ✓v with the expression

b = g(✓v � ✓v,0)/✓v, (1.1)

where g is the gravitational constant and ✓v,0 is the reference virtual potential temper-

ature. With a surface buoyancy flux B0
8, the positively-buoyant thermals of warm air

rise as they are less dense than the surrounding air. Negatively-buoyant thermals of

cool air, on the other hand, sink from the cloud top. These updrafts and downdrafts

correspond to the largest eddies in the boundary layer, and have sizes of the boundary

layer height. The transition of the sign of buoyancy between the thermal updrafts and

downdrafts defines the size of these eddies, and hence defines the boundary layer height.

Therefore, the boundary layer height zi is defined in this thesis as the height where the

buoyancy variance hb0b0i is maximum away from the surface (Garcia and Mellado 2014).

The convective timescale tc, which is related to the convective velocity wc by

tc =
zi
wc

. (1.2)

This convective timescale represents the dynamical timescale involved in convective (or

buoyant) turbulent motions in the CBL. As the buoyant turbulence plays a much bigger

role in mixing of chemical species in a CBL than the mechanical turbulence, in the

context of this thesis, we will refer turbulent motions to those driven by the buoyancy.

Therefore, the turbulent timescale in this thesis is referred to the convective time scale

(tturb = tc) (Deardor↵ 1970). The convective velocity is defined as (Deardor↵ 1970)

wc =


g

Tv

ziw0✓0v|0
�1/3

= (B0zi)
1
3 , (1.3)

where Tv is the virtual temperature, and w0✓0v|0 is the kinematic vertical turbulent flux

of the virtual potential temperature at the surface. The convective velocity is related to

5In a clear CBL, the atmosphere is assumed to be dry and no saturation is taking place. With clear
CBL conditions, the mixed-layer theory is valid (Lilly 1968) and its governing equations can be derived
in a non-dimensional form with the scaling of convective velocity, timescale and the boundary layer
height (de Arellano et al. 2015).

6Here, buoyancy refers to the buoyancy force per unit mass, which is the upward force exerted upon
air parcel with unit mass in a gravitational field due to the density di↵erence between the parcel and
that of the surrounding air (AMS Glossary).

7The theoretical potential temperature of dry air that would have the same density as moist air
(AMS Glossary)

8The flux that is proportional to buoyancy at the surface (AMS Glossary)
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the surface buoyancy flux B0 and the boundary layer height zi with the expression

B0 = (g/Tv)w0✓0v|0.

1.2 Ozone chemistry

A simplified overview of ozone chemistry in the troposphere is presented to provide

the reader with su�cient background to understand the results in Chapter 3. One can

refer to Brasseur et al. (1999) and Brasseur and Jacob (2017) for more details.

In the troposphere, the chemistry of ozone (O3) is initiated by the formation of the

hydroxyl radical OH by the following processes

O3 + h⌫ �! O(1D) + O2

O(1D) + H2O �! 2OH

Here O(1D) represents the electronically excited oxygen atom, and h⌫ refers to a solar

photon. Note that this initial step requires the presence of O3, which can be for example

transported from the stratosphere. Additional O3 molecules are produced by the photo-

chemical oxidation of carbon monoxide (CO) or of volatile organic compounds (VOCs)

by OH in the presence of nitrogen oxides, which includes nitrogen monoxide and dioxide

(NOX = NO + NO2). In the case of CO, the following sequence of reactions leads to

the formation of ozone molecules:

CO + OH
+O2��! CO2 +HO2 (1.4)

k2 : HO2 +NO �! OH+NO2 (1.5)

J1 : NO2 + h⌫
+O2��! NO+O3 (1.6)

Net : CO + 2O2 + h⌫ �! CO2 +O3.

Here, the constant ki is the rate constant of the corresponding reaction i, and Ji refers

to the photolysis coe�cient of the corresponding photochemical reaction i. In the case

of VOCs, the first step is an abstraction of a hydrogen atom by reaction with OH,

to produce an organic radical R, that is subsequently added to oxygen O2 to form an

organic peroxyl radical RO2:

RH+OH
+O2��! RO2 +H2O (1.7)

When the concentration of NOX is su�ciently high, which is said to be in a high-NOX
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regime, the RO2 radicals react with NO:

k3 : RO2 +NO �! RO+NO2 (1.8)

and NO2 is photolysed to produce NO and O3 as Reaction 1.6. When the concentration

of NOX is low (the low-NOX regime), the RO2 radicals react with the peroxyl radical

HO2 instead, which produces no ozone. The above chemical sequences of CO and VOCs

provide the dominant source of ozone in the troposphere, and Reaction 1.5 and 1.8 are

the limiting reactions. Therefore, the ozone production rate can be formulated as

P (O3) = k2hHO2ihNOi+
X

k3,ihRO2,iihNOi (1.9)

, where hHO2i and hNOi refer to the instantaneous concentrations of HO2 and NO (in

this session the quantities bracketed with hi refer to the concentrations of the corre-

sponding chemical species). hRO2,ii refers to several types of peroxyl radicals produced

by the oxidation of VOCs by the OH radical from Reaction 1.7, and k3,i refers to their

corresponding rate coe�cients with NO in Reaction 1.8. The downward transport of

ozone from the stratosphere also serves as an additional source of ozone.

The loss of ozone in the troposphere takes place by the photolysis of ozone to O(1D)

followed by the reaction of O(1D) with H2O:

O3 + h⌫ �! O(1D) + O2

k4 : O(1D) + H2O �! 2OH, (1.10)

with Equation 1.10 being the rate limiting step. Ozone is also consumed by HO2 and

OH:

k5 : O3 +OH �! HO2 +O2 (1.11)

k6 : O3 +HO2 �! OH+ 2O2 (1.12)

Net : 2O3 �! 3O2,

and by unsaturated VOCs (Johnson and Marston 2008)

k7 : O3 +RH �! carbonyls + Criegeebiradicals. (1.13)

The cycling of NO and NO2 produces no net e↵ect on ozone:

k1 : NO + O3 �! NO2 +O2 (1.14)

J1 : NO2 + h⌫
+O2��! NO+O3 (1.15)

Net : No change in O3.
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This cycle is very rapid on a timescale of few minutes in daytime, and NO, NO2 and

O3 are typically equilibrated on a timescale of a few minutes, in a condition called

photostationary state. However, during nighttime, NO2 is oxidised by ozone to produce

NO3 instead, which is further converted to N2O5 and HNO3:

NO2 +O3 �! NO3 +O2 (1.16)

NO2 +NO3 +M �! N2O5 +M

k8 : N2O5 +H2O
aerosol����! 2HNO3 (1.17)

Net : 2NO + 3O3 +H2O �! 2HNO3

Nitric acid (HNO3) is removed from the atmosphere by wet deposition. This chain of

reaction usually occurs during nighttime, as with daylight NO3 is photolysed to return

NO2 in a lifetime of only a minute. When the NOX concentration is very high, NO2 can

also react with OH to form HNO3:

k9 : NO2 +OH
M�! HNO3. (1.18)

Together with the reaction between NO2 and RO2

k10 : NO2 +RO2 �! ROONO2 (1.19)

and the reaction between VOCs and NO3

k11 : NO3 +RH �! R
0
ONO2 (1.20)

(Roberts 1990), these reaction constituent a loss for NO2 and NO3, which prohibit NO2

cycling back to O3, and in turn suppress the production of ozone. Summing up the e↵ect

from Reaction 1.10, 1.11, 1.12, 1.13, 1.17, 1.18, 1.19 and 1.20, the loss rate of ozone is

given by (Wang et al. 2017):

L(O3) =k4hO(1D)ihH2Oi+ k5hOHihO3i+ k6hHO2ihO3i

+
X

k7,ihVOCiihO3i+ 3⇥ k8hN2O5i+ k9hNO2ihOHi

+
X

k10,ihRO2,iihNO2i+
X

k11,ihVOCiihNO3i.

(1.21)

There is also an ozone sink from deposition to the surface. The lifetime of ozone ranges

from days in the boundary layer to months in the upper troposphere.

The ozone production rate depends on the abundance of NOX, VOCs and CO, and

the cycling of odd hydrogen radicals HOX (HOX = OH + HO2) in competition with

the HOX sink. In the troposphere under normal condition, OH mainly reacts with CO

and VOCs in the afore-mentioned sequences to produce HO2. Whether ozone production
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takes places depends on the competition between the reaction of HO2 with NO to produce

ozone (Reaction 1.5), and its reaction with another HO2 radicals to produce peroxides

H2O2:

HO2 +HO2 �! H2O2 +O2,

which is then washed out by precipitation. In this case, the ozone production rate

increases nearly linearly with NOX concentrations9, but is independent of the CO and

VOC concentrations. Thus, this is called the NOX-limited regime.

On the other hand, when NOX concentrations are high, or when the UV radiation is

low, the formation of HNO3 by Reaction 1.18 becomes the dominant sink of HOX
10. In

this case, the competition is instead between the reactions of the OH radicals with VOCs

and CO (Reaction 1.4 and 1.7, which subsequently produce ozone) and Reaction 1.18.

The ozone production rate therefore increases with the VOCs and CO concentrations,

but decreases with the NOX concentrations11. This regime is called the VOC-limited

regime.

Figure 1.4 shows the net ozone production rate (P (O3) � L(O3)) as a function of

NOX concentration. For very low NOX concentrations (such as in remote areas or over

the ocean), the net ozone production rate is negative. It then increases nearly lin-

early with NOX concentrations at low NOX concentrations. When NOX concentration

reaches beyond the level of ⇠ O(1) ppbv, the net production rate then begins to fall

o↵ with increasing NOX concentration as the concentrations of HO2 and RO2 start to

collapse (Monks 2005). When NOX concentrations exceed a level of around 20 ppbv

(in very polluted areas), the net ozone production rate becomes negative again and

the ozone chemistry system is in titration conditions (Reactions 1.14 and 1.18 domi-

nants). Figure 1.5 shows an ozone isopleth diagram which illustrates the dependence of

ozone concentration on the concentrations of both NOX and VOCs, and indicates the

corresponding VOC/NOX ratios and VOCs and NOX concentrations of the NOX- and

VOC-limited regimes respectively. The VOC-limited regime is typical in highly polluted

urban areas, while the NOX-limited regime is typical in locations downwind of urban

and suburban areas. For example, the domain that the study is focusing in South China

and Hong Kong, which has a typical NOX concentration of around 20 ppbv, is mainly

in the VOC-limited regime.

From the above description, one can see that the chemistry of ozone is highly non-

linear in polluted areas. A misrepresentation of precursor concentrations, possibly due

9At low NOX concentrations, HOX production and destruction are not a↵ected by NOX concentra-
tions. Also, the concentration of HO2 is much larger than that of OH at low NOX condition, such that
the majority amount of HOX is constituent of HO2. Therefore, in remote atmosphere, where HO2 is
more abundant than RO2, P (O3) ⇡ k2hHO2ihNOi / hNOi (Logan et al. 1981; Brasseur et al. 1999).

10At high NOX concentration, the ratio of HO2/OH is a↵ected by NOX, and HO2 no longer dominates
over OH (Logan et al. 1981; Brasseur et al. 1999).

11The term k2hHO2ihNOi becomes non-linear because hHO2i is dependent on hNOi.
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Figure 1.4: Net ozone production rate as a function of NOX concentration. The solid blue line
shows the result based on box model simulations at 50�N in Europe for summer conditions,
which were constrained by values from the global chemistry climate simulation. The crosses
indicate the results from comprehensive climate-chemistry ensemble simulations and are colour-
coded with respect to time from 1960s to 2010s. Increasing global NOX emissions in the period
1960 to 2019 results in the decrease in net ozone production rate. The light blue line shows a
linear fit of the net production rate in the NOX regime, which appears in the logarithmic scale
(x-axis) as an exponential function, indicating a linear relation between the net production
rate and the NOX concentration. Figure and description adopted from Grewe et al. (2012).

to artificial mixing within a model grid mesh and errors from emission inventory, may

therefore push the scenario from one regime to another, and give very di↵erent results in

ozone concentrations. In general, the ozone production rate per NOX molecule is higher

when the NOX concentration is low (see Figure 1.1). Therefore, low-resolution model

tends to dilute NO hotspots, and produces an excess amount of ozone (e. g. Arunachalam

et al. (2006)).

To further investigate the relation between ozone and NOX, one can analyse the in-

terconversion of O3, NO and NO2 (see Figure 1.6). Under atmospheric conditions, the

interconversion of O3, NO and NO2 is generally dominated by the null cycle of Equa-

tions 1.14 and 1.15 (Leighton 1960). This cycle has no net change to ozone concentration

and only partitions NOX(= NO + NO2) and the oxidant OX (=NO2 + O3) between its

constituent components, but does not change the total mixing ratio of both NOX and

OX. Figure 1.6(a) shows the variation of O3 and NO2 concentrations with NOX concen-

tration under polluted conditions. It clearly shows the interconversion of O3 and NO2

as a function of NOX. With the interconversion of NO2 and O3 within the combined

mixing ratio of OX, one can make a linear plot of the OX concentrations against NOX

concentrations to check the local and regional contribution of NOX to OX (Clapp and
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Figure 1.5: Ozone isopleth diagram showing the ozone concentration as a function of the
concentrations of NOX and VOC. The VOC-limited regions are characterised by its high NOX
concentrations and/or low VOC/NOX ratio, and are typical for highly polluted urban areas,
such as the domain in this study in South China and Hong Kong. The NOX-limited regionals
are characterised by its low NOX concentrations and/or high VOC/NOX ratio, and are typical
of locations downwind of the urban and suburban areas. Figure and text adopted from Brasseur
and Jacob (2017).

Jenkin 2001; Mazzeo et al. 2005; Song et al. 2011) (see Figure 1.6(b)). Since O3 can only

be produced with the presence of NOX, the intercept of the OX-NOX linear relation (at

which hNOXi = hNO2i = 0) represents the background O3 level by regional transport.

Above that background level of OX, the OX concentrations increase linearly with NOX

concentrations. In this NOX-dependent regime, the slope of the OX-NOX linear relation

correlates the local contribution of NOX to OX composition (on the other hand, the level

of primary pollution).

1.3 Impact of ine�cient turbulent mixing on chem-

ical reaction

In real-life environments, chemical species are normally emitted from segregated

sources. Atmospheric turbulence mixes these initially-segregated species to allow possi-

ble chemical reactions. The actual rate of chemical reaction therefore depends on the

e�ciency of turbulence to mix the corresponding chemicals. This e↵ect of turbulent

motions on chemical reactions can be estimated from the ratio between the turbulent

and chemical timescales (the Damköhler number Da (Damköhler 1940)). For instance,

for a second-order chemical reaction, where a chemical species A reacts with another

species B to form the product C with an imposed rate constant k:

A + B
k�! C,



14 Chapter 1

Figure 1.6: (a) Variation of daytime average mixing ratios of O3 and NO2 with NOX mixing
ratio. Note that when ozone is almost completely removed when the NOX concentration
reaches ⇠100 ppbv, the concentration of NO2 concentration keeps on increasing. The lines
were calculated with the assumption of photostationary state. (b) Variation of daytime average
mixing ratios of the oxidant OX with NOX mixing ratios. The line was defined by linear
regression analysis. From the result of the linear regression, the background O3 level is 31.1
ppbv, and the local contribution to OX is 10.4% of the NOX level. In both figure, the dots
present data for each day of November 1998 and 1999 at six observational sites in the UK.
Figure and part of the caption adopted from Clapp and Jenkin (2001).

the chemical timescale of the species A is:

tchem,A =
1

khBi , (1.22)

where hBi is the volumetric-averaged concentration of the species B. Together with the

turbulent timescale calculated from Equation 1.2 and 1.3, the Damköhler number of

the species A is given by

DaA =
tturb

tchem,A

=
zi/wc

1/khBi = khBi
✓
z2i
B0

◆ 1
3

. (1.23)
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And similarly the Damköhler number of the species B can be written as

DaB = khAi
✓
z2i
B0

◆ 1
3

. (1.24)

For slow chemistry with Da ⌧ 1, the chemical lifetime of the reactant is long enough

for turbulence to mix them well in the boundary layer before they react, such that the

production rate of species can be approximated as the product of k and the volumetric-

mean of the reactants (khAihBi). On the other hand, for fast reactions withDa > 1, such

that the chemical timescale of the reactant is comparable to or shorter than the turbulent

timescale of the atmosphere, the reactants are not well mixed by turbulence before the

chemical reaction takes place. In that case species A and B only react when turbulent

motion brings the two species together, and hence the production rate of species C

also depends on the turbulent timescale. For instance, the turbulent timescale tturb for

large-scale eddies in a CBL is typical 102 � 103 s. With the reference of Table 1.1, the

chemical lifetime of NOX and O3 in the boundary layer is comparable to tturb. Therefore,

the turbulent motions in the CBL potentially a↵ect the chemical reactions involving NOX

and O3.

The state of mixing of species A and B in the boundary layer can be represented by

the segregation coe�cient (e. g. Danckwerts (1952); Vinuesa and de Arellano (2003)):

IS =
hA0B0i
hAihBi ,

which is the ratio between volumetric-averaged values of the concentration covariance

(hA0B0i) and the product of the mean concentrations (hAihBi). If species A and B are

completely well mixed to uniform distribution , then IS = 0. If species A ad B are com-

pletely segregated, then IS = �1. If species A and B are emitted in the same direction

and their concentrations are correlated, then IS > 1. By Reynolds decomposition, the

concentration of species A can be broken down as the sum of the mean term hAi and

the turbulent term A0, as similarly for species B as B = hBi + B0. The segregation

coe�cient can then be related to the volumetric-averaged chemical production term hRi
by

hRi = �khABi
= �k (hAihBi+ hA0B0i)
= �k(1 + IS)hAihBi
= �keffhAihBi.

The e↵ective chemical reaction rate keff then quantitatively measures the actual chem-

ical reaction rate under the influence of turbulent motions (Vinuesa and de Arellano
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2003). It can illustrate the influence compared to a complete-mixing model, in which

both species A and B are assumed to be evenly distributed throughout the boundary

layer. Therefore, its normalised value with the imposed chemical reaction rate, keff/k,

is employed as an assessment of the strength of the impact of turbulence on chemical

reactions in Chapter 3:
keff
k

= 1 + IS = 1 +
hA0B0i
hAihBi . (1.25)

It can also potentially serve as a correction factor to the rate constant employed in a

chemical-transport model to take into the account of the corresponding subgrid e↵ect

(Vinuesa and de Arellano (2005), also see Chapter 4).

In the context of an urban environment, the second-order chemical reaction men-

tioned above can be analogous to the reaction between RO2 and NO, which is the limit-

ing reaction of forming ozone (Reaction 1.8). The VOCs are often emitted from sources

segregated from NO. With the intense emission fluxes of these precursors in an urban

area, their resultant concentrations are also high. From Equation 1.22, the timescales

of the involved chemical reactions are relatively fast. The impact of turbulence mixing

on these chemical reactions are hence potentially important in cities.

1.4 Past work on related topics in multiple scales

Chemical composition in the atmosphere is a↵ected by various physical and chemical

processes (Figure 1.7), which can be mainly divided into four general types: transport,

chemistry, emissions and deposition (Jacob 1999). Numerical models are employed to

calculate the spatial and temporal variations of the chemical composition in the air.

However, these models have technical limitations, so that they can only do the calcula-

tions with a restrained resolution in order to cover a designated simulation domain. In

general, a model can only resolve processes with a length scale larger than its grid mesh

(or with a timescale longer than a timestep). Processes with a length scale shorter than

the model resolution are considered as subgrid e↵ects, and can only be approximated

by corresponding parametrisation schemes. However, these parametrisation schemes are

usually based on certain specific assumptions, which may not accurately represent the

real-life situation, especially for complex scenarios. Therefore, scientists usually employ

di↵erent types of models with suitable respective resolution to solve their problems in-

volving processes with a particularly length scale (refer to Figure 1.8). For instance, for

the interest of this thesis, which is to investigate the influence of turbulence on chemi-

cal reaction in urban environments, the range involved covers the microscale and local

scale, as indicated in the grey-shaded box in Figure 1.8. As a result, the problem can be

addressed by means of direct numerical simulation, large eddy simulation and mesoscale

models.



Chapter 1 17

Figure 1.7: Schematic diagram showing examples of physical and chemical processes related
to atmospheric composition. The processes of interest in this work, in the urban environment
in the boundary layer, is highlighted in the red dashed box. Figure adopted from Rekacewicz
(2003).

The application of atmospheric models in daily practices is highly diversified in moni-

toring and forecasting a wide variety of atmospheric phenomena. For instance, chemical-

transport models are commonly employed for air quality monitoring and foresting in

regions and cities. Chemical transport models (CTMs) consist of mathematical repre-

sentations of the relevant physical and chemical atmospheric processes, which are solved

using numerical algorithms to obtain chemical concentrations as a function of space and

time for a given set of chemical emissions and meteorological conditions (Seigneur and

Moran 2004). For the interest of air quality modelling, a regional CTM is usually em-

ployed with a finer resolution of ⇠10 km to represent the characteristics in a regional

scale (also refer as the mesoscale in Figure 1.8). As a result, the question of how the

model resolution a↵ects the calculations of a CTM has been raised. Spatial resolution
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Figure 1.8: Time and length scales of atmospheric dynamical phenomena and the hierarchy of
atmospheric numerical models superposed on the scale classification of phenomena. The range
of time and length scales of interest in this work is highlighted in the grey-shaded box. Figure
adopted from Montornes et al. (2017) and text from Steyn (2015).

of the model a↵ects calculation in three main aspects - meteorology, emission and de-

position (Tie et al. 2010). With these e↵ects, the CTMs with di↵erent resolutions give

di↵erent results on chemical concentrations and distributions, which may potentially im-

pact the subsequent chemical calculations, especially for non-linear chemistry like ozone

chemistry.

Several studies have conducted simulations of a number of CTMs on the sensitivity

of ozone chemistry to model resolution over the US and Europe (⇠50 km) and high

(⇠10 km) resolution (e g. Jang et al. (1995); Cohan et al. (2006); Queen and Zhang

(2008); Valari and Menut (2008); Arunachalam et al. (2006); Schaap et al. (2015); Yu

et al. (2016); Tie et al. (2010); Pfister et al. (2014); Tan et al. (2015)). All studies

reported that the high-resolution model showed emission hotspots of ozone precursors,

while low-resolution dilutes these emissions. Most of the studies also reported excess

in ozone production in low-resolution models (e. g. Pfister et al. (2014)). In particular,

Yu et al. (2016) reported that only their high-resolution model (0.25�⇥ 0.3125�, around

18 km) can recover the negative correlation between isoprene and NO, as observed in

airborne measurements, and hence give di↵erent ozone formation pathways. However,

model performance does not necessarily improve with increasing model resolution. Yu

et al. (2016) also reported that spatial concentration correlations between modelled and

observed values improve as the resolution increases from 4�⇥ 5� to 2�⇥ 2.5�, but then
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Chemical species Approximate timescale (s) Atmospheric phenomena
OH, HO2 (HOX) 10�1 � 1 Smallest turbulent eddies
NO, NO2 (NOX) 102 � 103 Large eddies in PBL/Thermal updrafts
Isoprene 103 � 104 Convection
Ob

3* 103 � 105 Large eddies/Convection
Ot

3, CO 107 General circulation
CH4 108 � 109 Climate change

Table 1.1: Typical time scales of transformation of chemical species and their related atmo-
spheric phenomena (species with superscript b refer to the species in the boundary layer, while
those with superscript t refer to the species in the free troposphere). Table content mostly
adopted from de Arellano et al. (2004).
*: The timescale of O3 in the boundary layer ranges from hours to 1-2 days depending on the
extent of pollution in the region (Monks et al. 2015; Fowler et al. 2008).

worsen at their highest resolution at 0.25�⇥ 0.3125�. They suggested that is because

finer modes of variability are more di�cult to capture in the models with high resolution.

Schaap et al. (2015) with their investigation with a number of European CTMs at

resolutions ranging from 56 to 7 km also noticed that the model improvement with

increasing resolution is less significant in rural areas and for secondary species.

Studies also report similar findings for modelling ozone concentrations in a single

city. Based on their studies in Mexico city, Tie et al. (2010) suggested the threshold

resolution of a model, that is the minimum resolution adopted before the modelled

concentrations are very di↵erent from the observed values, is around one-sixth of the

size of the city. Beyond that resolution, the improvement of model performance with

increasing resolution is not so significant. Valari and Menut (2008) conducted a set

of simulations with fixed model resolution at 6 km but with 10 varied resolutions of

emission data (from 6 km- to 48 km-resolutions) in Paris, and showed that the optimal

resolution is at 12 km, instead of at their highest resolution of 6 km. They suggested

that is due to the equilibrium between the model resolution and the input errors, which

can be errors from a range of sources such as emission inventories or model algorithms.

All these studies suggest that merely increasing the model resolution may not be an

e↵ective measure for improving model performance.

One of the possible input errors may come from the subgrid e↵ects that CTMs fail

to resolve within a grid mesh. For example, even at a resolution of 1 km, a CTM cannot

resolve the turbulent motions inside its grid mesh (for comparison, the length scale of

turbulence is ⇠ O(10) m). Since Donaldson and Hilst (1972), it is known that turbulence

process plays a role in the transformation of chemical species in the flow. To assess the

e↵ect of turbulence on chemical reactions in the atmosphere, other studies have investi-

gated the specific conditions and scaling parameters of which chemistry is significantly

a↵ected by turbulence under various boundary layer flows (e. g. Brost et al. (1988), Gao

and Wesely (1994), Verver et al. (1997), Galmarini et al. (1997)). The results from these

studies concluded that when the timescale of the chemical reaction involved is of similar
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order as the timescale of turbulent mixing (i. e. Da ⇠ 1), atmospheric turbulence con-

trols chemical reaction. The method these author used is mainly to include the chemical

terms in the discretised turbulence governing equations to see how the equations with the

chemical terms deviate from those with inert tracers. However, with this method, one

need a parametrisation for vertical turbulent mixing. Therefore, the research advanced

by conducting similar investigation by means of large eddy simulations.

Large-eddy simulation (LES) is a three-dimensional numerical simulation of turbu-

lent flow, in which large eddies are resolved, while the e↵ect of the smaller eddies are

parametrised (AMS glossary). With higher resolving power, LES allows further investi-

gation on the governing parameters and the main characteristics of turbulent reacting

flows (de Arellano et al. 2004). Schumann (1989) conducted the first LES of a CBL with

reactive species. In his simulation, the segregation of the species is due to the coherent

structure of the CBL, with one species A emitted from the surface and another species

B entrained from the free troposphere. He showed that the chemical reaction between

species A and B is slowed down due to insu�cient turbulent mixing. The investigation

is then continued by a number of studies with similar configurations but with extension

to a variety of initial and boundary conditions, such as with a more complex chemical

scheme (e. g. Krol et al. (2000) with the RH-O3 cycle, and Li et al. (2016) with biogenic

VOC chemistry), with di↵erent weather conditions (e. g. Vilà-Guerau de Arellano et al.

(2005) with shallow cumulus), and with heterogeneous fluxes of surface emission (e. g.

Krol et al. (2000) with a Gaussian-function emission and Ouwersloot et al. (2011) with

varied isoprene flux) and of surface heat (e. g. Ouwersloot et al. (2011)). However,

it was found that with strong emission fluxes (⇠ O(0.1) ppb m s�1), subgrid turbu-

lent parametrisation in the LES simulations may induce signicant error, especially near

the surface where the species is emitted (Vinuesa and de Arellano 2005; Vinuesa and

Porté-Agel 2008).

To apply the findings from these LES studies to large-scale models, there are also dif-

ferent attempts to parametrise the e↵ect of turbulence on chemical reactions. A common

approach is to calculate the vertical fluxes and covariances of the chemical concentrations

using first-order (e. g. Petersen and Holtslag (1999), Geyer and Stutz (2004) and Vinuesa

and de Arellano (2005)) and second-order (e. g. Verver et al. (1997) and Lenschow et al.

(2016a)) closure methods. These parametrisation schemes were tested in one-dimension

and box models, and showed results with good agreement with the LES results. Meth-

ods have also been suggested on how to apply these schemes to large-scale models by

calculating the segregation coe�cient IS from other quantities of the corresponding tur-

bulent reacting flows such as updraft and downdraft concentrations, and entrainment

and emission fluxes (Petersen and Holtslag 1999; Vinuesa and de Arellano 2005), but

none of the studies have applied any of these schemes to an operational CTM so far.
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1.5 Thesis motivation and objectives

Despite a number of studies have discussed how model resolution a↵ects chemical

calculations or model performance of a CTM and how turbulent motions a↵ect chem-

ical reactions in a boundary layer, no study has explicitly examined how the inability

to resolve turbulent motions impacts the calculation of chemical reactions in a CTM.

Aiming to close this gap at the same time to explore a suitable parametrisation of this

subgrid chemical-turbulence interaction for a CTM, this thesis systematically quantifies

the e↵ect of turbulent transport on chemical reactions in the boundary layer using a

combination of turbulence-resolving and regional scales approaches. The question is put

into the context of conditions in urban environments. To achieve the objective of the

thesis, the following research questions are raised:

• How does the calculation of ozone chemistry change with grid and emission reso-

lution in a regional chemical-transport model over an urban environment?

• How do turbulent motions a↵ect the rate of chemical reactions of two initially-

segregated species in the boundary layer under conditions of urban environments?

• How significant is this e↵ect of ine�cient turbulent mixing on chemical reactions

in models with grid resolution commensurable with regional CTMs?

• How significant is this e↵ect when applied to an operational regional chemical-

transport model?

This thesis is constructed of 3 main chapters: In Chapter 2, a study on the sensi-

tivity of ozone chemistry to model resolution is conducted with a WRF-Chem model

around the region of Hong Kong. The highly urbanised city of Hong Kong is chosen as

a subject of our study because the emissions are relatively strong and highly localised,

the flow is particularly complex with multi-scale turbulence, and surface measurements

of key chemical species are available. Several simulations are conducted with gradually

increased spatial resolution, and statistical quantities related to ozone chemistry are

derived in a given domain. Instead of focusing on comparing model results with ob-

servational data to assess the improvement on model performance as in the past work,

this work puts its focus on comparing model results at di↵erent resolutions in order to

examine the e↵ect of increasing resolution on the related physical and chemical processes

and its reasons behind.

In Chapter 3, direct numerical simulations12 (DNS), which explicitly resolve turbu-

lent motions in a convective boundary layer, are conducted with two reacting and initially

12The DNS model adopted here has an equivalent resolving power as in a LES model with a suitable
Reynolds number adopted. One should refer to Section 3.2.1 for more details on the comparison between
the DNS and LES model.
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segregated species to explicitly quantify the e↵ect of turbulent motions on chemical reac-

tions in an urban environment. Previous studies on the e↵ect of turbulence on chemical

reactions focus either on agricultural/rural conditions, or on urban environments with

complex chemistry schemes involving multiple chemical reactions. None of these cases

can provide a generalised picture on the question in urban conditions. Therefore, this

study addresses the issue with a second-order chemical reaction in the urban PBL under

conditions of strong emission fluxes and heterogeneous surface emissions, and with the

chemistry between NO and ozone entrained from the free troposphere. The results are

then degraded to lower resolution to mimic the calculation in a regional model. Based

on the DNS simulations, the e↵ective reaction rate with the influence of turbulence is

expressed as a function of the physical and chemical variables of the simulations, in a

way that can be applied to our model in Chapter 4.

In Chapter 4, the parametrisation formulation deduced from Chapter 3 is applied to

the calculation of chemical reaction in the regional model in Chapter 2 to account for

the influence of turbulence on the reaction rate of initially segregated species. This will

be the first attempt to apply a parametrisation scheme of such e↵ect to a 3D operational

Eulerian CTM. It also serves as a bridge between the knowledge of the topic in turbulent-

resolving scale and larger-scale models. Statistical quantities related to ozone production

are compared between the original and modified models to assess the importance of the

subgrid influence of turbulent mixing on chemical reactions in a regional scale.

The overall conclusion and an outlook are given in Chapter 5.



Chapter 2

Sensitivity of ozone chemistry to

grid and emission resolution in a

regional chemical transport model

2.1 Introduction

2.1.1 Chapter objective and outline

Air pollution is a multi-scale problem that spans from local to intercontinental scale.

To monitor and understand the nature of air pollution, chemical transport models are

employed at a range of resolutions according to the extent of the interested areas. Chem-

ical transport models (CTMs) are particularly sensitive to grid resolution when simulat-

ing pollutant concentrations. Spatial resolution of a model can a↵ect model calculations

in aspects of the meteorological e↵ect, emissions and chemical processes. These factors

change the pollutant distributions in the model, and hence alter the calculation of their

chemistry. Due to its non-linear nature, ozone chemistry is prone to be sensitive to

model resolution. The ozone production e�ciency, i. e. the ozone production rate per

unit NOX, is higher in low-NOX concentrations (Liu et al. (1987), also known as the

NOX-limited regime). Low-resolution models tend to dilute the precursor concentra-

tions due to their coarse grid size, leading to overestimation in ozone production. Ozone

titration by NO may also be suppressed due to the diluted NOX concentrations, again

resulting in enhanced ozone values, especially during nighttime. Moreover, other ozone

precursors, such as VOCs, are emitted in sources at di↵erent specific locations. For ex-

ample, isoprene is mainly found in forested areas, while NOX are emitted in urban areas

with highly localised sources. However, in a low-resolution model, all these sources may

be included within one coarse grid. In contrast, a high-resolution model recovers the

sharp gradient and the segregation of tracer concentrations in the simulated areas, in

particular in urban areas, and hence is expected to produce more accurate ozone values.

23
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In this chapter, the sensitivity of the calculation of ozone chemistry to grid resolution

in the regional CTM Weather Research and Forecasting model coupled with Chemistry

(WRF-Chem) is assessed. Unlike the previous studies (e. g. Jang et al. (1995); Cohan

et al. (2006); Queen and Zhang (2008); Valari and Menut (2008); Arunachalam et al.

(2006); Schaap et al. (2015); Yu et al. (2016); Tie et al. (2010); Pfister et al. (2014); Tan

et al. (2015), also read Section 1.4), this chapter focuses on comparing analysis of the

results between di↵erent resolutions in order to examine how the calculation of processes

related to ozone chemistry changes with model resolution, instead of on comparing

with observational data to assess the improvement on model performance. The region

around Hong Kong and the ambient Pearl River Delta is selected as a study target

due to its complex topography and intense emission, at conditions which increasing

model resolution was shown to cause a significant di↵erence in modelled concentrations

(e. g. Tan et al. (2015)).

The structure of the chapter is as the following. The background information about

the simulated domain is first introduced in Section 2.1. The model configuration, in-

put datasets and set-up are then described in Section 2.2. The results from the runs

at di↵erent resolutions are then presented and compared in Section 2.3 regarding the

distributions and statistics of the variables, their total sum, ozone production and loss

rate, and the segregation and correlation between ozone and its precursors. The e↵ect

on vertical mixing of the species is evaluated from their vertical profiles. The modelled

results are then compared with observational data in Section 2.4. The e↵ect of the

resolution of the emission inventory is also evaluated as an additional consideration in

Section 2.5. Finally, conclusions and discussions are provided in Section 2.6.

2.1.2 Background information about the simulation domain

The study in this chapter focuses on the area around Hong Kong and the ambient

Pearl River Delta region. Hong Kong is located in Southern China at the mouth of Pearl

River Delta, bordering the city of Shenzhen in mainland China. There are three major

geographical regions in the city of Hong Kong - Hong Kong Island, Kowloon and New

Territories (including the outlying islands)(refer to Figure 2.1). The geography of Hong

Kong is highly varied, with 60% of the total area being natural terrains, and 260 islands

in the territory. The major mountain ranges are Tai Mo Shan in the centre of the New

Territories (at elevation of 957 m), Lantau Peak on the Lantau Island (at elevation of

934 m), Ma On Shan (702 m) and Pat Sin Leng (Wong Leng at 639 m) in East New

Territories. The flatlands are mainly located in the northern New Territories, Kowloon

and the circumference of Hong Kong Island. The abundance of islands also provides

Hong Kong with a number of harbour channels, such as the Victoria Harbour between

Hong Kong Island and Kowloon, and the West Lamma Channel between Cheung Chau

and Lamma Island. The complex geographic topography of Hong Kong complicates the
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wind flows in the region.

With a total population of 7.45 millions1, Hong Kong is an intensely-urbanised city.

It is the city with the most skyscrapers (buildings taller than 150 m) in the world,

and around 8,500 high-rising buildings (100 m or higher), among which include many

for residential purpose. More than half the population are living on the 15th floors or

higher, making Hong Kong the highest urban agglomeration in the world2. The intense

urbanisation further complicates the topography of Hong Kong. Due to its abundance

of mountains and islands, only less than 25% of the areas in Hong Kong are of urban

use (the areas in brown and orange on Figure 2.2), which are concentrated in the north

of Hong Kong Island, Kowloon, and the new towns3 located mainly in the eastern and

the northwestern New Territories. Nowadays most of the urban lands in Hong Kong

are used as commercial and residential purposes, as most of the factories moved to the

mainland China before the 1990s. 40% of the other areas, which are mainly located

around the terrains, are reserved as country parks (the areas in green on Figure 2.2).

Hong Kong su↵ers from serious air pollution. For example, only 4 out of the 16 air

quality monitoring stations recorded an annual average NO2 level within the compliance

of the World Health Organisation Air Quality Guidelines in 20184. The problem of

air pollution in Hong Kong are mainly from two issues, local street-level pollution and

regional smog (HKEPD Air Science Group 2016). Local street-level pollution is con-

tributed from the pollutants from road transport, while the regional smog problem is a

combination e↵ect of emissions from road transport, shipping, industry and power plants

in both Hong Kong and the ambient Pearl River Delta region. The main emission point

sources in the city are the power plants in the Castle Peak and on the Lamma Island,

and the port in Kwai Chung (Figure 2.3). A huge amount of pollutants are transported

from the ambient Pearl River Delta region. The transport is most intense during the

wintertime due to the prevailing northeasterly winds in the South Asia monsoon system.

Some major ambient point sources ambient to Hong Kong are the She Kou ports and

the Mawan power plant (Figure 2.3).

1According to the mid-2018 statistics released by the Census and Statistics Department, HKSAR
government

2From the Global Tall Building Database of the Council on Tall Buildings and Urban Habitat
(http://www.skyscrapercenter.com/)

3A planned urban centre created in an undeveloped or rural area to accommodate the booming
population in Hong Kong after the Second World War. Similar to the ”satellite town” in the United
Kingdom.

4The compliance of the annual average NO2 concentration in the World Health Organisation Air
Quality Guidelines is 40 µg/m3 (Organization et al. 2005).
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Figure 2.1: Elevation map of Hong Kong, showing the three major territories in Hong Kong
(Hong Kong Island, Kowloon, and New Territories, labelled in brown) and some part of Shen-
zhen (in white). It also shows the geological topography such as the major terrains and
mountain peaks (marked in triangle), and the water channels concerned in later discussion.

Figure 2.2: Landuse map of Hong Kong. The black/brown areas refer to the developed land,
among which most of them are of urban landuse. The green areas are vegetated, mainly located
around the terrains and reserved as country parks.
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Figure 2.3: Map showing the point sources in and around Hong Kong. The main point sources
inside the territory of Hong Kong are the power plants in Castle Peak and on Lamma Island,
and the port in Kwai Chung. Ma Wan port and power station and the She Kou port in
Shenzhen also pose serious influences on the air quality in Hong Kong.

Figure 2.4: Locations of the 16 observation stations of the Air Quality Monitoring Network
operated by the HKEPD. The stations are classified into 4 categories - Roadside (marked in
red solid), Urban (red circle), New Town (blue solid) and Rural (green solid).
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2.1.3 Observation stations in Hong Kong

The air quality in Hong Kong is monitored by the Environmental Protection Depart-

ment of the Hong Kong SAR Government (HKEPD). There are in total 16 observation

stations in the Air Quality Monitoring Network operated by the HKEPD around the

city of Hong Kong. The locations of the stations are shown on the map in Figure 2.4.

Each of these stations contains equipments to measure the concentrations of carbon

monoxide, nitrogen oxides, sulphur dioxide, ozone, PM 10 and PM 2.5. The hourly

data are available online from the year 1990 to present on the HKEPD online archive

(https://cd.epic.epd.gov.hk/EPICDI/air/station/), from which the observational

data are collected for model validation.

Name Code Latitude Longitude Height (m) Type
Central CL 22.2818 114.1581 4.5 Roadside
Causeway Bay CB 22.2802 114.1851 3 Roadside
Mong Kok MK 22.3227 114.1683 3 Roadside
CentralWestern CW 22.2849 114.1444 16 Urban
Eastern EN 22.2829 114.2194 15 Urban
Kwai Chung KC 22.3571 114.1296 13 Urban
Kwun Tong KT 22.3134 114.2248 25 Urban
Sham Shui Po SSP 22.3303 114.1591 17 Urban
Tseung Kwan O TKO 22.3177 114.2696 16 Urban
Tsuen Wan TW 22.3718 114.1145 17 Urban
Shatin ST 22.3763 114.1845 25 New Town
Tai Po TP 22.4510 114.1646 28 New Town
Tuen Mun TMC 22.3912 113.9767 27 New Town
Tung Chung TC 22.2889 113.9437 27.5 New Town
Yuen Long YL 22.4452 114.0227 25 New Town
Tap Mun TM 22.4714 114.3607 11 Rural

Table 2.1: List of observational stations in the HKEPD Air Quality Monitoring Network,
showing the name, the abbreviated code, the location in latitude and longitude and the
corresponding category of the individual stations.

The 16 stations are classified into 4 categories, Roadside, Urban, New Town and

Rural, based on their surrounding environments. Table 2.1 lists the location, height

and classification of the stations. The 3 Roadside stations (Mong Kok, Causeway Bay,

and Central) are located right next to a road in the busiest urban areas in Hong Kong

(3-5 m above the ground), with mixed residential and commercial landuse with heavy

transport and tall buildings in the surrounding (refer to Figure 2.5). Other stations are

located on buildings (10-30 m above ground). The Urban stations are located in the

densely populated areas mixed with commercial and industrial landuse in Kowloon and

the north of the Hong Kong Island. The New Town stations are located in the new

towns in the New Territories with mainly residential purposes. The Rural station is

located in the rural area of Tap Mun. It is far away from the local sources and is often

treated as a background station. Figure 2.6 shows the surroundings of a station from

each of these station categories.



Chapter 2 29

Figure 2.5: The Roadside observation station in Central (left panel) and its surrounding (right
panel). The measurement equipments of the Roadside stations are located on the side of a
road. Photos from the website of HKEPD.

Figure 2.6: The general observation stations in Sham Shui Po (Urban, left panel), Shatin
(New Town, middle panel), and Tap Mun (Rural, right panel). The degree of urbanisation
diminishes from the left to the right. Photos from the website of HKEPD.

2.2 Methods

2.2.1 Model configuration

The simulations conducted in this chapter adopt similar model configurations as in

Bouarar et al. (2017). The Weather Research and Forecasting model (Skamarock et al.

2008) version 3.6.1 coupled with chemistry and aerosols (Grell et al. (2005); Fast et al.

(2006); hereafter the WRF-Chem model) is employed to simulate the meteorology and

chemistry in Hong Kong and the ambient Pearl River Delta region. Four model domains

centred around Hong Kong are constructed in our WRF-Chem simulations (refer to

Figure 2.8). Domain d01, the largest domain at grid resolution of 27 km⇥ 27 km, extends

from South-East China to the north of Vietnam and the Philippines to cover most of

the the polluted areas in Southern China. Domain d02 encompasses the Guangdong and

Guangxi Provinces, the two south-most provinces in mainland China, at grid resolution

of 9 km ⇥ 9 km. Domain d03 covers the Pearl River Delta, including also the megacity

Guangzhou, at grid resolution of 3 km ⇥ 3 km. Domain d04, the smallest domain,
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includes the whole city of Hong Kong and part of southern Shenzhen, at grid resolution

of 1 km ⇥ 1 km. The four domains are nested one-way by the program NDOWN, such

that the initial and boundary conditions of the 3 smaller domains (Domain d02, d03 and

d04) are generated consecutively from the runs of the larger mother domain. The model

consists of 51 vertical levels from the surface to 10 hPa (around 30 km). The altitude of

the first model layer is at approximately 30 m above the ground, with a vertical spacing

of about 40-50 m at the first 1 km, of 200-450 m for altitudes of 1-3 km and of 500-700

m for altitudes between 4 and 14 km. There are usually 9-10 levels within the first 1 km

in the model, around the height of the top of the boundary layer when the boundary

layer is fully grown.

Figure 2.7: Simulation domains of the WRF-Chem simulations. Domain d01, d02, d03 and
d04 are at resolutions of 27, 9, 3 and 1 km respectively. They are nested one-way. The
innermost domain d04 is the main simulation domain in interest.

The options in the WRF runs are briefly described here. One can also refer to

Bouarar et al. (2017) for more details. For the physics options, the resolved scale cloud

physics is represented by the Thompson microphysics scheme (Thompson et al. 2004,

2008) . The sub-grid scale e↵ects of convective and shallow clouds are parametrised as

in Grell and Freitas (2013). The Goddard scheme (Chou et al. 1998) and the Rapid
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Radiative Transfer Model (RRTM) (Mlawer et al. 1997) are employed to represent the

short- and long-wave radiative transfer in the atmosphere respectively. The NOAH land-

surface model (Chen and Dudhia 2001) and the revised MM5 Monin-Obukhov surface

layer scheme are used to calculate the surface processes. The Yonsei University (YSU)

boundary layer scheme (Hong et al. 2006) is applied to parametrise the vertical sub-grid

scale fluxes due to eddy transport in the lower troposphere. It is a first-order nonlocal

scheme consisting of a countergradient term and an explicit entrainment term in the

turbulence flux equation.

Among the options in the chemistry module, the gas-phase chemistry in the simula-

tion is calculated by the Model for Ozone and Related Chemical Tracers (MOZART-4)

chemical scheme (Emmons et al. 2010). The aerosol processes are simulated by coupling

MOZART with the Goddard Chemistry Aerosol Radiation and Transport (GOCART)

aerosol module, which is a bulk aerosol model providing total mass information on sul-

phate, organic and black carbon, PM2.5 and PM10, and includes a sectional scheme

for dust (5 bins) and sea salt (4 bins)(Chin et al. 2002; Ginoux et al. 2001). Subgrid

convective parametrisation is applied on the chemical species to avoid underestimation

of transport out of the boundary layer. A WRF-Chem model with similar configuration,

with the exception of replacing the GOCART aerosol scheme by the MOSAIC scheme

(Zaveri et al. 2008), has been successfully operated since 2016 to forecast air quality in

China in the Marco Polo-Panda project5.

2.2.2 Model input datasets

For the meteorology, the dataset of the corresponding time from the National Center

for Environmental Prediction Global Forecast System (NCEP GFS) 0.25 Degree Global

Forecast Grids Historical Archive is taken as the initial and lateral boundary conditions,

which is at a horizontal resolution of 0.25� ⇥ 0.25�, with temporal resolution of 6 hours6

(NCEP GFS 2015). The data are interpolated to the model grid using the standard

WRF preprocessing system (WPS).

For the chemical and aerosol species, the initial and lateral boundary conditions

are provided by the global operational forecasting system implemented within the EU

MACC project7 (Flemming et al. 2009, 2015). The MACC products are based on the

MOZART model and are constrained by assimilation of CO, O3 and NO2 observations

from several satellite instruments in the ECMWF 4D-Var assimilation system (Inness

et al. 2015). Since the MOZART model consists of detailed formulations of VOC spe-

ciation and aerosol concentrations, the missing species in the MACC datasets required

by MOZART, such as some VOC species, are provided by the MOZART-4 global model

5Online forecasts available on http://www.marcopolo-panda.eu

6One can download the datasets from https://rda.ucar.edu/datasets/ds084.1/

7Now is called CAMS (https://atmosphere.copernicus.eu)
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forecasts from the National Center for Atmospheric Research (NCAR)8 (Emmons et al.

2010). The emissions of trace species from biomass burning are taken from the Fire

Inventory from NCAR version 1.5 (FINN v1.5) (Wiedinmyer et al. 2014), and are then

distributed vertically in the model following the online plume-rise module (Freitas et al.

2011). Biogenic emissions of trace species from terrestrial ecosystems are obtained online

from the Model of Emissions of Gases and Aerosols from Nature (MEGAN) version 2.04

(Guenther et al. 2006). Dust and seas salt are calculated using the GOCART emission

scheme (Ginoux et al. 2001).

For anthropogenic emission, the MarcoPolo emission inventory is adopted in this

study. The MarcoPolo emission inventory provides monthly emissions in East and Cen-

tral China for the year 2014 (Hooyberghs et al. 2016). It contains several pollutant

species including NOX, PM2.5, PM10, BC, SO2, VOCs, NH3 and CO, categorised in

six di↵erent sectors, namely industry, residential, energy, transport, agriculture and in-

ternational shipping. The dataset includes a standard resolution inventory and a high

resolution inventory. The standard resolution inventory, at a resolution of 0.25� ⇥ 0.25�,

covers most part of China containing most major Chinese cities, the Korean peninsula,

and part of Mongolia. It is mainly based on top-down emission estimates from satellite

data (Stavrakou et al. 2016). The source sector information is based on the 2010 MIX-

(Li et al. 2017) and the 2012 MEIC-inventory. The high resolution inventory, at a resolu-

tion of 0.01� ⇥ 0.01�, is available for three selected regions in China, the Beijing-Tianjin

area, the Yangtze River Delta and the Pearl River Delta (green boxes in Figure 2.8 left

panel). It is compiled by downscaling the standard resolution inventory . The down-

scaling techniques include using open source proxy data containing road maps (Open

Street Maps), locations of power plants (Enipedia), population density (WorldPop) and

landuse/land cover data (GlobCover). In this study the MarcoPolo high resolution in-

ventory for the Pearl River Delta is used within the available domain, which is shown

in Figure 2.8.

8can be obtained online from http://www.acom.ucar.edu/wrf-chem/mozart.shtml
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Figure 2.8: Domain of the high-resolution Marco Polo emission inventory in the Pearl River
Delta region at a resolution of 0.01� ⇥ 0.01� (equivalent to a resolution of 1 km). The red box
shows the innermost simulation domain d04.

The MarcoPolo datasets do not provide a VOC speciation scheme suitable for the

MOZART scheme. The VOC emissions in MarcoPolo dataset are speciated according

to the VOC speciation in the HTAPv2 emission inventory, which is adopted in Bouarar

et al. (2017). The HTAPv2 emission inventory consists of gridmaps at the resolution

of 0.1� ⇥ 0.1� containing several species including a list of non-methane VOCs for the

years 2008 and 2010 (Janssens-Maenhout et al. 2015). The dataset is available on the

ECCAD data portal9. Table A.1 lists the percentage of each VOC species in each sector

over the total amount of VOC emissions in the HTAPv2 dataset in Domain d04. The

VOC speciation of the MarcoPolo dataset is calculated according to the corresponding

portion of each species in each sector. The HTAPv2 is also adopted for the regions

outside the available domain of the high-resolution MarcoPolo emission inventory.

2.2.3 Model simulations

The WRF-Chem simulations are run in the two 11-day periods of 21st -31th July

2016 (Summer) and 19th -29th January 2017 (Winter). The simulations are conducted

in both Summer and Winter time period to investigate the di↵erence in the characteristic

of pollution episodes in Hong Kong in the two seasons mainly due to the change in the

prevailing wind direction. In Winter, the pressure di↵erence between the cold mainland

China and the warm South China sea gives rise to the northeast monsoon, bringing the

pollutants from the mainland China to Hong Kong. On the other hand, in Summer,

9Dataset downloaded from http://eccad.aeris-data.fr
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the sea breeze from the South China Sea brings relatively clean air to the territory.

Therefore, air pollution is usually more severe during winter in Hong Kong.

The two specific 11-day periods are chosen such that there is no rainfall among most of

the days simulated, according to the weather record from the Hong Kong Observatory10.

There are long sunshine hours during those days, which favours ozone photochemistry.

This also satisfies the clear-sky condition, which fits the conditions in the simulations in

Chapter 3.

2.3 Results

2.3.1 Showcase on 27th January 2017

To illustrate the general e↵ect of increasing resolution on model results related to the

transport and chemistry of pollutants, the meteorological, emission and chemical model

outputs from the simulations at the 4 di↵erent horizontal resolutions (27, 9, 3 and 1

km) on the day of 27th January 2017 (winter time) at 11 am (the morning case) and at

11 pm (the night case) are presented in colour maps in this section. Data at the first

vertical level within in the innermost simulation domain, Domain d04 (Figure 2.8) are

displayed in this section.

Figure 2.9 shows the maps of the contours of temperature at 2 m (in �C) and the

vectors of horizontal winds (in m s�1) at the first vertical layer at 11 am. For the

temperature, at the lower resolutions (27 and 9 km), the model shows a general pattern

that the inland areas (in the north) are warmer than the coastal areas (in the south).

However, they show no local temperature variations, as it fails to resolve the local

topographies. On the other hand, at the higher resolutions, especially at 1 km, the

model can show substantial drops in temperature around the major mountain ranges

such as the Pat Sin Leng, Tai Mo Shan and the Lantau Peak mountain ranges, and

higher temperatures on the flatlands. For the winds, at a resolution higher than 27 km,

the model shows a general trend of the northeasterly winds, which matches with the

HKO record. But only beyond the resolution of 3 km can the model show the impact of

mountain ranges (particularly around Tai Mo Shan and Lantau Peak) and the harbour

channels (across the Victoria Harbour and the West Lamma Channel).

10Past weather records available from https://www.hko.gov.hk/wxinfo/pastwx/past.htm
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Figure 2.9: Temperature colour maps with surface wind vectors at resolution of 27 km (top-
left) 9 km (top right), 3 km (bottom-left) and 1 km (bottom-right) in Domain d04 on 27-01-2017
at 11 AM. The coloured contour refers to the temperature at 2 m. The vectors refer to the
horizontal winds at the surface. The scale of the wind vector is shown at the top-right corner
of the bottom-right panel.

Figure 2.10 shows the same maps at 11 pm on 27th January 2017. One can see

that except at the resolution of 27 km, the model shows a lower temperature over

the landmass, but only at the resolutions of 3 and 1 km can the model show the lower

temperatures around the mountain ranges. Again, at the resolutions of 9, 3 and 1 km, the

model can show the trend of the easterly winds in the east and the southeasterly winds

in the north of the domain, but only at the resolution of 1 km can the model show clear

enough the e↵ect of mountain ranges and harbour channels on the winds. Therefore, it

is advised to adopt a resolution of at least 3 km, and even higher resolution at nighttime,

to account for the e↵ect of local geographical topography on the meteorology in Hong
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Kong.

Figure 2.10: Temperature colour maps with surface wind vectors at resolution of 27 km
(top-left) 9 km (top right), 3 km (bottom-left) and 1 km (bottom-right) in Domain d04 on
27-01-2017 at 11 PM. Similar description as in Figure 2.9.

Second, the emission fluxes of CO and NOX (in unit of mol km�2 hr�1) at di↵erent

grid resolutions are inspected. Since the emissions do not vary diurnally in the model,

only the colour maps of the emissions at 11 am on 27th January 2017 are shown here.

Figure 2.11 shows the spatial distribution of the CO emission flux. The main sources

of CO in the region are vehicle exhausts and fuel combustion (HKEPD Air Science

Group 2016). At the resolutions of 27 km and 9 km, the model can only show the

higher emissions at the north because the model fails to resolve the exact location of the

landmass (source areas) and the sea (relatively clean areas). As the resolution increases,

the model can show a higher emission around the urban regions in the domain. At the
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resolution of 1 km, it can even show clearly the emission hotspots at the power plants,

around the highway network in Shenzhen, and the highly-populated regions in Hong

Kong (e. g. Kowloon and north of Hong Kong Island, and new towns such as Shatin

and Tai Po in the East, and Tuen Mun and Yuen Long in the West of New Territories).

Figure 2.11: Spatial distribution of CO emission fluxes in mol km�2 hr�1 at resolution of 27
km (top-left), 9 km (top-right), 3 km (bottom-left) and 1 km (bottom-right) in Domain d04.
The data at 11 am on 27th January 2017 are shown here.

Figure 2.12 shows the same colour maps for NOX emission. The emissions of NO and

NO2 are calculated from the total emission of NOX at a fixed ratio of 9:1. Therefore,

the distribution of NOX emissions su�ciently represents those of NO and NO2. The

main sources of NOX emission in the region are power plants and vehicles and marine

vessels (HKEPD Air Science Group 2016). The change in spatial distribution of the

NOX emission fluxes with increasing resolution is very similar to that of CO, except
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that the highway network in Shenzhen contributes less to NOX than to CO emissions.

So most of the NOX emission hotspots are from the power plants and Shekou ports. The

inventory also does not show the emissions from ships and vessels.

Figure 2.12: Spatial distribution of NOX emission fluxes in mol km�2 hr�1 at resolution of
27 km (top-left), 9 km (top-right), 3 km (bottom-left) and 1 km (bottom-right) in Domain
d04. The data at 11 am on 27th January 2017 are shown here. Note that the contours of NOX
emission flux are in logarithmic scale.

With the insights of how resolution a↵ects the meteorology and emissions, the e↵ect

of increasing grid resolution on the modelled chemical concentrations is now investi-

gated. Here the discussion focuses on the pollutants CO, NO, NO2 and O3. CO is a

pollutant with long chemical lifetime (in weeks). Its distribution therefore mainly de-

pends on transport. On the other hand, NO, NO2 and O3 are chemically active and

inter-dependent by the titration of O3 by NOX with the chemical cycle of Reaction 1.14
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and 1.15 (refer to Section 1.2 for more detailed information).

Figure 2.13 - 2.16 show the contours of the surface mixing ratios of CO, NO, NO2 and

O3 respectively in the domain d04 at 11 am on 27 January 2017. For CO (Figure 2.13),

at all resolutions, the model shows a peak of CO mixing ratio near the She Kou ports.

Only at resolution of 1 km can the model resolve the peak near the Castle Peak power

plants. In the meanwhile, it is relatively clean in other areas. Ignoring the intensity of

the peak(s), the model shows similar pattern across the 4 resolutions in general, that

the north-west part of the domain is more polluted with CO.

Figure 2.13: Colour maps of CO surface mixing ratio at resolution of 27 km (top-left), 9 km
(top-right), 3 km (bottom-left) and 1 km (bottom-right) in Domain d04 at 11 am on 27th

January 2017.
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Figure 2.14: Colour maps of NO surface mixing ratio at resolution of 27 km (top-left), 9
km (top-right), 3 km (bottom-left) and 1 km (bottom-right) in Domain d04 at 11 am on 27th

January 2017. Note that the contours of the NO mixing ratio are in logarithmic scale.

Similar situation also applies for NO (Figure 2.14). For all resolutions, the west half

of the simulation domain is more polluted with NO due to the presence of the point

sources in the west. The high-concentration areas of NO is more extended than that of

CO because the Lamma power plant contributes more NO than CO emissions. Only at

resolution up to 3 km can the model resolve the individual high-NO maxima at She Kou

and Castle Peak (as the two locations are only 6 km away) and relatively high values

in the areas west of Kowloon and along the West Lamma Channel (due to the Kwai

Chung port). At the resolution of 3 km, the model starts to show drops in concentration

from the ambient values only around Tai Mo Shan and downwind of the Lautau Peaks

(the mountains block the advection of NO from the urban areas) . But at resolution

of 1 km, the model shows drops also around other terrains. This is because at low
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resolution, the height of a mountain is averaged out and the elevation of the terrains are

underestimated. Therefore, the NO concentrations on the mountains are closer to the

high values on ground level. Also, only at the resolution of 1 km can the model show

higher values in the north of Hong Kong island and around the new towns (especially

in Shatin and Tai Po), where tra�c is heavy, and sharper high concentration areas in

the downwind tails of the power plants. With higher resolution, the model also gives

more extended high-concentration tails of NO downwind of the point sources due to less

dilution in finer-size grid cells.

Figure 2.15: Colour maps of NO2 surface mixing ratio at resolution of 27 km (top-left), 9
km (top-right), 3 km (bottom-left) and 1 km (bottom-right) in Domain d04 at 11 am on 27th

January 2017. Note that the contours of the NO2 mixing ratio are in logarithmic scale.

The NO2 mixing ratio (Figure 2.15) follows similar distribution and pattern but with

shallower concentration gradient than in the NO maps. Note that the high-NO2 areas are
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more extended than those for NO (compare the spatial coverage of the 5 ppbv contours

of Figure 2.14 and 2.15). This is because NO2 is mostly formed chemically (because the

emission of NO and NO2 is in a 9:1 ratio), and it takes time for the secondary NO2 to

form downwind of the point sources, prolonging the lifetime of NO2.

Figure 2.16: Colour maps of O3 surface mixing ratio at resolution of 27 km (top-left), 9 km
(top-right), 3 km (bottom-left) and 1 km (bottom-right) in Domain d04 at 11 am on 27th

January 2017.
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Due to the heavy NOX titration of O3 by NOX, the resultant O3 mixing ratio (Fig-

ure 2.16) follows an opposite pattern from those of NO and NO2. In general, the concen-

tration of O3 is higher in the east half of the domain than in the west at all resolutions,

as most of the local sources are located in the west and NOX is more abundant there to

titrate O3. At the resolution of 27 km, there is only one local minima of the O3 mixing

ratio in the whole domain, located near the She Kou port. At the resolution of 9 km,

the areas with low ozone values extend to the downwind regions of She Kou and Castle

Peak, and there is another minima around the Lamma power plant. At the resolution of

3 km, the lower-value region also extends to the downwind region of the Lamma power

plant, and a high-value region is visible downwind of the Lantau Peaks (due to the lower

NOX concentrations there). At the resolution of 1 km, the model shows sharper tails of

low ozone-value areas at the downwind of the power plants, and higher values around

the mountain ranges and downwind of the Lantau Peaks.

Figure A.1 - A.4 in Appendix A show the same maps as the previous ones but at 11

pm. For CO (Figure A.1), the peak of mixing ratio shifts from She Kou to the mainland

of Shenzhen, where the highway network is located at. Only up to the resolution of 1 km

can the model shows the peaks around the power plants at Castle Peak and the Kwai

Chung port. It also reveals some high values in the new town of Shatin, Tai Po, Tuen

Mun and Yuen Long. which are mainly contributed from transport. It is interesting to

see the level of CO is higher in general at 11 pm than at 11 am. For NO (Figure A.2),

unlike at 11 am, we can see a more extended area of high-value areas at the resolution

of 27 km than higher resolutions. As the resolution increases, one can see more clearly

the maxima around and at the downwind regions of the sources, around the highway

network in Shenzhen and the new towns in the New Territories. The maxima of the NO

mixing ratio at 11 pm is also in general higher than those at 11 pm. As the boundary

layer height shrinks at night, the pollutants are trapped within a lower altitude. The

continued emissions at night (from transport for example) further intensify the pollutant

concentrations in the high-value areas at night. The mixing ratio of NO2 (Figure A.3)

shows similar variations as NO. For O3 (Figure A.4), the areas with low values extend to

the whole northwest quarter of the domain, but the mixing ratios around the mountains

remain high, and some are even higher than the values at daytime.

In general, we can see that with higher resolution (in this case at the resolutions of

3 and 1 km), the model shows more significant influence of local topography (mainly

terrains) and the heterogeneity in emissions to the mixing ratio values, and sharper

and more extended tails of minima/maxima at the downwind areas of the emission

point sources and in urbanised areas. It is because at higher resolutions, the model

can resolve the local topography, and hence the wind motion around the mountains and

harbour channel, and the emissions from local point sources.
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2.3.2 General statistics

The showcase on 27th January 2017 gives a general description on how the grid

resolution of a model a↵ects the meteorology, emission and chemical calculations of the

model, and its e↵ect at daytime and nighttime. In this session, the model results at the 4

resolutions of 27, 9, 3 and 1 km are analysed statistically for a quantitative investigation.

Here, the data of the first 72 hours are discarded as the spin-up time of the model. The

remaining data are used as statistical analysis. It is also noted that only the data at the

first vertical level are considered. The statistical analysis are performed over the data

points covered by the domain D04 at the 4 respective resolutions (refer to Figure 2.17).

The sample size at higher resolution is therefore larger. For instance, the numbers of

grids in Domain d04 are 5⇥ 4, 9⇥ 9, 25⇥ 25 and 72⇥ 72 at the resolutions of 27, 9, 3

and 1 km respectively.

Figure 2.17: Grids of the WRF-Chem simulations cover the domain d04. The blue grids refer
to the grids at the resolution of 27 km, the red grids at 9 km, the green grids at 3 km and the
magenta grids at 1 km. The domain d04 refers to area covered by the magenta grids.

Figure 2.18 shows the statistics for horizontal winds varying with grid resolution.

The mean magnitude of the horizontal winds reduces with increasing resolution. For
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example, the mean wind magnitude drops by 13.8% when the resolution increases from

27 km to 1 km for the simulation in January 2017 (see Table A.2 in Appendix A). This

can be explained by the cumulative distribution function (CDF) of the wind magnitude

in January 2017 at the 4 resolutions (left panel). At higher resolution, the model tends

to return lower values of wind magnitude. For instance, 18% of the winds calculated is

weaker than 2 m s�1 (which is about the convective velocity in the convective boundary

layer) at the resolution of 1 km, but it drops to 13% at the resolution of 27 km. During

daytime11, the magnitude of the horizontal winds are 20% higher at the resolution of

27 km than at 1 km (see Table A.3). The range of the wind direction also increases

with resolution. The right panel shows the probability density function (PDF) of the

wind direction in degree at di↵erent resolutions during the nighttime of the simulation

days in July 201612. One can see that the simulated wind direction span from 0.6� to

359.9� at the resolution of 1 km, and gradually shrinking with decreasing resolution to

the range of 59.7� � 312.2� at resolution of 27 km (refer to Table A.6). This also hints

that the winds are more sensitive to grid resolution at nighttime, as the atmospheric

condition at nighttime is more stable than at daytime. The lower wind magnitudes and

large range in wind directions with increasing resolution indicates that the variability of

local transport are better reproduced in high-resolution models.

Figure 2.18: Left panel: Cumulative probability function of the wind magnitudes of the whole
simulation period in January 2017. Right panel:Probability density function of the nighttime
wind direction in July 2016.

The left panel of Figure 2.19 shows the variation of the mean planetary boundary

layer (PBL) height in both January 2017 and July 2016. The PBL height decreases with

increasing resolution in general. However, during Winter, the PBL height decreases

systematically from the resolution at 27 km to 1 km. In Winter, the temperature at the

altitude of 2 m also decreases with resolution both at daytime and nighttime (refer to

Table A.3 to A.4). The colour maps of the showcase indicate the lower mean temperature

11at the hours at 8 am, 11 am, 2 pm and 5 pm
12at the hours at 8 pm, 11 pm, 2 am and 5 am
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at higher resolutions is due to its ability to resolve local topography in the domain.

During daytime (refer to Figure 2.9), the model at higher resolution is more capable

to resolve the mountain ranges at high altitude, where the surface temperature is lower

than on the flatlands. During nighttime (Figure 2.10), the model can capture better the

exact location of the landmass, which are cooler than the sea, at higher resolution. Both

factors decrease the mean temperature over the whole domain. This is also noticeable

from the longer tail at low temperatures in the PDF of the temperature at 2 m (right

panel of Figure 2.19), implying that the model is more capable of capturing extreme

temperature values due to variation in local topography at higher resolution.

Figure 2.19: Left: Mean PBL height with di↵erent resolution in January 2017 (blue) and July
2016 (red). Right: Probability density function of the mean surface temperature in January
2017.

Emission fluxes

Figure 2.20 shows the statistics of the emission fluxes of CO and NOX (NO + NO2)

at di↵erent resolution. The results in January 2017 and July 2016 are plotted in blue

and red respectively. In general, the mean emission fluxes (top panels) of both CO and

NOX increase with resolution (the top-left panels). The deviation is most significant

between the resolution of 27 km and the other resolutions. The mean emission fluxes at

the resolution of 1 km almost double the means at 27 km for both species. This shows

that even the mean emission fluxes within the same simulation can be diluted by using

a lower-resolution model, as some part of the grids at lower resolution at the edge of the

domain d04 actually lie outside of the domain (Figure 2.17). Most of these areas are

located over the ocean where the emission is very low.
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Figure 2.20: Plots showing the mean (top panels) and the maximum values (middle panels)
the emission fluxes of CO (left panels) and NOX in the domain d04 at 4 di↵erent resolutions
in January 2017 (blue) and July 2016 (red). Bottom panels: Cumulative probability function
of the emission fluxes of CO (left) and NOX (right) in January 2017.

By comparing the maximum values of the emissions (middle panels), it illustrates

that the model is better at capturing extreme emission signals at higher resolutions.

The maximum values of the emissions of CO and NOX at the resolution of 1 km are

2 orders of magnitude higher than that at 27 km, and 7-8 times higher than that at

the resolution of 3 km. It is speculated that the maximum emission at 1 km are due

to point-source emissions. The resolution of the emission inventory employed here is at

0.01�, i. e. around 1 km. In the inventory, a point source occupies a 1 km ⇥ 1 km grid,
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which can be well captured by the model at the resolution of 1 km, but is diluted over

a coarser grid at 3 km to ⇠ 1/9 of its original value. This can also be illustrated from

the CDFs of the emissions (the bottom panels). For instance, at the resolution of 1 km,

the values of CO emission fluxes range over 5 orders of magnitudes (0.1- 104), and 7

orders of magnitudes for NOX (10�3 - 104). However, the ranges decreases drastically

at the resolution of 27 km to 3 orders of magnitudes for CO (1 - 103), and 2 orders of

magnitudes for NOX (1 - 102). This clearly illustrate that low-resolution models tend

to dilute high-emission values. In this case the e↵ect is particularly sensitive to NOX,

hinting that the emission sources of NOX is more localised.

Chemical calculations

Figure 2.21: Plot showing the mean surface mixing ratio of CO (top-left), NO (top-right),
NO2 (bottom-left) and O3 (bottom-right) in the domain d04 at 4 di↵erent resolutions over the
whole simulation time in January 2017 (blue) and July 2016 (red).

Figure 2.21 shows the variation of statistics for the calculated surface mixing ratios

of CO, NO, NO2 and O3 with increasing resolution in January 2017 (plotted in blue) and

July 2016 (plotted in red). The mean surface mixing ratios of CO, NO and NO2 increase

with resolution in both summer and winter. The increase is most noticeable for NO,

except when the resolution increases from 3 km to 1 km. These trends follow the trend of
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the emission fluxes. Note that despite the lower emissions of CO, the mean mixing ratio

of CO is higher in the winter. The main reason of the discrepancy is speculated to be due

to regional transport. During winter, the northeasterly winds prevail, bringing more CO

to the domain concerned. As CO is chemically inactive, its mixing ratio is prone to be

a↵ected by long-distance transport from the north of the domain in Shenzhen, at which

the CO emission is higher associated with the highway network (refer to Figure 2.11).

Despite that the emission of NOX is 20% higher in the winter than in the summer,

the mean mixing ratio of NO is slightly higher in the summer. It is also noticeable

that the NO/NOX ratio is typically 10% higher in July 2016 than in January 2017

(refer to Table 2.2). During summer, the photochemical reaction converting NO2 to NO

and O3 (Reaction 1.6) is more active due to the stronger solar irradiance, resulting in

a higher NO/NOX ratio. The NO/NOX ratio also increases with resolution, implying

photochemistry is more active at higher resolution. The relation of mean mixing ratio

of O3 with resolution is less clear. The mean surface O3 mixing ratios tend to decrease

slightly with resolution in both summer and winter, but the means at the resolution of

1 km are always higher than that at 3 km.

NO/NOX 27-km 9-km 3-km 1-km
Jan 2017 0.29 0.26 0.39 0.40
Jul 2016 0.39 0.47 0.51 0.51

Table 2.2: Ratio between the all-time mean mixing ratio of NO and NOX in January
2017 and July 2016.

One can see that from the CDFs of the mixing ratios (Figure 2.22) that, in general,

the range and maximum value of the mixing ratios increase drastically with resolution

for the primary pollutants. The e↵ect is more substantial for NO and NO2. These

variation with resolution is similar to that in the emissions. For O3, at the resolution

of 1 and 3 km, there is a higher distribution at the low values. For example, 18% of

the O3 concentration is below 10 ppbv at the resolution of 27 km, and at resolution of

3 km it rises from 5% to 23%. The maximum O3 concentration is also higher at higher

resolution, but not as much as in the cases of NO and NO2.
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Figure 2.22: Cumulative probability functions of the mixing ratio of CO, NO, NO2 and O3
in the domain d04 at 4 di↵erent resolutions over the whole simulation time in January 2017.

Figure 2.23 shows the averaged diurnal cycle of the mixing ratios of CO, NOX and

O3 over the 8 simulation days in January 2017. The diurnal cycle of the mixing ratio

of CO (top-right panel) and NOX (bottom-left panel) are highly influenced by the cycle

of the PBL height (top-left panel). At all resolutions, the mixing ratios of CO and

NOX start decreasing at 08:00, when the PBL height starts increasing. This is because

without implementing a diurnal cycle on the emissions, CO and NOX is diluted when

the PBL grows. For NOX, the mixing ratio is at its minima at around 14:00, when

the PBL height is maximum. However, for CO, its minima are at 17:00 instead. The

wind direction also plays a role on the diurnal cycle here. During the daytime, the

north-westerly wind prevails and brings CO from Shenzhen (north of the domain d04)

to the domain. However, as the evening approaches, the easterly and south-easterly wind

prevails instead and the domain d04 is under less influence of the high CO emission in

the north of the domain. The CO mixing ratio therefore keeps on decreasing despite

the PBL starts shrinking at 14:00. For O3, the mixing ratio starts to rise at 08:00, as

photochemical production is possible after sunrise. Ozone can also be entrained from

the top of PBL as the PBL grows. It attains its maximum value at around 14:00, and

rapidly decreases from 17:00, due to the termination of photochemical production and

titration by NOX at nighttime.

It is noticeable that the maxima of O3 mixing ratio is at 17:00 at the resolution of
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27 km, instead of at 14:00 as at the other resolutions. This may be explained by the

insignificantly increase in the NOX mixing ratio at the resolution of 27 km compared to

other resolution. It is speculated to be due to the less rapid decrease in the boundary

layer height from 14:00 to 17:00 at the resolution of 27 km than at the other higher

resolutions (compare the gradient in the change of boundary layer height against time

between 14:00 and 17:00). This favours ozone transport from higher altitudes (as the

influence of regional ozone transport is high in Winter). The thicker boundary layer at

the resolution of 27 km also leads to a less rapid increase in NOX concentration, which

favours ozone production.

Figure 2.23: Averaged diurnal cycle of PBL height (top-left), CO (top-right), NOX (bottom-
left), and O3 (bottom-right) in the domain d04 at 4 di↵erent resolutions in January 2017,

Total sum in the domain

The total sum of the amount of CO, NO, NO2 and O3 in the first 5 vertical levels13

in the domain d04 is calculated in Mg in this session. The variation of its time-averaged

values with resolution is explored here. Figure 2.24 shows the time-averaged total sums

of the corresponding chemical species in January 2017 (blue curves) and July 2016 (red

curves). For CO, NO and NO2, the total sums are lowest at 27 km, as the emission at 27

km is also the lowest. However, the total sums decrease with increasing resolution from

13so that the whole column is always within the boundary layer in a day
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9 km to 1 km. The decreasing trend of the total sum from 9 km to 1 km is opposite

to the increasing trend of emissions. For CO, the decrease of total sum with increasing

resolution is presumably due to the reduced regional transport from outside the domain

d04 (especially from Shenzhen where the CO emission is very high). For NO and NO2,

the decrease is speculated to a combination e↵ect of the reduced regional transport and

the increase in chemical loss of NO2 with increasing resolution14 (See Section 2.3.2). For

O3, the total sum decreases with model resolution starting from 27 km. This decrease

is speculated to be due to the reduced regional transport and the decreasing net ozone

production rate with increasing resolution (See Section 2.3.2).

Figure 2.24: Plot showing the time-averages of the total sum of the amount of CO (top-
left), NO (top-right), NO2 (bottom-left) and O3 (bottom-right) in the first 5 vertical levels in
Domain d04 at 4 di↵erent resolutions in January 2017 (blue) and July 2016 (red).

The total sum in July 2016 in general follow similar trends, but the total sums of

CO, NO2 and O3 in January 2017 almost double the sums in July 2016. The total sum

of NO is, however, slightly lower in January 2017 than in July 2016. These disagree

with the seasonal trend of the emissions between the two periods. The discrepancy in

CO is due to the change in direction of regional transport, while that in NO is due to

14This reduces the amount of NO2 available to by cycled back to NO by Reaction 1.15, despite the
increase of photochemical activity with increasing resolution, and hence also reduces the amount of NO.
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the more active photochemistry in the summer (Table 2.2). Note that the decreasing

trend of the total sum of O3 is more distinctive in the winter.

Ozone production and loss rates

The ozone production rate P (O3) and loss rate L(O3) are calculated from the re-

sults at the 4 di↵erent resolutions. For more background information about the ozone

production and loss, one can refer to Section 1.2.

Figure 2.25 shows the average ozone production (solid) and loss (dashed) rate over the

domain d04 at the 4 di↵erent resolutions in January 2017 (blue) and July 2016 (red).

The ozone production rate is calculated from Equation 1.9 and the peroxyl radicals

considered in the calculation here are listed in Table A.8. Only the daytime data is

used for the calculation of Figure 2.25 as ozone production is most e�cient during

daytime when photochemistry can take place. The ozone production rate has a general

increasing trend with increasing resolution, except in July 2016 that the average rate

at the resolution of 27 km is exceptionally high. The increasing trend is presumably

due to the higher emission of NOX with increasing resolution (refer to top-left panel of

Figure 2.12). It is also noticeable that the ozone production rate in July 2016 is almost

double of the rates in January 2017, due to more active photochemistry in the summer

time.

Figure 2.25: Average ozone production rate (dashed lines) and ozone loss rate (dashed line)
over Domain d04 at di↵erent resolutions. The blue curves refers to the time-averaged results
in January 2017, while the red curves refers to those in July 2016.

The average ozone loss rate is calculated from Equation 1.21 (refer to Table A.10, A.11

and A.13 for the VOCs and peroxyl radicals involved). The ozone loss rate tends to in-

crease with resolution in both January 2017 and July 2016 (except the exceptionally

high value at the resolution of 27 km in July 2016). This is because there exist more
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NO2 hotspots at higher resolutions (refer to Figure A.3), which encourage the loss of

NOX by converting NO2 to nitric acid and organic nitrates. The ozone loss rate is again

higher in Summer.

The net ozone production rate (net P (O3)) is given by the di↵erence between the

ozone production and loss rate (P (O3)-L(O3)). The left panel of Figure 2.26 gives the

net ozone production rate over the whole simulation time at the 4 di↵erent resolutions in

January 2017 and July 2016. For July 2016, one can see that the net ozone production

rate decreases when the resolution increases from 27 km to 3 km. Since the NOX

concentration increases with resolution, the non-linearity of ozone chemistry causes the

net ozone production rate to decrease (see Figure 1.4). However, when the resolution

increases to 1 km, the net rate increases again. That is anticipated from the fact that

the increase in ozone loss rate from 3 km- to 1 km-resolution is less than the increase in

ozone production rate. The higher net ozone production rate at the resolution of 1 km

may be due to the slightly drop of mean NO mixing ratio when the resolution increases

from 3 km to 1 km (see Figure 2.21). In addition, from the table showing the individual

terms contributing to the ozone production and loss rate (Table A.9 and A.12), one can

see a substantial increase in the contribution of VOCs to ozone production, hinting the

unexpectedly high net ozone production rate may be due to the higher concentrations

of VOCs at the resolution of 1 km. In January 2017, the net production rate is mildly

increasing with the increasing resolution. However, when one refers to the corresponding

ozone production rate per NOX molecules (right panel of Figure 2.26), the value tends

to decrease with increasing resolution, consistent with Figure 1.1.

Note that despite the net ozone production rate is higher in July 2016 than in January

2017, both the mean concentration (bottom-right panel of Figure 2.21) and the total sum

(bottom-right panel of Figure 2.24) of ozone are higher in January 2017, indicating that a

large amount of ozone in the simulated domain in January 2017 is actually contributed

from regional transport. While the mean concentrations share similar pattern with

the net ozone production rate, the total sum has a very di↵erent shape. The more

systematic decrease in the ozone total sum in both the simulation period when the

resolution increases from 9 to 3 km is probably due to less amount of ozone mixed into

the simulation domain from the edge of the domain.
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Figure 2.26: Net ozone production rate.

Figure 2.27: Average net ozone production rate (left panel) and the net rate over NOX
concentration during the whole simulation time over the whole domain d04. The blue curves
refers to the results in January 2017, while the red curves refers to those in July 2016.

2.3.3 Segregations and correlations

After exploring the statistics of individual chemical species, the statistics showing

the relations between the NOX species and O3 are examined here. The segregation of

the chemical species is correlated to how well the two corresponding species are mixed in

a given domain. The heterogeneity of the emission sources, transport and local mixing

of the species are some main factors accounting for their segregation of pollutants. This

also includes the chemical reactions involving the two concerned species if the species

are chemically active. To quantify such segregation, the segregation coe�cients between

the surface concentrations of species A and B are calculated by

IAB =
(A� A) · (B � B)

AB
,

in which the barred variables refer to the horizontal-mean values.

Figure 2.28 shows the segregation coe�cients of betweenNO and O3 (top panels),

between NO2 and O3 (middle panels) and between NO and NO2 (bottom panels) in

January 2017 (left panels) and July 2016 (right panels). The solid lines refer to the time-

average coe�cient over the whole simulation time, while the dashed lines refer to the

time average over daytime and the dotted lines refer to that over nighttime. In January

2017, the magnitude of the segregation coe�cient between NO and O3 increases with

resolution from -0.28 to -0.38 at daytime, but decreases from -0.81 to -0.65 at nighttime.

The change is most significant when the resolution increases from 27 km to 9 km. This

di↵erence in the relation with resolution between day and night is due to the di↵erence

in chemical process in the cycle between NOX and O3. In daytime the photochemical

production of O3 is possible, and with increasing resolution, the location producing
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ozone should be separated away from the emission sources of NO. While at night, the

cycle is dominated by the titration of O3 by NOX. As the O3 titration increases with

resolution (suggested by the increasing ozone loss rate), the segregation between NO and

O3 decreases during the O3 titration, as the concentrations of both O3 and NO decrease

almost at same time during titration.

The segregation coe�cient of NO2-O3 becomes more negative with increasing reac-

tion, with all-time averages ranging from -0.26 to -0.29. However, the variation of the

coe�cients among the resolutions of 9, 3 and 1 km is less than 1%. These coe�cients for

daytime and nighttime also follow similar relations with resolution. But the segregation

coe�cient at night is typically 20% higher at nighttime than at daytime. This is as

expected, as the atmosphere is more convective during daytime, it facilitates mixing of

pollutants in the boundary layer, and hence reduces pollutants segregation.

The segregation coe�cients between NO and NO2 are always greater than one, show-

ing that the two concentrations are positively correlated to each other. The coe�cient

between NO and NO2 is also opposite in their relations with resolution between daytime

and nighttime values, with daytime values increasing with resolution, and the nighttime

value decreasing at night. This is probably also due to the change of dominant process

in the cycle between NOX and O3.

The patterns of the coe�cients in July 2016 are in general similar to those in January

2017, except the exceptionally low values at the resolution of 3 km. The coe�cient

magnitude between NO and O3 also increases with resolution at nighttime, contrary to

the decreasing trend in January 2017. This may be due to a prolonged day time in the

summer. The discrepancy between the daytime and nighttime values of the coe�cient

between NO and O3 and between NO2 and O3 are also 10% greater than that in the

winter. It is speculated to be due to the more convective boundary layer in the summer,

increasing mixing (less segregation) in the daytime. On the other hand, the pollutants

are more segregation during the nighttime in July 2016 than in January 2017 due to

a more shallow (and hence less convective) boundary layer in July 2016 (see TableA.4

and A.6).
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Figure 2.28: Plot showing the segregation coe�cients between O3 and NO (top panels),
between O3 and NO2 (middle panels), and between NO and NO2 (bottom panels) in Domain
d04 at 4 di↵erent resolutions in January 2017 (left panels) and July 2016 (right panels). The
solid line shows the all-time values, while the daytime and the nighttime values are plotted in
dashed and dotted lines respectively.

In order to look into the correlations between the NOX species and O3, the mixing

ratios of O3, OX (NO2 + O3) and NO2 are plotted against the mixing ratios of NOX

in Figure 2.29 for the data inside the domain d04. OX refers to the oxidants in the

ozone chemistry, i. e. the sum of O3 and NO2. One can refer to Section 1.2 for more

information on ozone chemistry. Only the daytime results in July 2016 is shown as the

photochemistry is only possible during daytime, and more active during summer.
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The top-left panel of Figure 2.29 shows a plot of mixing ratio of NOX against that of

O3 at the 4 resolutions. From the negative slopes, one can see in general the mixing ratio

of O3 decreases with increasing NOX. However, the slope becomes less negative with

increasing resolution. The Pearson’s coe�cients between the mixing ratio of log(NOX)

and O3 are -0.61, -0.45, -0.42 and -0.36 at the resolution of 27, 9, 3 and 1 km respectively.

The negative correlation between NO and O3 indicates that the simulation domain is

in the VOC-limited regime (Seinfeld and Pandis 2012), and the lower negative e↵ect of

NOX to O3 may hint a more active e↵ect of VOC on ozone chemistry with increasing

resolution (Song et al. 2011).

The top-right panel of Figure 2.29 shows a plot of mixing ratio of NOX against

that of OX. Under the ozone chemistry between O3 and NOX, the mixing ratio of the

oxidant OX against NOX usually follows a linear relationship. The result of the linear

regression - the slope, the intercept and the R-squared values are shown in Table 2.9. The

distributions at the 4 resolutions are in similar pattern, with a more diverse distribution

at low values of NOX (< 100 ppbv) and a more distinctive linear trend at higher values

of NOX (> 100 ppbv). The slope of the linear fit is 0.0501, 0.0667, 0.06830 and 0.0796 at

the resolution of 27, 9, 3 and 1 km respectively. According to the quantitative analysis

on chemistry of NO and O3 (Clapp and Jenkin 2001), the slope in this plot represents

the local contribution to OX in levels of NOX. This means the local distribution to OX

is around 7% of the NOX level, which is comparable with the other previous studies

(e. g. Clapp and Jenkin (2001); Xie et al. (2016)). This local contribution increases by

3% when the resolution increases from 27 km to 1 km. The intercept of the linear fit

corresponds to the regional contribution to OX, i. e. the background OX. The intercept

is at a similar level of around 35 ppbv at all resolutions.

The bottom-left panel of Figure 2.29 shows a plot of mixing ratio of NOX against

that of NO2. By comparing the plot with that between NOX and OX, one can see

at high NOX concentrations, the main component of OX is in fact NO2. This can be

explained by the low value of O3 at high NOX value in the plot between NOX and O3

. The relation between NOX and NO2 follows a very distinctive linear trend. The slope

decreases as the resolution increases, from 0.41 at 27 km to 0.25 at 1 km, meaning that

the local contribution to NO2 drops by ⇠ 16% of NOX level as the resolution increases

from 27 km to 1 km, consistent with the increasing NO/NOX ratio with increasing

resolution (Table 2.2). Along with the increase local contribution to OX, this implies

the local contribution to O3 increases with resolution, as OX is the sum of NO2 and O3.

The intercept, showing the background NO2 level, is 2-6 ppbv, showing a small regional

contribution to the mixing ratio of NO2 to the domain d04.
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Figure 2.29: Scatter plots showing the relations between the NOX species and O3 (top-left
panel), between NOX and OX (top-left panel), and between NOX and NO2 (bottom-left panel)
at di↵erent resolution during the daytime in July 2016.

log(NOX)�O3 27-km 9-km 3-km 1-km
Pearson’s coe�cient -0.4475 -0.4283 -0.4161 -0.3595

NOX�OX 27-km 9-km 3-km 1-km
Slope 0.0501 0.0667 0.0683 0.0796
Intercept 36.8 35.3 36.4 37.3
R2 0.0668 0.1043 0.1273 0.1605

NOX�NO2 27-km 9-km 3-km 1-km
Slope 0.4128 0.3508 0.2764 0.2458
Intercept 2.1 3.6 5.7 6.3
R2 0.9261 0.8852 0.8541 0.8383

Table 2.3: The linear regression results of the relations between the NOX and OX mixing
ratios shown in Figure 2.29.

2.3.4 Vertical profiles at di↵erent resolutions

The physical and chemical quantities in boundary layer vary with height due to

the vertical structure and the dynamics of the boundary layer. Although the spatial
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resolution only changes the size of the model grid meshes horizontally but not vertically,

increasing model resolution also changes the vertical profiles of the calculated physical

and chemical quantities. In this section, the vertical profiles of the horizontal mean, the

variance and the vertical flux of the physical and chemical quantities discussed in the

previous sections are presented. One should also refer to Section 1.1 for more information

about the structure and dynamics of the boundary layer.

The vertical profiles at the hour 2 pm averaged over the 8 simulation days in January

2017 (the first 3 days are discarded as spin-up time) are shown here as the boundary

layer attains its full height around 1400. The growth of the boundary layer is buoyancy-

driven, hence one can understand the vertical structure of the convective boundary layer

(CBL) from the buoyancy profile. Figure 2.30 shows the horizontal-mean of buoyancy

against height (left panel) and its variance (right panel). The buoyancy b is calculated

from Equation 1.1, and ✓v,0 = 273 K. In the buoyancy variance profile (b0b0) (right panel),

one can still see a clear maximum at around 1100 m at all resolutions. Therefore, the

averaged boundary layer height at 1400 is assumed to be 1100 m.

Figure 2.30: Vertical profiles of horizontal-mean buoyancy b̄ and buoyancy variance b0b0 at
di↵erent resolutions at 2 pm averaged over the 8 simulation days in January.

Figure 2.31 shows the plots of the horizontal-mean of the meteorological variables, the

potential temperature (✓̄, top-left panel), magnitude of the horizontal winds (
p
U2 + V 2,

top-right panel) and the vertical wind (W̄ , bottom-left panel) against height. Model

resolution does not have a significant e↵ect on the vertical profile of the potential tem-

perature, but has substantial e↵ect on both the horizontal and vertical winds. Within

the CBL, the magnitude of the horizontal winds decreases for altitude with increasing

resolution. The magnitude of the horizontal winds at the resolution of 27 km is the

highest, and is around 1.5 times larger than that at 1 km at the surface level. The

lower horizontal wind magnitude at high resolution hints a larger contribution of local
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transport (which is with lower wind speed). Among the di↵erent resolutions, there is an

increasing tendency of the horizontal winds with height in the CBL, and a decreasing

tendency above it in the entrainment zone, and increasing again in the free troposphere.

Figure 2.31: Vertical profiles of horizontal-mean potential temperature ✓̄ (top-left panel) and

horizontal wind speed
p
U2 + V 2 (top-right panel) and vertical wind W̄ at di↵erent resolutions

at 2 pm averaged over the 8 simulation days in January.

The magnitude of the vertical winds, on the other hand, increases significantly with

increasing resolution, indicating more vertical transport is available at higher resolution.

At the resolution of 3 km and 1 km, one can observe a change of sign in the gradient of

the vertical profile at around 100 m, which corresponds to the transition from the surface

layer to the mixed layer in a boundary layer (refer to 1.1). However, this feature cannot

be observed at the resolution of 9 km and 27 km. There is also a change of sign in the



62 Chapter 2

vertical winds at the resolution of 27, 9 and 3 km from positive (upward) to negative

(downward) at an altitude of 500-1000 m (this altitude increases with resolution). Above

that altitude, the mean vertical transport is downward at these resolutions. However,

the vertical winds at the resolution of 1 km stay positive, indicating a mean upward

transport.

Figure 2.32: Vertical profiles of horizontal-mean concentrations of CO (top-left panel), NO
(top-right panel), NO2 (bottom-left panel) and O3 (bottom-right) at di↵erent resolutions at 2
pm averaged over the 8 simulation days in January.

Figure 2.32 shows the plots of the horizontal-mean concentrations of CO (top-left

panel), NO (top-right), NO2 (bottom-left) and O3 (bottom-right) against height. For

CO, NO and NO2, the concentrations decrease with height at all resolution, as these

species are mainly emitted from the surface. The surface values at resolutions of 3 km
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and 1 km are significantly higher than those at 9 km and 27 km. However, if we look

at the gradient of the concentration, that is the decrease of concentration per altitude

increase, the gradients are larger at the resolutions of 27 km and 3 km, especially for NO

and NO2. A smaller gradient indicates that the species are more well-mixed vertically.

For O3, the concentration increases with height for altitudes within the boundary layer,

but decreases again above 1000 m. The surface concentration is around 51.0 ppbv for

all resolutions. It is noticeable that the gradient of ozone concentration is larger with

increasing resolution at the first 300 m, meaning that ozone is more vertically segregated

with increasing resolution.

Figure 2.33: Vertical profiles of horizontal-mean concentration variances of CO (top-left
panel), NO (top-right panel), NO2 (bottom-left panel) and O3 (bottom-right) at di↵erent
resolutions at 2 pm averaged over the 8 simulation days in January.
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Figure 2.33 shows the plots of the horizontal-mean variances of the concentrations of

CO (CO”CO”, top-left panel), NO (NO”NO”, top-right), NO2 (NO2”NO2”, bottom-

left) and O3 (O3”O3”, bottom-right) against height. Note that all concentration vari-

ances decrease with height for all resolutions. For CO, NO and NO2, the variance at the

surface is largest at the resolution of 3 km, but still very close to those at the resolution

of 1 km. Otherwise, the concentration variance generally increases with increasing reso-

lution. However, for altitudes higher than 300 m, the variance at the resolution of 1 km

becomes greater than that at 3 km. For O3, the variance is largest at the resolution of

3 km for all altitudes within the boundary layer. The profile at the resolution of 1 km

is similar to that at 9 km, and the variance has its lowest value again at the resolution

of 27 km.

Figure 2.34 shows the plots of the horizontal-mean vertical fluxes of the concen-

trations of CO (CO”W”, top-left panel), NO (NO”W”, top-right), NO2 (NO2”W”,

bottom-left) and O3 (O3”W”, bottom-right) against height. In general, the magnitude

of the flux increases with increasing resolution for all species. For CO, NO and NO2,

the flux is positive at most of the altitudes, except for altitudes at the first 200 m for

resolution of 3 km, 9 km and 27 km. Here, a positive flux means upward transport of

the species while the negative flux refers to downward transport. Also, for the species of

NO and NO2, the altitude at which the flux is at its maximum value at the resolution

of 1 km, which is around 350 m, is a bit lower than those at the resolution of 9 and

3 km, which are at 500 m. This maxima indicates the altitude at which the vertical

mixing of the corresponding chemical species is most e�cient. For O3, the shape of the

vertical profile of the concentration flux is quite di↵erent at di↵erent resolutions. At the

resolution of 1 km, the flux is negative for altitudes below 750 m, with a peak of flux

magnitude at around 350 m. Above 750 m, the flux becomes positive for the rest of

the boundary. The profiles at resolutions of 9 and 3 km follow similar tendency. At the

first 200 m, the flux is positive, but above that height, the flux becomes negative in the

rest of the boundary layer, with a peak in the flux magnitude at around 500 m. At the

resolution of 27 km, there is a weak positive flux for altitudes below 600 m, and a weak

negative flux above that height. One can see from the variation of vertical profile of

the ozone vertical flux at di↵erent resolution that, the transport of ozone is particularly

sensitive to model resolution. Similar to the profiles of NO and NO2, the altitude of the

maxima of the vertical flux tends to decrease with increasing resolution.
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Figure 2.34: Vertical profiles of horizontal-mean vertical concentration fluxes of CO (top-
left panel), NO (top-right panel), NO2 (bottom-left panel) and O3 (bottom-right) at di↵erent
resolutions at 2 pm averaged over the 8 simulation days in January.

2.4 Model comparison with observational data

To assess the performance of the model at di↵erent resolution, the modelled data at

the 4 di↵erent resolutions are compared with observational data form the monitoring

stations of HKEPD using statistical metrics. One can refer to Session 2.1.3 for further

details of the HKEPD monitoring stations. The daytime data in January 2017 are

evaluated with the following statistical metrics.

Given that there are N pairs of modelled and observed quantities of Mi and Oi, the
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modelled mean M̄ and the observed mean Ō can be respectively expressed as

M̄ =
1

N

nX

i=1

Mi

and

Ō =
1

N

nX

i=1

Oi,

while the modelled and observed standard deviations �M and �O are

�M =

"
1

N

nX

i=1

�
Mi � M̄

�2
# 1

2

and

�O =

"
1
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nX

i=1

�
Oi � Ō
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# 1

2

The ensemble N includes the data collected or modelled at the daytime of the simulation

period at a specific station.

To quantify the di↵erence between the modelled and observed datasets, we calculate

the mean bias

MB =
1

N

nX

i=1

(Mi �Oi) .

The mean fractional bias

MFB =
2

N

nX

i=1

✓
Mi �Oi

Mi +Oi

◆

is also calculated as another reference metric to avoid overemphasising the high tail of

the distribution, which is more suitable for data covering an extended range of values

(mostly likely for NO and NO2) (Brasseur and Jacob 2017). The range of the MFB

is between -2 and +2. However, MFB may overemphasise low values of which relative

errors may be large but of little interest to the problem. To compensate the e↵ect, the

normalised mean bias (NMB) is also employed

NMB =

nP
i=1

(Mi �Oi)

nP
i=1

Oi

as a more robust metric, by taking the ratios of the sums instead of the sums of the
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ratios (Brasseur and Jacob 2017). The Pearson’s correlation coe�cient

r =

nP
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Mi � M̄
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Oi � Ō

�
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Mi � M̄

�� 1
2
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�
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�� 1
2

is adopted to characterise the correlation between the modelled and observed datasets.

A value of +1 indicates a perfect linear correlation between the model and observation.

A value close to zero implies that the variability in the observed data is controlled by

processes that the model fails to capture. In that case, even a model can capture the

observed mean, it may get the mean correctly for a wrong reason if r is non-significant.

A negative value hints that the modelled data do not match with the observed data.

To evaluate the model performance at stations located in areas with di↵erent landuse

and emission characteristics, the comparison between the modelled and observed data

at the following 4 individual/groups of stations are discussed: (1) the Roadside stations

(Central, Causeway Bay and Mong Kok), (2) Tap Mun station, (3) Tuen Mun station,

and (4) New Town East stations.

First of all, the overall performance at the Roadside stations is evaluated. The

averages of the statistical metrics of the 3 Roadside stations are listed on Table A.20.

The time series of the modelled and observed mixing ratios of CO, NOX and O3 at one of

these stations, Central, are plotted in Figure 2.35. CO, NOX are largely underestimated

in the model at all resolutions. The model biases decrease slightly (⇠ 5-9 %) when the

resolution increases from 27 km to 9 km. But beyond 9 km, the model performance

does not improve with increasing resolution. The model undercasts the observed mixing

ratios of CO, NO and NO2 by 41%, 87% and 57% respectively at the resolutions of 9

km, at which the biases are at their minimal values. With increasing resolution, the

biases of these species also increase by 1-10%. On the other hand, the concentration

of O3 is largely overestimated due to the underestimated NO concentrations (hence less

deposition by NO). Again the biases are at their minimal values at the resolution of 9

km, with the NMB equal to 150%. With all species, the Pearson’s correlation coe�cients

between the modelled and observed data decrease with resolution. All these indicate that

beyond the resolution of 9 km, increasing model resolution does not have a significant

impact on the modelled results at these Roadside stations, which is characterised by their

intense urbanisation and strong local emissions (mainly vehicle exhausts). Increasing

model resolution does not necessarily improve the model performance either. The first

possible explanation is due to the overly low emissions in the urban area. Despite of its

high resolution, the emission inventory still underestimates the emission from vehicles

in these urban areas of Hong Kong. Using NOX as an example, from the NOX emission

colour map in Figure 2.12, although the emission of NO is noticeably elevated in the
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urban areas, the increment is not significant. While the observed NO mean of the

Roadside stations is 884 times higher than that of the New Town East stations (in

Table A.23), the NO emissions at all these stations are comparable. Another reason is

that with intense urbanisation, merely increasing model resolution still cannot capture

the processes occurring in the complex urban topography (such as the flows across street

canyons). Other adaptations, such as urban canopy, or even turbulent flow-resolving

models like LES or CFD, may be necessary for further model improvement15.

Being a rural site, Tap Mun station is another station where increasing resolution

shows little impact on model performance. One can refer to the time series on Figure 2.36

and the metrics listed on Table A.21) for the evaluation at Tap Mun station. Again,

the models undercasts the observed mixing ratios of CO and NOX, and the biases are

at their minimal values at the resolution of 9 km. The modelled CO mixing ratio

underestimated the observed values by more than 300 ppb, or by more than 40%. Despite

of the comparable NMB values, the mean biases of the NO and NO2 concentrations are

within 2 ppb, which is actually insignificant. Due to the small mean bias of NO and

NO2, the modelled ozone values are accurate, which only underestimate the observations

by 2 - 4 %. The large underestimation of CO at Tap Mun station is most likely due

to the overly low emissions from the inventory. Unlike the Roadside stations, at Tap

Mun station, which is located in the rural area and is usually used as a background

station, the emission source is likely to be regional or from shipping (as the station is

also by the sea). Increasing model resolution has little impact on the model calculation,

because there are not much small-scale features around this rural site. The result is also

consistent with previous studies (Schaap et al. 2015).

15Actually the setting of this WRF model may not be adequate for the concentrations at the Roadside
stations as (1) the height of the Roadside station is 3-5 m above the surface, but the first vertical level
in the WRF model starts at ⇠ 20 m; (2) the pollutant concentration at the road depends highly on the
peak hours of tra�c, which is not taken into consideration in the emission inventory.
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Figure 2.35: Time series of the observed and modelled mixing ratios of CO (top), NOX
(middle) and O3 (bottom) at the 4 di↵erent resolutions from 22nd January 2017 8 am at
Central station. The modelled data are plotted with blue, red, green and magenta at the
resolution of 27, 9, 3 and 1 km respectively. The observed data are plotted in black. The data
presented here are averaged every 3 hours.
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Figure 2.36: Time series of the observed and modelled mixing ratios of CO (top), NOX
(middle) and O3 (bottom) at the 4 di↵erent resolutions from 22nd January 2017 8 am at
Tap Mun station. The modelled data are plotted with blue, red, green and magenta at the
resolution of 27, 9, 3 and 1 km respectively. The observed data are plotted in black. The data
presented here are averaged every 3 hours.

The next station to explore is the Tuen Mun station, which is the closest station

to the Castle Peak power plants. The statistical metrics of the station is listed on

Table A.22 and the time series of the mixing ratios from the model and observation

are plotted on Figure 2.37. The model gives a relatively accurate estimation of the CO

concentration, with bias of +2 - +8% at all resolutions. However, the concentrations of

NO and NO2 are largely overestimated in the model. The model overcasts the observed

NO concentration by 322%, 856%, 274% and 200% at the resolution of 27, 9, 3 and 1

km respectively, and by 88%, 126%, 47% and 40% for NO2. The overcasting is most
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significant at the resolution of 9 km. It is because both the Tuen Mun station and

the Castle Peak power plants fall into the same model grid at the resolution of 9 km,

as their distance is only 7 km, less than the grid spacing. The emitted chemicals are

hence overmixed in that model grid. Although the Tuen Mun station and the power

plants are also located in the same model grid at resolution of 27 km, the coarser grid

dilutes the emission of the power plant, compensating the e↵ect of overmixing. At higher

resolutions of 3 and 1 km, the finer grids di↵erentiate the power plants with the station,

further diminishing the overcasting. However, the emission inventory used probably

overestimates the emission of NOX from the power plants, as the concentration of NO is

still overestimated by 200% at the resolution of 1 km. The concentration of O3, on the

other hand, is underestimated by 28 - 71%. The bias is largest at the resolution of 9 km,

and smallest at 1 km. From the example of Tuen Mun station, one can see that increasing

resolution has a significant impact and improvement on the model performance when

the station is close to a point source by preventing overmixing of pollutants in coarse

model grid.

The model performs best at the New Town East stations. The averaged statistical

metrics of the two stations are listed on Table A.23 and the time series of the mixing

ratios from the model and observation at the Shatin station are plotted on Figure 2.38.

At the resolution of 27, 9, 3 and 1 km, the NMB are +39%, -31% , -21% and -12%

respectively for NO, +34%, -16%, -1% and +3% for NO2, and -22% -6%, -9% and -6%

for O3. The Pearson’s correlation coe�cient also has an increasing trend with resolution

for all the 3 species. The New Town East stations are relatively far from the point

sources and there is a relatively low level of local emissions (less vehicles). Under these

conditions, the model can perform relatively well. Since these two stations are in new

towns that are moderately urbanised, increasing model resolution has an impact on the

calculated results and can improve model performance.

At last the overall performance of the model at the 4 di↵erent resolutions is evaluated

with the observational data from all the 16 stations. The Index of Agreement (IOA) is

also introduced here

IOA =

8
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Figure 2.37: Time series of the observed and modelled mixing ratios of CO (top), NOX
(middle) and O3 (bottom) at the 4 di↵erent resolutions from 22nd January 2017 8 am at
Tuen Mun station. The modelled data are plotted with blue, red, green and magenta at the
resolution of 27, 9, 3 and 1 km respectively. The observed data are plotted in black. The data
presented here are averaged every 3 hours.
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Figure 2.38: Time series of the observed and modelled mixing ratios of CO (top), NOX
(middle) and O3 (bottom) at the 4 di↵erent resolutions from 22nd January 2017 8 am at
Shatin station. The modelled data are plotted with blue, red, green and magenta at the
resolution of 27, 9, 3 and 1 km respectively. The observed data are plotted in black. The data
presented here are averaged every 3 hours.
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for the evaluation of the overall performance (Willmott et al.)16. The value is bounded

by -1 and 1. A value of 1 indicates a perfect match, and -1 indicates no agreement

with the observation at all. The mean mixing ratios, mean bias, normalised mean bias

and the index of agreement (Equation 2.1) are calculated for the daily mean mixing

ratios. One can see in general, the model undercasts CO, NO and O3 mixing ratios, and

overcasts NO2 mixing ratio. From the biases, it is not obvious that at which resolution

the model is performed the best. However, if one refers to the index of agreement,

which also consider the trend of the time series, one can see that the model performs

significantly better at the resolutions of 1 and 3 km than the lower resolutions with a

significantly higher IOA (except in CO). The improvement is more significant for NO

and NO2. However, when the resolution increases from 3 km to 1 km, the improvement

is not so significant. This is consistent with the other studies on other big cities (e. g. Tie

et al. (2010); Kuik et al. (2016)).

Overall performance
CO obs 27-km 9-km 3-km 1-km
Mean (ppbv) 639.27 434.93 431.94 430.14 440.37
MB (ppbv) - -87.62 -70.62 -79.72 -72.53
NMB (%) - -6.12 -4.93 -5.57 -5.07
IOA - -0.0989 -0.1302 -0.1458 -0.1149
NO obs 27-km 9-km 3-km 1-km
Mean (ppbv) 34.08 15.66 24.60 21.23 21.80
MB (ppbv) - -0.79 0.09 -0.79 -0.70
NMB (%) - -11.37 1.30 -11.40 -10.17
IOA - 0.4827 0.1853 0.4982 0.5153
NO2 obs 27-km 9-km 3-km 1-km
Mean (ppbv) 25.72 28.77 30.41 28.95 29.18
MB (ppbv) - 0.30 0.59 0.38 0.50
NMB (%) - 3.00 5.85 3.80 4.94
IOA - 0.3257 0.3626 0.4929 0.4890
O3 obs 27-km 9-km 3-km 1-km
Mean (ppbv) 21.62 20.47 19.40 20.59 21.24
MB (ppbv) - -0.42 -0.67 -0.57 -0.62
NMB (%) - -3.44 -5.46 -4.65 -5.07
IOA - 0.3463 0.4033 0.4634 0.4694

Table 2.4: Averaged Statistical metrics between the observed and modelled data over
all stations. The means of the modelled and observed data, the standard deviation
of the modelled and observed data (�) and the mean biases between the modelled and
observed data (MB) are in units of ppbv. The normalised mean biases (NMB), the mean
fractional biases (MFB), and the Pearson’s correlation coe�cients (r) are dimensionless.

16There are multiple versions of the index of agreement from a number of authors. Here the version
used in (Bouarar et al. 2017) is adopted.
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2.5 E↵ect of emission resolution

In this section the e↵ect of emission resolution on the chemical calculation of the

WRF-Chem model is evaluated. The MarcoPolo emission at the original resolution of

0.01�⇥0.01� is degraded into a coarser resolution of 0.1�⇥0.1� by lumping every 10⇥10

of the original grid to one coarser grid. The emission inventory at both resolutions are

then used in the WRF-Chem model at the model resolution of 1 km. The runs with

the emission at the original resolution of 0.01� is named MarcoPolo, and the one with

emission at resolution of 0.1� is named MPlores in this section.

The colour maps of the NO emission on 27th January 2017 at 11 am in the MarcoPolo

and MPlores runs are shown on the left and right panels of Figure 2.39 respectively. One

can see with the lower resolution, the point sources are diluted in the map of the MPlores

run. It also fails to show the high-emission regions around Tuen Mun and around Lamma

island around the power plants. From the statistics of the emission data (Table 2.5),

despite the slightly lower mean emission fluxes of the CO and NOX emission in MPlores,

the maximum emission fluxes of CO and NOX in the MPlores run are 3.56 and 56.23

times lower than the MarcoPolo run respectively.

Figure 2.39: Left: NO emission flux of MarcoPolo (top-left) on 27th January 2017 at 11 am
with the original MarcoPolo emission inventory at 1 km resolution. Right: NO emission flux
of MPlores (top-right) with the MarcoPolo emission inventory at 10 km at the same time.
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CO MarcoPolo MPlores
Mean 714.24 642.96
Standard deviation 1109.19 816.04
Maximum 11382.20 3195.61

NOX MarcoPolo MPlores
Mean 162.52 134.04
Standard deviation 852.30 128.20
Maximum 31569.35 561.43

Table 2.5: General statistics of the emissions of CO, NOX (mol km�2 hr�1) of the Mar-
coPolo and degraded 10 km-resolution emission inventory MPlores over all the simulation
time in January 2017.

Figure 2.40 shows the colour maps of the ozone concentrations from the MarcoPolo

(left panel) and MPlores (right panel) runs on 27th January 2017 at 11 am. The map of

the MPlores run fails to show the distinct low ozone-concentration regions downwind of

the point sources as in the map of the MarcoPolo run (in the south-west direction of Tuen

Mun, She Kou and Lamma Island), as it also fails to show the NOX emission hotspots

from the point sources. From the statistics of the concentrations of CO, NO, NO2 and

O3 (Table 2.6), the mean concentrations of these species are similar in the two runs,

except that the mean NO concentration in the MPlores run is 36% lower. Consistent

with the emission statistics, the maximum concentrations in the MPlores run are also

lower for CO and NOX, with the maximum NO concentration 10.6 times lower than that

in the MarcoPolo run. However, the maximum O3 concentration in MPlores is slightly

higher than in the MarcoPolo run by 3%.

Figure 2.40: Colour maps of O3 mixing ratio MarcoPolo (left) and MPlores (right) emission
inventory. In both cases the model resolution is 1 km.
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CO MarcoPolo MPlores
Mean (ppbv) 569.01 545.33
Standard deviation (ppbv) 335.85 297.52
Maximum (ppbv) 3540.02 2722.63
Total sum (Mg) 85.86 82.28
NO MarcoPolo MPlores
Mean (ppbv) 17.08 10.98
Standard deviation (ppbv) 52.07 25.86
Maximum (ppbv) 3115.62 294.07
Total sum (Mg) 2.76 1.78
NO2 MarcoPolo MPlores
Mean (ppbv) 25.15 25.25
Standard deviation (ppbv) 25.09 20.76
Maximum (ppbv) 406.73 117.39
Total sum (Mg) 6.24 6.28
O3 MarcoPolo MPlores
Mean (ppbv) 33.44 32.42
Standard deviation (ppbv) 21.30 18.97
Maximum (ppbv) 96.70 99.50
Total sum (Mg) 8.65 8.39

Table 2.6: General statistics of the mixing ratios of CO, NO, NO2 and O3 using the
MarcoPolo and MPlores inventory over all the simulation time in January 2017.

When one compares the total amount of CO, NO, NO2 and O3 in the whole domain

d04 (the bottom rows of the specific species in Table 2.6), the di↵erences of the sums

of CO, NO2 and O3 between the two runs are less than 5%, but the total sum of NO in

the MPlores run is 35.6% lower than that in the MarcoPolo run. As shown in Table 2.7,

the average ozone production rate (P(O3)) in the MPlores run is slightly less than in

the MarcoPolo run by 3.4%, presumably due to the lower mean NO concentration in the

MPlores run. The average loss rate (L(O3)) is 4.6% lower in the MPlores run, consistent

with its higher NO2 mean concentration. As a results, the net ozone production rate in

the MPlores run 19.7% less than that in the MarcoPolo runs. This net ozone production

rate is a bit lower than expected from just a 3.0% decrease in ozone total sum in the

MPlores run.

MarcoPolo MPlores
P(O3) 1.2316 1.1898
L(O3) 0.8179 0.8574
net P(O3) 0.4137 0.3323

Table 2.7: Ozone production and loss rate of the MarcoPolo and MPlores runs over all
the simulation time in January 2017.

Table 2.8 shows the segregation coe�cients in the MarcoPolo and MPlores runs.

The segregation coe�cients between NO and O3 are similar in the two runs, with the

coe�cient in the MPlores run only 1% less negative than in the MarcoPolo run. However,

the segregation coe�cient between NO2 and O3 in the MPlores run is 31% less negative

than in the MarcoPolo runs, meaning that in the MPlores run the NO2 and O3 are less
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H

Figure 2.41: Scatter plots showing the relations between OX and NOX, between NO2 and
NOX using MPlores (cyan) and MarcoPolo (magenta) emission inventory during the daytime
in July 2016.

segregated. The coe�cient between NO and NO2 also drops by 22.8% in the MPlores

run, hinting that NO and NO2 are less correlated.

Segregation coe�cient MarcoPolo MPlores
NO-O3 -0.4824 -0.4755
NO2-O3 -0.2865 -0.1967
NO-NO2 1.7531 1.3529

Table 2.8: Coe�cients of segregation between O3 and NO, between O3 and NO2, between
NO and NO2 using MarcoPolo and MPlores emission inventory over all the simulation
time in January 2017 at all time.

We then look the correlations between NOX and OX, and between NOX and NO2,

where their scatter plots between the two species pairs are shown on Figure 2.41. The

corresponding results of their linear regression are shown in Table 2.9. From the slope

of the plots of the concentration of OX against that of NOX, one can see that the local

contribution of NOX to OX is 3.7% higher in the MPlores run. From the intercept,

the background OX concentration in the MPlores run is also slightly higher by 6.1 ppb.

The local contribution may be due to the wider coverage of low-NOX concentration

areas which produces more ozone. The higher regional contributions may be due to the

dilution of the precursor emission that mix more OX from the neighbouring region to

the simulated domain. However, when one compares the correlation between NOX and

NO2 concentrations, the slope in the MPlores run increases by 14.1%, hinting that either

more of the NOX content is constituent of NO2, or more NO is converted to NO2 in the

MPlores run. This is also consistent with the exceptionally low total amount of NO in

the whole domain in the MPlores run.
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NOX�OX MarcoPolo MPlores
Slope 0.0796 0.1162
Intercept 37.36 43.50
R2 0.0257 0.0176
NOX�NO2 MarcoPolo MPlores
Slope 0.2457 0.3866
Intercept 6.29 4.33
R2 0.8383 0.8552

Table 2.9: Results of the linear regression of the relations between mixing ratios shown
in Figure 2.41.

At last the model comparison between the simulated results from the two runs and

the observation data is evaluated. Data at two observation stations, Tuen Mun and

Shatin, are illustrated to compare the model performance between the MarcoPolo and

MPlores run. Figure 2.42 shows the time series of the results from the two runs and the

observational data on 22th January 2017 8 am to 29th January 2017 5 am at Tuen Mun

station, and Table A.24 shows the corresponding time-averaged statistical metrics. At

the Tuen Mun station, which is close to the point sources of the Castle Peak power plants,

the CO concentration is relatively high. The MPlores run gives an underestimated value

of CO concentration by 130% due to the dilution e↵ect of its low-resolution emission.

However, the MPlores run actually has better results for the concentrations of NO,

NO2 and O3. It overestimates the NO concentration by 98%, improved from the 200%

overestimation by the MarcoPolo run. The MPlores run also gives a less overestimated

value of NO2 concentration, improved by 8.24% from the MarcoPolo run. Due to the

less overestimated NOX concentrations, the model also gives a less underestimated O3

concentration, improved by 6.19% from the MarcoPolo run. It illustrates here, that the

dilution e↵ect of the low-resolution emission inventory compensates the overestimation

of NO emission from the point sources in the original inventory. Also note that the

temporal variation of the MPlores run actually highly resembles that in the MarcoPolo

run.
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Figure 2.42: Time series of the observed and modelled mixing ratios of CO (top), NOX
(middle) and O3 (bottom) in the MarcoPolo (magenta) and MPlores (cyan) runs from 22nd

January 2017 8 am at Tuen Mun station. Similar description as Figure 2.35.

Then the performance at the Shatin station, located in a suburb area and relatively

far away from the point sources, is evaluated. The MPlores run again gives a lower CO

concentration, 22% less than that from the MarcoPolo run. It also underestimates the

concentrations of NO and NO2 by 66% and 32% respectively, in contrary to the 7% and

22% respective overestimation in the MarcoPolo run. The time series in Figure 2.43,

the MPlores run fails to capture some of the high-emission peaks of NOX (see the peaks

at around 15 and 132 hour). However, the MPlores run only slightly overestimates the

O3 concentration by 8%, which have a comparable performance as in the MarcoPolo

run, which underestimates O3 concentration by 12%. From the time series, the MPlores

run actually gives are more accurate O3 calculation on the daily maximum value in the
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period of 0 to 84 hours. It also does not deplete O3 completely like in the MarcoPolo

run, which better fit with the observations when O3 nighttime values are not zero. From

the two examples, one can see that using emission inventory at low resolution does not

necessary gives a worse concentration results, as its dilution e↵ect may compensate other

errors from a high-resolution emission inventory.

Figure 2.43: Time series of the observed and modelled mixing ratios of CO (top), NOX
(middle) and O3 (bottom) in the MarcoPolo (magenta) and MPlores (cyan) runs from 22nd

January 2017 8 am at Shatin station. Similar description as Figure 2.35.
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Overall performance
CO obs MarcoPolo MPlores
Mean (ppbv) 639.27 440.37 386.71
MB (ppbv) - -134.75 -72.53
NMB (%) - -18.82 -10.13
IOA - -0.26 -0.11
NO obs MarcoPolo MPlores
Mean (ppbv) 34.08 21.80 14.52
MB (ppbv) - -13.55 -7.03
NMB (%) - -39.18 -20.35
IOA - 0.49 0.52
NO2 obs MarcoPolo MPlores
Mean (ppbv) 25.72 29.18 25.07
MB (ppbv) - -0.20 0.50
NMB (%) - -4.01 9.89
IOA - 0.47 0.48
O3 obs MarcoPolo MPlores
Mean (ppbv) 20.84 20.47 24.73
MB (ppbv) - -0.14 -0.62
NMB (%) - -2.23 10.15
IOA - 0.49 0.47

Table 2.10: Averaged statistical metrics between the observed and modelled data in the
MarcoPolo and MPlores runs of all stations of the chemical species CO, NO, NO2 and
O3. Similar description as Table A.20.

At last the overall performance of the MPlores and MarcoPolo runs are evaluated by

calculating the statistical metrics on the daily mean mixing ratios as in Section 2.4. The

MarcoPolo run have both smaller bias and a higher scores in the IOA for CO and NO.

For NO2, the MarcoPolo run has a higher bias than the MPlores run but a slightly higher

score in IOA, possibly due to better correlation with the observation data. However, for

O3, the MarcoPolo run has both a higher bias and a lower score in the IOA, implicating it

gives a worse match with the observation than the MPlores run. This may be explained

by the less underestimation of ozone at nighttime in the MPlores run.

From the two station examples and the overall statistics, one can see that using

emission inventory at low resolution tends to underestimates the precursor concentra-

tions. However, its dilution e↵ect may compensate the overestimated emission values a

high-resolution emission inventory, and reduce the underestimation of ozone values at

night.

2.6 Conclusions and Discussions

Calculation on ozone chemistry and production is particularly sensitive to model

resolution due to the non-linear chemistry of ozone. To investigate the problem, a

sensitivity study on ozone chemistry to model resolution is conducted in this chapter.

The study targets at the region around Hong Kong and the ambient Pearl River Delta
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due to its intense emission sources, dense urbanisation and complex topography.

For this purpose, a WRF-Chem model is set up using similar configuration as in

Bouarar et al. (2017) with 4 nested domains at 4 di↵erent resolutions of 27, 9, 3 and

1 km. The 0.01� ⇥ 0.01� emission inventory around the Pearl River Delta region from

the Marco Polo-Panda project is used (Hooyberghs et al. 2016). The results within the

smallest domain (d04) from the runs at the 4 di↵erent resolutions are analysed and inter-

compared to quantitatively evaluate the e↵ect of increasing model resolution. We focus

on the change in model calculation of processes related to ozone chemistry, instead of on

model performance improvement as in the previous studies (e. g. Schaap et al. (2015)).

Two 11-day periods in January 2017 and July 2016 are simulated as the Summer and

Winter data.

The e↵ect of model resolution is very distinguished when compared the colour maps

at di↵erent resolutions. Only at the resolutions of 1 and 3 km can the model show the

impact of geographic topography on temperature and wind variations. With increasing

resolution, the mean horizontal winds decrease and the range of the wind direction

increases. The mean boundary layer height also decreases. There is a longer tail of

low temperature in the probability density function of the surface temperature, which

corresponds to the lower temperature at the higher elevation on the terrains. Increasing

model resolution also better resolves the emission hotspots of precursors. Only at the

resolution of 1 km can the model identify the highway network in Shenzhen and highly-

populated regions in Hong Kong as high-emission areas. The mean emission fluxes of

CO and NOX increase with increasing resolution. In particular, the maximum CO and

NOX emission fluxes increase in 1-2 orders of magnitude as the resolution increases from

27 km to 1 km. The e↵ect is more sensitive for NOX emission.

For the calculated mixing ratios, the model also shows sharper and more extended

tails of high-concentration regions for CO and NOX and low-concentration regions for

O3 at the downwind areas of the point sources as the resolution increases. Only at the

higher resolutions can the model give minima values of CO and NOX and the maxima

of O3 at the high-elevation areas around the terrains. The mean mixing ratios of CO

and NOX tend to increase with resolution, while that of O3 decreases with resolution.

However, the relations of the mean mixing ratios with resolution are not so clear between

the resolution of 1 and 3 km. NO/NOX ratio also increases with resolution, hinting more

active photochemistry with increasing model resolution. The diurnal cycle of CO and

NOX varies mainly dynamically with the evolution of the boundary layer height, and

O3 varies diurnally accordingly and also with the availability of daylight. However, the

diurnal cycle between NOX and O3 is delayed at the resolution of 27 km, presumably

because the boundary layer shrinks less rapidly than in the runs at the higher resolutions,

which prolongs the transport of regional ozone from higher altitudes.

The time-averaged total amounts of CO and NOX decrease as the resolution increases
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from 9 km to 1 km. The total amount of O3 decreases systematically from 27 km to 1

km in Winter. The tendency is however not so clear during Summer. The ozone produc-

tion rate increases with increasing resolution, consistent with the increasing NO/NOX

ratio. The ozone loss rate also increases with resolution, presumably because more NO2

hotspots are resolved at higher resolutions, encouraging the loss of NOX by converting

NO2 to nitric acid and organic nitrates. The net ozone production rate per NOX concen-

tration decreases when the resolution increases from 27 km to 3 km, as expected from

the non-linearity of ozone chemistry and the increase in NOX mixing ratios. However,

the rate increases again when the resolution increases from 3 km to 1 km. It is presum-

ably due to a combination e↵ect of the slight drop of mean NO and NO2 mixing ratios

and a substantial increase in the contribution of VOCs to ozone production.

Despite the net ozone production rate is higher in Summer, both the mean concen-

tration and the total sum of O3 are higher in Winter, indicating a large contribution

of O3 from regional transport in Winter. The prominent decrease in modelled O3 total

sum is speculated to be a combined e↵ect of the decreasing regional influence and the

decreasing net ozone production rate with increasing resolution.

As the distribution of the calculated mixing ratios changes with increasing resolution,

it also changes the segregation and correlation between the NOX species and O3. The

segregation between NO and O3 increases with resolution during daytime in Summer

and Winter, and decreases during nighttime in Winter. The deviation is most significant

when the resolution increases from 27 km to 9 km. Similar pattern also occurs to the

segregation coe�cient between NO and NO2, suggesting the change in processes in the

NO�NO2�O3 chemical cycle between day and night. The correlations between the NOX

and OX species are calculated for the daytime data in Summer due to the more active

photochemistry at that period of time. With increasing model resolution, the relation

between NOX and OX becomes more positive, indicating that the local contribution to

OX in levels of NOX increases by 3% as the resolution increases from 27 km to 1 km.

Although only the horizontal grid resolution changes among the 4 runs, it also a↵ects

the vertical profiles of the physical and chemical variables. In particular, both the mean

and variance of the vertical wind increase significantly with increased resolution. The

change of grid resolution can even change the direction of the mean vertical transport

in some altitudes. Increasing grid resolution also increases the magnitude of fluxes of

CO, NO, NO2 and O3. The vertical profile of ozone flux is particularly sensitive to

grid resolution. Both of its magnitude and sign change with di↵erent resolutions. For

example, at the resolutions of 9, 3 and 1 km, the O3 flux is negative in the lower part of

the boundary layer, indicating mean downward transport; but the flux becomes positive

when the resolution decreases to 27 km.

The model performance at the 4 resolutions is then evaluated with observational data.

The observational data are obtained from 16 ground stations in Hong Kong, covering
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4 types of areas in di↵erent urbanisation levels. In particular, the model improves its

performance with increasing resolution more significantly when it is close to a point

source or in a moderately urbanised area. The improvement is less significant in rural

areas, similar to previous findings (e. g. Tie et al. (2010)). The model shows almost no

improvement with increasing resolution on street-level observation in highly-urbanised

areas. Overall, the model gives a smaller bias (except for CO) and a higher score in

the index of agreement with increasing resolution. The improvement, however, is not so

significant when the resolution increases from 3 km to 1 km.

At last a simulation is performed with the grid resolution of 1 km but with a resolution

degraded emission inventory at the resolution of 0.1� ⇥ 0.1�, i. e. 10 times coarser

than the original emission data. With the coarser emission inventory, the net ozone

production rate decreases by ⇠ 20%. The segregation between NO2 and O3 drops by

31%. The local contribution by NOX to O3 increases by 3.7%, and by 14.1% to NO2,

hinting more NO is converted to NO2. Although the new run tends to underestimate

precursor concentrations and does not match the peak concentrations as good as in

the high-resolution emission run, the diluted emission in the coarser emission inventory

compensates the overestimation in the original inventory near a point source. It also

gives a less underestimation on ozone nighttime values.

The statistics analysed in this chapter focus mainly on the mixing ratios of CO, NOX

and O3 concerning ozone chemistry. However, VOCs, such as isoprene, are also known

to play an important role in ozone chemistry, especially in this case that the simulated

domain is in the VOC-limited regime. The study stays the focus on the species CO, NOX

and O3 for the purpose of comparison with the results in the later chapter. Therefore

an analysis involving VOCs is limited in this Chapter. However, due to the abundance

of vegetative areas (48% of the total landmass17) in between urban areas in Hong Kong,

similar approaches including the e↵ect of isoprene and other VOCs would be useful for

further study.

During the nighttime, the model usually gives substantial overestimations in CO

and NOX concentrations and underestimations in O3. This is speculated to be due

to the underestimated vertical mixing during nighttime in the model. Excess residual

heat from the building surfaces often induce more vertical mixing than normal ground

surface, making the urban nighttime boundary layer less stable. The model may not

take this e↵ect into account as it does not include any special treatment related to urban

structures. This scenario is also reported in many other studies (Bouarar et al. 2017;

Kuik et al. 2016).

The significant overestimated modelled concentration at the Tuen Mun observation

station also raised the concern on the accuracy of emission data from point sources in

17including the areas of woodland and shrubland, from the land utilisation data in Hong Kong
2017 from the HKSAR Planning Department (https://www.pland.gov.hk/pland_en/info_serv/
statistic/landu.html).
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the emission inventory used (in this case this is the Castle Peak power plants). Liu et al.

(2016) reported a decreasing trend of NOX emission in China after the year 2011, despite

in many emission inventory an increasing trend is assumed. As the Marco Polo emission

inventory is released in 2014, it may not be updated enough to account for the emission

in 2016 and 2017. Hence there is a chance that the emission data in 2016 and 2017

are overestimated. It is also noted that the potential error induced from the emission

inventory is substantially large. For instance, if we assume that the overestimation of

the modelled concentrations in the Tuen Mun station is solely due to the overestimated

emission from the Castle Peak power stations, the mean bias for NO is ⇠ 200% even at

the resolution of 1 km. Compared with the e↵ect from the change in model resolution,

that increasing the model resolution from 27 km to 1 km decreases ozone production

e�ciency by ⇠ 35%, increases the segregation between NO and O3 by 35% and increases

the local contribution of NOX to O3 for 3%, the error from emission inventory is more

prominent. However, this great influence may only apply to areas which are close to the

point sources with overestimated emissions.

From the underestimation of CO and NOX concentrations in the model at the road-

side and urban stations, one may also speculate that the emission inventory underesti-

mates the emission from local transport. In fact, the local transport accounts for ⇠ 30%

of the NOX emission in Hong Kong (Environment Bureau 2013), and therefore an accu-

rate emission of local transport is crucial in the simulated domain. However, an accurate

local transport emission requires an extensive survey on the local transport data from

local organisations, which are not covered by the downscaling procedures in the Marco

Polo emission inventory. Also, the model does not include a diurnal variation of the

emissions, which is significant in transport emission due to the prominent tra�c peak

hours in big cities. Future improvement on modelling in the area may take these points

regarding local transport emission into account.

The relative large biases in the roadside stations also raise the question that whether

regional models similar to the adopted model is adequate to model roadside air quality.

First, the first vertical layer in the model is with a vertical spacing of ⇠ 20 m, which is

higher than the roadside stations at an altitude of 3-5 m. The modelled data may not

be suitable to be compared to observation data obtained from such stations. Second, as

these stations are well inside the urban canopy, in which the turbulent flow structure is

complex, the resolution at 1 km fails to resolve such turbulent motions. Extra techniques

such as urban canopy model or even coupled large-eddy simulations are necessary to

tackle with such situations.

It is also noted that the meteorological data are missing in the observation stations.

This makes model validation on local wind transport di�cult in this study. Also there

are only observation data at the surface layer from the stations. An observation of

pollutant concentrations at multiple vertical level is most valuable when accounting for
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the vertical mixing of pollutants (Wang et al. 2001). With the potential installation of

LIDAR18 system in observation stations19, vertical profiles of modelled concentrations

can be validated in the near future.

Despite the above-mentioned limitations in the study of this chapter, this study still

successfully serves its purpose to illustrate the substantial e↵ect of model resolution on

calculating ozone chemistry and production in aspects of concentration statistics, ozone

production rates, segregation between ozone and its precursors, and local contributions

of NOX to ozone. In the next chapter we shall look into the problem in a finer scale

which resolves turbulence explicitly.

18The LIDAR (LIght Detection And Ranging) is a remote sensing instrument operating in the optical
range. Depending on the desired measurement, lidar systems use various light-matter interactions such
as Rayleigh, Mie and Raman scattering or fluorescence, to measure the ozone vertical distribution
(Harris et al. 1998).

19For example in Hong Kong, such LIDAR system has been planned by the Environmental Protection
Department and a proposal has been handed to the Legislative Council for financing the system in
December 2018.
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Chemical-turbulence Interaction in

Planetary Boundary Layer

3.1 Introduction

3.1.1 Chapter objective and outline

From Chapter 2, we have learnt that at di↵erent resolution of model grid and emis-

sion inventory, chemical transport models (CTMs) calculate chemistry di↵erently. At

higher resolution, the model is more capable to resolve meteorological conditions with

varied topography (e. g. wind patterns) and locations of source and sink of segregated

pollutants. With these increasing resolving capacities, the ozone production e�ciency

(net ozone production rate per NOX concentration) decreases due to the non-linearity of

ozone chemistry. The daytime segregation between NOX and O3 and the local contribu-

tion of NOX to O3 also increase. The model at high resolution gives better agreements

with observations in moderately urbanised area and near point sources. However, the

deviation in statistics of model results is not so significant when the resolution increases

from 3 km to 1 km. One of the possible reasons causing such ”bottleneck” in model

improvement with increasing resolution in a relatively high resolution range is the mis-

representation of subgrid processes in the CTMs. For example, even a CTM at the

resolution of 1 km fails to resolve turbulent motions in the atmosphere. The typical tur-

bulent length scale in urban environment is ⇠ O(10) m, but a resolution at such length

is not practical in operational CTMs. Therefore, in this chapter, a turbulent-resolving

tool, direct numerical simulations (DNS), is employed to explicitly calculate the e↵ect

of turbulent motions on chemical reactions in the boundary layer.

Several past studies have investigated the topic in a convective boundary layer with

initially-segregated sources , mainly by mean of large-eddy simulations (LES) (e. g.

Schumann (1989); Krol et al. (2000); Vinuesa and de Arellano (2003, 2005), etc.). The

89
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Damköher number is used to classify the turbulent and chemical regimes in which tur-

bulent mixing significantly a↵ects chemical reactions in atmospheric flows (Damköhler

1940; Danckwerts 1952; Toor 1969; Donaldson and Hilst 1972). For fast reactions with

Da � 1, where the chemical timescale of the reactant is comparable to or shorter than

the turbulent timescale of the atmosphere, the reactants are not well mixed by tur-

bulence before chemical reaction takes place. Such ine�cient turbulent mixing of the

chemicals causes the chemical reaction to undergo a significantly di↵erent rate from its

imposed value. Vinuesa and de Arellano (2003) suggested the use of the e↵ective chem-

ical reaction rate to quantitatively describe such e↵ect of ine�cient turbulent mixing on

the rate of chemical reaction. Their study also showed that in the fast chemistry regime

(Da = 0.8� 1.9), the e↵ective chemical reaction rate is only ⇠ 85% of the imposed rate.

Some studies (Krol et al. 2000; Auger and Legras 2007; Ouwersloot et al. 2011)

also accounted for the impact of source heterogeneity on such chemical-turbulence in-

teraction, and illustrated that heterogeneous emission increases the segregation of the

precursors and further decreases the actual reaction rates under a range of emission

configurations. The investigation also extended to more realistic chemical schemes and

environments. In particular, Kim et al. (2016) investigated the impact of turbulent

mixing on isoprene-OH reactivity by LES with a comprehensive chemistry scheme, and

showed that the segregation of isoprene and OH causes ⇠ 20% decrease to ⇠ 10% in-

crease in the horizontally-averaged chemical reaction rate, depending on the emission

flux of nitrogen oxides. Brosse et al. (2017) conducted a similar study focusing on the

atmosphere in southern West Africa, and found a reduction of up to 8% in the mean

chemical rate between the OH radical and C>2 aldehydes in their urban case. All these

studies point to a direction that the ine�cient turbulent mixing of the chemicals in the

atmosphere would alter the reaction rate from its imposed value substantially in urban

conditions, in which the emission sources are particularly intense and heterogeneous.

In this chapter, DNS simulations are conducted to investigate the impact of ine�cient

turbulent mixing on chemical reactions in a convective boundary layer, first in a similar

configuration as in the previously-mentioned studies. In contrast to the previous LES

works, our DNS simulations can explicitly resolve the convective turbulent motions in the

boundary layer without uncertainties from subgrid turbulent parametrisations. While

previous studies focus on agricultural and rural conditions where the emission fluxes are

relatively low (⇠ O (0.01) ppb m s�1), the simulations here extend to strong emission

fluxes in typical urban values (⇠ O (0.1-1.0) ppb m s�1) to re-examine the e↵ect in

urban environment. With strong emission fluxes, subgrid turbulent parametrisation in

LES simulations may induce significant error near the surface where the tracer is emitted

(Vinuesa and Porté-Agel 2005, 2008).

The results from DNS are then degraded into lower resolution to mimic the calcu-

lation from regional models. Previous work always compared their LES results with a



Chapter 3 91

complete-mixing model, which assumes tracers to be completely mixed within the whole

boundary layer in the simulation domain (or in other words, assumes the whole bound-

ary layer to be in the same model grid). This attempt is however unsuitable for the

comparison with CTMs, as regional CTMs nowadays are usually at resolutions of a few

kilometres, and consist of multiple vertical levels within the boundary layer.

At last, a parametrisation scheme based on physical and chemical variables easily

obtainable from the simulation is then formulated for purpose of implementation into a

regional model. There have been previous attempts to parametrise this subgrid chemical-

turbulence interaction (Vinuesa and de Arellano 2005; Petersen and Holtslag 1999),

but these schemes involved a lot of parameters such as the entrainment fluxes and the

covariance of the concentrations, which are too complicated to be derived within an

operational CTMs.

The structure of the chapter is as follows. The problem of misrepresenting subgrid

chemical-turbulence interaction is first illustrated by simulations with tracer advecting

in turbulent wind field in a box mimicking a grid in a large-scale model right after this

section.The DNS model with a bottom-top emitted and a top-bottom entrained tracers

reacting in a second-order chemical scheme is first described, and its results are then

presented. Based on these results, the mechanism of how turbulence a↵ect chemical reac-

tions is discussed. The impact of degrading the model resolution on chemical calculation

is then assessed. This is then followed by extending the investigation to simulations with

NOX-O3 chemistry and heterogeneous surface emission. At last the parametrisation of

the e↵ect of turbulence on chemistry is then formulated and its implication in chemical-

transport modelling in urban environments in a CTM is speculated.

3.1.2 Interaction between turbulent mixing and chemical reac-

tions: Fundamental representation

Chemical-turbulence interaction is considered to be a sub-grid process, and is unre-

solved in large-scale models. To preview this problem in a fundamental representation,

tracer advection simulations in turbulent wind field within a model grid in a large-scale

model with the simulation domain mimicking a grid in a large-scale model. Possible

errors can also be induced from the adopted advection scheme, the dimension and the

resolution of the simulations. In this section, we will explore how the numerical schemes

in a model may introduce errors to the calculation of tracer advection in a turbulent

flow, and how subgrid turbulent motion a↵ects chemical reactions with varied Reynolds

number, the chemical reaction rate coe�cient and the initial separation between the

reactant tracers.
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Numerical schemes for tracer advection

Di↵erent numerical methods have been developed to solve equations in atmospheric

flows. There are a number of numerical schemes to solve the simple advection equation

in general to adapt with di↵erent simulation settings (see Brasseur and Jacob (2017)

and Dullemond and Wang (2009) for overview, and Durran (2010) in details). In this

session di↵erent numerical schemes are explored to search for a suitable scheme to solve

the problem addressed in this session.

To illustrate the variety of numerical schemes, a range of schemes are employed to

solve the one-dimensional advection equation:

@ 

@t
+ u

@ 

@x
= 0

for a step-function  advecting with a constant velocity of u along the x-direction. The

analytical results of the tested schemes and the exact solution are plotted in the left

panel of Figure 3.1. Despite of the simplicity of the problem, the employed schemes all

give a range of di↵erent solutions. To address the problem studied in this thesis, a good

numerical scheme should fulfil the following criteria. First, it should be mass-conserving

in order to prevent artificial loss of the chemicals. Second, it should be sign-preserving.

Otherwise negative concentration may produced in the analytical solution, which results

in error in the calculation of chemical reactions. Last, the scheme should be non-di↵usive,

since the numerical di↵usion of the scheme produces spurious reactions.

According to these criteria, the upwind-class schemes are better performed in the

setting of this scenario (plotted in details on the right panel of Figure 3.1). The upstream

scheme is a first-order scheme which gives the solution

 n+1
i =  n

i �
u�t

�x

�
 n

i � n
i�1

�

at x = xi and t = tn. The solution is mass-conserved and sign-preserved. However, it is

also highly di↵usive, which generates excessive numerical mixing, and thus is not desir-

able. The second-order Fromm scheme is a piecewise linear scheme, which is expressed

as

 n+1
i =  n

i �
u�t
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i�1

�
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The piecewise slope �n
i at x = xi and t = tn is then

�n
i =

 n
i+1 � n

i�1

2�x
.

The Fromm scheme is less di↵usive, but produces overshooting and undershooting at

points where the slope is large. Undershooting results in negative concentrations, and

therefore should be avoided. The remaining two schemes, MPDATA and van Leer,
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are advanced upwind scheme. The advanced schemes are less di↵usive and do not

generate overshooting or undershooting results, and therefore are considered to be good

candidates.

Figure 3.1: Left panel: Plots of solutions of a variety of Eulerian schemes. Right panel: Plots
of solutions of the first-order upstream scheme, the second-order Fromm scheme, an advanced
scheme with anti-di↵usion steps (MPDATA) and with flux limiter (van Leer). In both panels,
the exact solutions are plotted in black, and the solutions are plotted after 500 timesteps.

After the analysis in one dimension, we move to tracer advection in two dimen-

sions. Two tracers A and B are advected parallelly in a diagonal constant wind with

(u, v) = (1, 1), where u and v are the x and y component of the wind field. A simple

chemistry scheme (A + B ! C, by solving dnC/dt = nAnB, where nA, nB and nC are

the concentration of Tracer A, B and C respectively) is employed to check for spuri-

ous production of the third tracer C, which is solely due to numerical di↵usion of the

schemes. The upstream, MPDATA and van Leer scheme are adopted. Figure 3.2 shows

contour maps of the tracer concentrations after 500 steps and the production of Tracer

C in simulations using di↵erent schemes. Both the upstream scheme and the MPDATA

scheme produce some amount of Tracer C at the end of the simulation, which are solely

artificial. However, in the van Leer scheme, the solution stops di↵using further after

certain timesteps, and eventually results in no production of Tracer C at the end of

the simulation. With its relatively limited numerical di↵usion, the van Leer scheme is

a suitable scheme for tracer advection in this context, and is therefore adopted in the

later simulations of the section.
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Figure 3.2: Concentration contour plots from the 2D tracer advection simulations with di↵er-
ent numerical schemes. Top left: Initial condition of the simulation. A southwesterly constant
wind field is applied. The red contours refer to Tracer A and the blue contours refer to Tracer
B. One contour level is equivalent to 0.1. Top right: Solutions of the first-order upstream
scheme after 500 timesteps. The green contours refer to Tracer C, which is produced by reac-
tion between Tracer A and B. Bottom left: Solutions of MPDATA scheme after 500 timesteps.
Bottom right: Solutions of the van Leer scheme after 500 timesteps. Note that no Tracer C is
formed.

Tracer advection with turbulent mixing

Eddy di↵usion Simulations with tracers advecting in a 3D turbulent wind field with

simple chemistry are conducted to evaluate the interaction between turbulent motions

and chemical reactions within a model grid cell. At first, a turbulent wind field is

generated by adding a randomly generated streamfunction to that of a constant wind

field. The turbulent intensity of the wind field, defined by �u/u, where �u and u are the

root-mean-square and the mean of the component of the field respectively, can be varied

between the magnitude of the turbulent and constant component of the streamline. A

tracer was advected in such a field with the van Leer scheme (refer to the left panel

of Figure 3.3). This is then compared to a simulation with the tracer advecting in

a constant wind field with an eddy di↵usion term KDr2x, where KD is the di↵usion

coe�cient (refer to the right panel of Figure 3.3). This is a common technique used in

large-scale models to account for turbulent mixing. One can see the simulation with

eddy di↵usion cannot represent the inhomogeneous distribution of the tracer advecting

in a turbulent field.
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Figure 3.3: Concentration contour plots from 2D tracer advection simulations with turbulent
mixing. Left panel: Tracer advection in a turbulent wind field. Right panel: Tracer advection
in a constant wind field with artificial eddy di↵usion.

Methodology

Simulations with tracer advecting in a 3D turbulent wind field with simple chemistry

are conducted to evaluate the subgrid chemical-turbulence interaction, in which the

simulation domain represents a single grid cell in a large-scale model. The results were

then compared to a reference complete-mixing model, depicting a large-scale model

which neglects the subgrid e↵ect.

Simulation settings A 3D decaying isotropic turbulent field was generated by a code

adopted from Orlandi (2012). Here the choices of initial conditions in the code are

summarised. One should refer to Orlandi (2012) for the detailed description of the code.

To compute a decaying isotropic turbulent field, the Navier-Stokes equations for an

incompressible flow

r · u = 0

@u

@t
+ (u ·r)u = �rp+

1

Re
r2u,

where u are the velocity components, t is time, p is pressure and Re = LU/⌫ is the

Reynolds number with the characteristic length L and velocity U over the viscosity ⌫,

are solved with the initial energy spectrum (Mansour and Wray 1994)

E(, 0) =
q2

2A

1

�+1
p + �

exp

"
��
2

✓


p

◆2
#
,

where  is the wavenumber, p is the wavenumber at which E(, 0) is maximum, q2/2

is the turbulent kinetic energy, � is a parameter, and A =
R1
0 � exp(��2/2)d. The
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energy spectra is related to the amplitude the Fourier models of the velocity components

û() = ↵e1i + �e2i ,

where e1i , e
2
i are mutually orthogonal unit vectors in the plane orthogonal to the wave

mentor, and ↵ and � are complex coe�cients given by

↵ =

✓
E(, 0)

4⇡2

◆
exp(i✓1) cos(�),

and

� =

✓
E(, 0)

4⇡2

◆
exp(i✓2) sin(�),

where ✓1, ✓2 and � are uniformly distributed random number between 0 and 2⇡. A

second-order Runge-Kutta scheme is used to advance in time.

Ten repetitive runs with di↵erent additional phase to the wavenumber k are per-

formed for each set of variables in the simulation. Periodic boundaries are set in all

dimensions. The simulation is run in a domain of Lx⇥Ly ⇥Lz, and Lx = Ly = Lz = 2⇡

with number of nodes of 64 ⇥ 64 ⇥ 64 for all 3D runs. The velocity fields u = (u, v, w)

are then calculated from the streamfunction  with the relation

u = r⇥  .

The advection of tracers are calculated by using the van Leer scheme.

Two reactant tracers, Tracer A and B, advect in the turbulent wind field, and react

to form Tracer C (A+B ! C). Tracer chemistry are calculated after the advection by

solving the following equations:

DA

Dt
= �kcAB+ sA

DB

Dt
= �kcAB+ sB

DC

Dt
= kcAB,

where A,B and C are the concentration fields of Tracer A, B and C respectively, kc is

the prescribed chemical reaction rate, and sA and sB are the source function of Tracer

A and B, which will be explained in the later part of this section.
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To conserve the scalar fields, an implicit-explicit averaged scheme is used to analyt-

ically calculate the tracer concentration fields as the following:

At+1 = Aadv � 1

2
kcdt

�
At+1Badv +AadvBt+1

�

Bt+1 = Badv � 1

2
kcdt

�
AadvBt+1 +At+1Badv

�

Ct+1 = Cadv � kcdtA
t+1Bt+1,

where the terms with superscript adv refer to quantities calculated at time t after the

advection step and the terms with subscript t + 1 refer to the quantities at timestep

t+ 1.

Tracer A is emitted in a ⇡/8⇥⇡/8⇥⇡/8 cube at the middle of the simulation domain

at a constant rate of sA, i.e.

sA(x, y, z) =

8
<

:
1 if L

x

2  x  L
x

2 + ⇡
8 and L

y

2  y  L
y

2 + ⇡
8 and L

z

2  z  L
z

2 + ⇡
8

0 elsewhere ,

so that the total emission of Tracer A over the whole simulation domain is

SA =

Z

domain

sAdxdydz = 64.

Tracer B is emitted uniformly over the whole simulation so that

sB =
SB

LxLyLz

and

SB =

Z

domain

sBdxdydz = SA.

As Tracer B is emitted at the background, this emission configuration is called ”back-

ground source” (BS ). The initial configuration is depicted in the schematic diagram

shown on the left panel of Figure 3.9. The streamlines at t = 0 and t = 5000 in the

simulation are illustrated on the right panels of Figure 3.4.

The simulations are conducted in sets of two variables, the Reynolds number Re and

the chemical reaction rate coe�cient kc. The Reynolds number represents the turbulent

intensity of the wind field. With the chemical reaction rate coe�cient kc, one can get

the Damköhler number

Da =
tturb
tchem

⇠ kc
Re

,

where tturb and tchem are the timescales of turbulence and chemical reaction respectively.

For reactions withDa ⌧ 1, the chemicals are well-mixed. For the reactions withDa � 1,
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the chemicals are not mixed well by turbulence before they react, and the chemical-

turbulence interaction becomes important.

Figure 3.4: Tracer advection simulation with simple chemistry in a 3D turbulent field, with
instant plumes (Case I) with Re = 106, Kc = 1.0 and ds = 20.
Top left: Streamline of the initial turbulent wind field Bottom left: Streamline plot after 5000
timesteps.
Top right: Initial condition of the simulation with the LS configuration. Tracer A and B are
plotted in red and blue respectively. Bottom right: Isosurface plots of the tracer concentrations
after 5000 timesteps. The green isosurface refer to Tracer C.

Analysis parameters The subgrid chemical-turbulence interaction is unresolved in

a large-scale model, so that the tracers are assumed to be completely mixed in a grid.

A complete-mixing model, which represents such calculation in a large-scale model, is

used as a reference to account for the significance of the subgrid chemical-turbulence

interaction. The results of the aforementioned simulations are compared with the values

from the complete-mixing model. In the complete-mixing model, Tracer A and B are

assumed to be well-mixed inside the grid box throughout the calculation, so that the
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tracer concentration fields can be calculated analytically without the advection from

dAref

dt
= �kcArefBref + sA,0

dBref

dt
= �kcArefBref + sB,0

dCref

dt
= kcArefBref ,

and the source terms of the reactant tracers are

sA,0 =
SA

LxLyLz

and

sB,0 =
SB

LxLyLz

.

The corresponding reference amount of Tracer C produced is therefore

NC,ref =

ZZ
Crefdxdydz.

This quantity is then used to normalise the amount of Tracer C produced in the simu-

lations

NC =

ZZZ
Cdxdydz.

So that the normalised amount of Tracer C produced NC/NC,ref is the first parameter

for the simulation analysis. In the complete-mixing model, NC/NC,ref = 1.

The second parameter for analysis is the segregation coe�cient between the reactant

tracers IS,AB. The tracers are initially segregated in the simulations, according to the

prescribed emission configurations. Turbulence mixes the tracers and changes the seg-

regation between the tracers. Performing Reynolds averaging to the concentration field,

the field can be decomposed into the mean term (with angle-brackets) and the perturbed

term (primed term)

A = hAi+A0

and

B = hBi+B0.

The segregation coe�cient between Tracer A and B is expressed here as

IS,AB =
h(A� hAi) (B� hBi)i

hAihBi =
hA0B0i
hAihBi .

The e↵ective chemical reaction rate keff can be related to the tracer segregation.
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Taking the volume average of the production of Tracer C, one can get

hdC
dt

i = kchABi

= kc(hAihBi � hA0B0i)
= keffhAihBi.

Therefore, the e↵ective chemical reaction rate can be calculated from

keff = kc

✓
1 +

hA0B0i
hAihBi

◆

= kc (1 + hIS,ABi) .

In the complete-mixing model, keff = kc.

Results

Dependency on Reynolds number Re First, the dependency of the subgrid chemical-

turbulence interaction on the Reynolds number is evaluated. Figure 3.5 shows the cases

with di↵erent Reynolds number Re with the chemical reaction rate kc = 1.0. As illus-

trated the left panel of Figure 3.5, the amount of Tracer C produced increases with the

Reynolds number. This is due to the increased turbulent mixing with higher Reynolds

number. The amount of Tracer C produced is initially higher than the reference value

(dashed line) in all case because of the more concentrated source of Tracer B in the

central region of the simulation domain than a completely-mixed situation at the early

stage of the simulations. However, this e↵ect is level o↵ as the tracers accumulate.

The amount of Tracer C produced approaches to some certain values dependent on

the given Reynolds number, with the case with Re = 10000 corresponds closest to the

complete-mixing model. However, the amount of Tracer C produced is still only ⇠ 45%

of reference value. Note that when the Reynolds number is high enough (compare the

case with Re = 3000 & Re = 10000), the Reynolds-number similarity is attained, at

which the resultant statistical quantities no longer depend on the Reynolds number.

We have checked the cases with Re = 3000 and Re = 10000 with simulations of dou-

bled number of nodes to make sure the similarity is not due to resolution issue (See

Section 3.1.2).

The intensity of segregation between Tracer A and B IS,AB is plotted in the right

panel of Figure 3.5. Initially when the concentrations of both Tracer A and B are low,

the reactants are mixed more easily. But as the tracers accumulate, the mixing of the

tracers relies on turbulent mixing. In the cases of Re = 100 and Re = 500, the turbulent

mixing is weak, so that IS,AB drops exponentially to -1, which a longer e-folding time

for larger Reynolds numbers. For the cases of Re = 3000 and Re = 10000, the e↵ect
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of turbulent mixing is significant, and there exists a quasi-equilibrium value for IS,AB

when the e↵ect of turbulent mixing is comparable to the chemical reaction. This quasi-

equilibrium state is reached at a later time and for a longer period of time when the

Reynolds number is higher, as the corresponding turbulent mixing is more prominent.

However this system leaves this quasi-equilibrium after a short while because of the

dissipating turbulence and the accumulating tracers, and IS,AB converges to -1 at the

end of the simulation.

Figure 3.5: Tracer advection simulation with simple chemistry in a 3D turbulent field, with
the configuration of BS with varied Reynolds number Re and kc = 1.0.
Top panel: Normalised production of Tracer C NC/NC,ref . Bottom panel: Segregation between
Tracer A and B IS,AB.

Dependency on chemical reaction rate kc Figure 3.6 shows the cases with di↵erent

chemical reaction rate kc with Re = 3000. With a smaller chemical reaction rate kc,

the amount of Tracer C produced in the simulations approaches to the reference value

(refer to the left panel). This is because a smaller kc with a given Reynolds number

corresponds to a smaller Damköhler number, allowing more time for the tracers to be

mixed before they react chemically. One can see that with su�ciently low kc (referring

to the case with kc = 10�4), the simulation results correspond closely to the reference

value. This can also be illustrated with the segregation between Tracer A and B. The

reactants are less segregated when the chemical reaction is slow, since the tracers are

mixed more before they react.

There is a practical implication of this investigation to the real-life problem of chem-

istry in the atmosphere. The Reynolds number in the atmosphere is so high that it

reaches the criteria of Reynolds number similarity. The rate of the chemical reaction

concerned becomes the dominating factor of the problem. As the range of chemical

rates for reactions in the atmospheric is vast, one may expect varied dependency on

chemical-turbulence interaction for di↵erent reactions.
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Figure 3.6: Tracer advection simulation with simple chemistry in a 3D turbulent field, with
the configuration of BS with varied chemical reaction rate kc and Re = 3000.
Top panel: Normalised production of Tracer C NC/NC,ref . Middle panel: Subgrid influence
parameter �. Bottom panel: Segregation between Tracer A and B IS,AB.

Dependency on source configuration To investigate the influence of source con-

figuration on the problem, a second emission configuration is examined. Tracer A is

emitted as the same configuration in the BS cases, while Tracer B is emitted in another

4⇥ 4⇥ 4 cube, which is separated from the source of Tracer A by a distance of ds., i. e.

sB =

8
<

:
1 if L

x

2 + ds  x  L
x

2 + ds+ 3 and L
y

2  y  L
y

2 + 3 and L
z

2  z  L
z

2 + 3

0 elsewhere
.

Again, SA = SB = 64. This second configuration is called ”localised source” (LS ).

Figure 3.7 show the cases with source emission configuration BS, LS with ds = 10 and

LS ds = 30, with Re = 3000 and kc = 1.0. One can see that the BS case produces the

largest amount of Tracer C, followed by the LS ds = 10 case, when the tracer sources

are closely located to each other. However, the e↵ect of source inhomogeneity is not

significant in this setting of the simulations, especially when the tracers are accumulated.

We shall investigate again the e↵ect of inhomogeneous emission sources in the later

chapters of this thesis.
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Figure 3.7: Tracer advection simulation with simple chemistry in a 3D turbulent field, with
the configuration of BS and LS with tracer separation ds = 10 or 30, with Re = 3000 and
kc = 1.0.
Top panel: Normalised production of Tracer C NC/NC,ref . Bottom panel: Segregation between
Tracer A and B IS,AB.

2D vs 3D Mixing

To save computational costs, models are sometimes run in two dimensions instead of

three dimensions. 2D simulations also allow the model to be run in a higher resolution.

In this session, the simulations conducted in 2D fields will be conducted with the ones

in 3D fields. Figure 3.8 shows the streamlines and the tracer concentrations of one of

the performed 2D simulations. Here two sets of 2D simulations with di↵erent resolution

were performed, one with higher resolutions with grids of 256 ⇥ 256 (2DHR), another

with the same resolution of the 3D simulations (64 ⇥ 64, here referred as 2DLR). The

configuration of the 2D simulations is set as a 2D projection of the 3D simulations, and

the source configuration is adopted as in the BS configuration. The emission is set so

that the total emission of Tracer A and B are equal to that in the 3D simulation, so that

Tracer A is emitted in a ⇡/8⇥ ⇡/8 box in the middle of the simulation domain:

sA(x, y) =

8
<

:
4 if L

x

2  x  L
x

2 + ⇡
8 and L

y

2  y  L
y

2 + ⇡
8

0 elsewhere

sB =
SB

LxLyLz

,

so that SA = SB = 64.
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Figure 3.8: Tracer advection simulation with simple chemistry in a turbulent field Top left:
Streamline of the turbulent wind field adopted. Top right: Initial condition of the simulation.
Tracer A and B are plotted in red and blue respectively. Bottom left: Snapshot of simulation
after 2000 timesteps. The green contours refer to Tracer C. Bottom right: Snapshot of simu-
lation after 5000 timesteps.
We assume here that the domain represents a grid cell of a coarse model, and we show the
sub-grid behaviour of reactive species in a turbulent flow.

Figure 3.10 shows the simulations with Re = 3000 and kc = 1.0 for the 2DLR, 2DHR

and 3D runs. One can see from the left panel, that the 2D simulations always produce

a larger amount of Tracer C than in the 3D runs. This is due to the fact that in the

2D simulations, the emission region is projected as a cuboid instead of a cube as in the

3D simulations (refer to Figure 3.9). It allows a larger surface area for mixing between

Tracer A and Tracer B in the 2D simulations. The 2DLR and the 2DHR cases produce

almost the same amount of Tracer C, indicating that the resolution in the 2DLR runs is

high enough to resolve the turbulent dissipation for Re = 3000. However, in all cases the

amount of Tracer C produced is still less than the reference value in the complete-mixing

model.

The right panel shows the segregation of the reactant tracers. The tracers are mostly

segregated in the 2DHR runs. This is because the high resolution in the model can

provide more information about the distribution of the tracer concentrations, hence

segregation between the tracers is more well-resolved. This is followed by the 3D runs.

As there is one additional free dimension in the 3D runs, the 3D simulations are better

resolved than the 2DLR runs despite of the same number of nodes in one dimension.

Another point to note is that the architecture of a 2D and 3D turbulent field is
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di↵erent. By studying the velocity fields of the 2D and 3D simulations (refer to the left

panels of Figure 3.8 and 3.4), one can notice that vortex stretching is only present in

the 3D field but not the 2D field. When we look at the vorticity transport equation for

incompressible fluid
D~!

Dt
= (~! ·r)~u+ ⌫r2~!,

the vortex stretching term, which is the first term on the right hand side of the above

equation, is zero in two-dimensional flow. Therefore, in two-dimensional flow, the vor-

tices combine to form larger vortices as time evolves, while the vortices cascade to smaller

vortices in the three-dimensional flow, corresponding to the turbulence properties in real-

life observations.

Figure 3.9: 3D projection of the 2D simulation. Left panel: Initial setting of Tracer A (in
red) and B (in blue) in the 3D simulations. Right panel: 3D projection of the corresponding
2D simulations. The cross section refers to the simulation domain. The square with the source
of Tracer A is projected as a cuboid instead of the cube in the 3D simulation. This produces
additional mixing.

Figure 3.10: Tracer advection simulation with in a 2DLR, 2DHR and 3D turbulent field, with
the configuration of BS, Re = 3000 and kc = 1.0.
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Resolution issues

The resolution a↵ects the simulations in di↵erent extent with di↵erent Reynolds

number and chemical reaction rates. Here we illustrate the importance of resolution

when the Reynolds number is higher and when the chemical reaction rate is low.

High Reynolds number Now we would look at the importance of resolution in the

simulations with high Reynolds numbers. Figure 3.11 shows the results of the runs

of 2DLR, 2DHR and 3D runs with Re = 10000 and kc = 1.0. Unlike the case with

Re = 3000 (Figure 3.10), one can see that the amount of Tracer C produced in the 2DHR

runs is significantly more than the 2DLR runs. This is because the resolution in the

2DLR case is not high enough to resolve the Kolmogorov length scale atRe = 10000. The

Kolmogorov length scale ⌘ is related to the Reynolds number Re and the characteristic

length scale L, corresponding to the size of the domain, by

L

⌘
⇠ Re3/4.

Therefore the number of nodes required to resolve the Komogorov length scale N ⇠ L/⌘.

Figure 3.11: Tracer advection simulation with in a 2DLR, 2DHR and 3D turbulent field, with
the configuration of BS, Re = 10000 and kc = 1.0.

Unresolving the Kolmogorov length scale can possibly lead to an underestimation of

turbulent mixing, as illustrated in Figure 3.12. The left panel shows a high-resolution

model, that can resolve the Kolmogorov length scale at a given Reynolds number Re,

and the right panel shows another model with a lower resolution that cannot resolve the

Kolmogorov length scale. The red squares indicate the location of the tracer source. In

the high-resolution model (left panel), the tracer dissipates due to turbulent mixing, and

spreads to the areas of pink and orange boxes. However, in the low-resolution model

(right panel), the tracer can only dissipate to the pink squares as the resolution of the
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model cannot resolve the size of the orange boxes on the left panel (i.e. the smallest-

scale eddies in the turbulent field). Therefore, the orange boxes indicate the neglected

dissipation of the tracer due to insu�cient turbulent mixing.

Figure 3.12: Underestimated turbulent mixing in a model with insu�cient resolution.

Low chemical reaction rate Next the importance of simulation resolution is inves-

tigated in slow-chemistry cases. Figure 3.13 shows the results of runs of 2DHR, 2DLR

and 3D runs with Re = 3000 and kc = 10�4. As aforementioned, the resolution in both

the 2DLR and 2DHR runs is high enough to resolve the turbulent mixing in the flow at

Re = 3000 (the dynamical aspect). However, when the chemistry is slow (kc = 10�4),

much more amount of Tracer C is produced in the 2DLR runs than in the 2DHR runs

(refer to the left panel in Figure 3.13). This is due to the fact that the low resolution

produces more artificial mixing in an unresolved grid. Note that in this case both 2D

runs produce more amount of Tracer C than in the complete-mixing model (black line).

Figure 3.13: Tracer advection simulation with in a 2DLR, 2DHR and 3D turbulent field, with
the configuration of BS, Re = 3000 and kc = 10�4.

The e↵ect of over-mixing can be illustrated by Figure 3.14. Figure 3.14 shows (1) a

complete-mixing model, (2) a higher-resolution model and (3) a lower-resolution model.
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In a situation with a low Damköhler number (i.e. with a low chemical reaction rate at a

given Reynolds number Re, slow chemistry), one can assume that the reactant tracers,

Tracer A and B, with a total amount of NA and NB over the whole simulation domain,

are well mixed. In the complete-mixing model, the total amount of Tracer C produced

is

NC,ref =

ZZ
Cdxdy

=

ZZ
kcABdxdy

=

ZZ
kc

NA

LXLY

NB

LXLY

dxdy

= kc
NA

LXLY

NB

LXLY

· LX · LY

= kc
NANB

LXLY

.

LX and LY are the size of the simulation domain in the x- and y- direction respectively.

In the first model, the simulation domain is then simulated in a model with a reso-

lution of �x1 ⇥ �y1 (size of the grid, �x1 > 1, �y1 > 1), or with nodes of qX,1 ⇥ qY,1, and

qX,1 = LX/�x1 and qY,1 = LY /�y1. Therefore, in each of the grid, the amount of Tracer

A and B are nA,1 = NA/qX,1qY,1 and nB,1 = NB/qX,1qY,1 respectively. The amount of

Tracer C produced is

nC,1 = kcnA,1nB,1

= kc
NA

qX,1qY,1

NB

qX,1qY,1
.

And the total amount of Tracer C produced would be

NC,1 = nC,1 · qX,1 · qY,1

= kc
NANB

qX,1qY,1

= kc
NANB

LXLY

· �x1 · �y1

= NC,ref · �x1 · �y1.

In the second model with lower resolution with nodes of qX,2⇥ qY,2 (size of the grid),
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or with grid size of �x2 ⇥ �y2, the amount of Tracer C produced is then

NC,2 =
NA

qX,2qY,2

NB

qX,2qY,2
· qX,2 · qY,2

= kc
NANB

LXLY

· �x2 · �y2

= NC,ref · �x2 · �y2.

Since �x2 > �x1 and �y2 > �y1, NC,2 > NC,1 > NC,ref . However, this excess in production

of Tracer C is purely due to the artificial mixing from the model.

Figure 3.14: Artificial mixing due to insu�cient resolution.

3.2 DNS model in a convective boundary layer

After exploring in a fundamental representation how subgrid chemical-turbulence

interaction can a↵ect the calculation of chemical reactions, the investigation is moved

to a more realistic scenario - in a convective boundary layer.

3.2.1 Dynamical settings

The relations between turbulence and chemistry in a convective boundary layer is

investigated in this chapter by means of direct numerical simulations (DNS). Contrary

to previous studies that always addressed this issue based on data from large-eddy sim-

ulations (LES), DNS is adopted here to remove the uncertainties introduced by subgrid-

scale turbulence model and numerical artifacts possibly induced by di↵erent LES models

(Mellado et al. 2018). In LES, the Navier-Stokes equations are solved with filtered pa-

rameters and closed with subgrid-scale parametrisation which represent the e↵ects in

the unresolved scales. Therefore, results from LES depend on the adopted subgrid-scale

parametrisations, numerical schemes and grid/filter properties of the corresponding LES

models. Uncertainties associated with subgrid turbulence models in LES have been re-

ported in its applications near the surface (e. g. Zilitinkevich et al. (1998)), and in the

entrainment zone (e. g. Sullivan and Patton (2011)). On the other hand, in DNS, the
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Navier-Stokes equations are solved explicitly with all exact atmospheric parameters ex-

cept for the Reynolds number (Re). Conducting DNS with Re in typical atmospheric

condition (⇠ 107� 108) is computationally impossible. However, with Reynolds number

similarity, one can perform DNS with moderate values, which still allows certain extrap-

olation of the DNS results to corresponding atmospheric conditions (Dimotakis 2000;

Monin). Reynolds number similarity is an experimental observation of which proper-

ties of turbulent flows become practically independent of Re once Re reaches a critical

value (⇠ 104) (Tennekes et al. 1972; Monin). The clarity and universality of the gov-

erning equations of DNS (the Navier-Stokes equations) make the DNS results easier to

be interpreted and their numerical uncertainties more clearly quantified through grid

convergence studies (Mellado et al. 2018). Therefore, DNS provides an alternative for

studying the topic as a test for the subgrid models in LES and as an intercomparison

study of the LES results (Moin and Mahesh 1998; Mellado et al. 2018).

The dynamical part of the simulations performed in this chapter follows similar

settings in Garcia and Mellado (2014) and Van Heerwaarden et al. (2014). In the model,

the Navier-Stokes equations of incompressible fluids in the Boussinesq approximation1

are solved to calculate the buoyancy and the velocity fields:

r · u = 0, (3.1)

@u

@t
+r · (u⌦ u) = �rp+ ⌫r2u+ bk, (3.2)

@b

@t
+r · (ub) = r2b, (3.3)

where u(x, t) is the velocity vector with components (u, v, w) along the directions x =

(x, y, z) at time t, respectively, p is the modified pressure divided by the constant ref-

erence density, and b(x, t) is the buoyancy expressed in Equation 1.1. The background

buoyancy profile is set as b0(z) = N2z, where N2 is the Brunt-Väisälä frequency. The

parameters ⌫ and  are the kinematic viscosity and the molecular di↵usivity respectively.

k is the unit vector along the dimension z. The system is statistically homogeneous in

the horizontal direction, such that its statistics depend only on z and t.

A no-penetration, no-slip boundary condition is imposed at the surface and a no-

penetration, free-slip boundary condition is imposed on the top boundary. Neumann

boundary conditions are imposed for the buoyancy and velocity fields at both the top and

the surface to maintain fixed constant fluxes. Inside the sponge layer, which occupies the

upper region of the computational domain, the velocity and buoyancy fields are relaxed

towards zero and N2z respectively. The height of the top boundary is adjusted so that

the turbulent region is far enough from the top to avoid significant interaction. Periodic

boundary condition is implemented in lateral directions.

1The density of the fluid is assumed to be constant except in the buoyancy term.
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The results of the chapter are based on the data in the fully developed turbu-

lent regime in the simulation that is established after the initial transient phrase. In

that regime, the initial conditions have been su�ciently forgotten, and the parameters

{⌫,, B0, N} define the system completely (where B0 is the surface buoyancy flux). N

and B0 are chosen to non-dimensionalise the equations (Fedorovich et al. 2004; Garcia

and Mellado 2014), such that the system yields a reference time scale T0 as N�1, a ref-

erence length scale L0 as (B0/N3)
1
2 and a reference velocity scale U0 as (L0B0)

1
3 . With

the Prandtl number (Pr = ⌫/) set to 1, the system only depends on the reference

buoyancy Reynolds number

Re0 =
B0

⌫N2
,

which is set to be 15000 in all simulations. Re0 refers to the Reynolds number in the

entrainment zone (Garcia and Mellado 2014), and with an equivalent Reynolds number

of ⇠ 1000 in the mixed layer. With these values, the Reynolds number in the whole

boundary layer lie within the range where the Reynolds number similarity applies.

The size of the computational grid is 720 ⇥ 720 ⇥ 512 for all the simulations (the

number of vertical layer is 512). Stretching is applied vertically to increase the resolution

near the surface in order to resolve the surface layer, and to stretch the grid size in the

upper portion of the domain end to further separate the top boundary from the turbulent

region. The total simulation domain size is 120L0 ⇥ 120L0 ⇥ 34.4L0. With the typical

atmospheric parameter that L0 ⇠ 100 m and U0 ⇠ 1 m s�1, the horizontal resolution of

the model in use is equivalent to 15 m ⇥ 15 m with a total domain size of 12 km ⇥ 12

km. Along the vertical dimension, the vertical grids are stretched from a grid spacing

of �z = 6.72 m at the surface to �z = 266.28 m at the top of the domain at 16 km.

The simulations are terminated after a total simulation time equivalent to 4.5 hours in

default, representing the hours from sunrise to midday, during which the boundary layer

grows convectively and the convective boundary layer is well developed.

The boundary layer height zi is calculated by searching for the height where the

buoyancy variance [b0b0] 2 is maximum away from the surface layer (refer to the definition

in Section 1.1). For example, the top-left panel of Figure 3.15 shows the vertical profile

of [b0b0] at the end of the simulation, indicating that zi = 2300 m at the end of the

simulation. The top-right panel of Figure 3.15 shows the evolution of the boundary

layer height throughout the simulation. As the boundary layer grows in depth, the

corresponding convective velocity and turbulent timescale3 evolve in time. With the

definitions in Equation 1.3 and 1.2, their evolutions are shown on the bottom-left and

bottom-right panels of Figure 3.15 respectively. The turbulent timescale tturb will be

used to calculate the Damköhler number Da in later sections.
2The quantity with squared brackets [] refer to the horizontal mean of the corresponding quantity

hereafter.
3The turbulent timescale refers to the convective timescale as discussed in Section 1.1.
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Figure 3.15: top-left panel : Vertical profile of the variance of the horizontally averaged buoy-
ancy at the end of the simulation. Since the boundary layer height zi is defined as the height
with the maximum variance away from the surface layer, the boundary layer height is 2,250 m
in this case; top-right panel : Evolution of the boundary layer height zi with time; bottom-left
panel : Evolution of the convective velocity wc with time; bottom-right panel : Evolution of the
convective timescale, i. e. the turbulent timescale tturb with time.

3.2.2 Chemical settings

In the first part of our study, a top-bottom entrainment-emission configuration is

adopted in our DNS simulation as in Vinuesa and de Arellano (2005). Figure 3.16 shows

the set-up configuration of the simulation. The bottom-top tracer, from here is called

Tracer A, is emitted from the surface at a constant flux FA at 0.05 ppb m s�1. The top-

bottom tracer, Tracer B hereafter, is entrained from the free troposphere, in where the

mixing ratio of Tracer B (hBi0) is fixed at 2 ppb. Tracer A and B react in a second-order

chemistry scheme to form Tracer C:

k: A + B �! C .
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And k is the imposed chemical reaction rate. Therefore, the mixing ratios of the three

species A, B and C vary with time with their rates equal to 4

dhCi
dt

= �dhAi
dt

= �dhBi
dt

= khAihBi

Figure 3.16: Schematic diagram of the configuration of the DNS simulations.

Neumann boundary conditions are imposed at the boundaries on the mixing ratios of

the tracers so that the surface flux of Tracer A is constant at FA, and the surface fluxes

of B and C are zero. In the free troposphere, the mixing ratios of A and C are zero,

and the mixing ratio of B is fixed constantly and homogeneously at hBi0. The mixing

ratio of Tracer B is relaxed down the boundary layer to zero on the surface. Initial and

boundary conditions of the simulation are listed in Table 3.1.

Variables Initial conditions
FA 0.05 ppb m s�1 at the surface
hBi0 2 ppb in Free Troposphere
LX ⇥ LY ⇥ LZ 12 km ⇥ 16 km ⇥ 12 km
NX ⇥NY ⇥NZ 720 ⇥ 512 ⇥ 720

Table 3.1: Initial and boundary conditions for the DNS simulation with the second-order
chemistry scheme (A+B ! C). FA is the constant flux of Tracer A at the surface, and
hBi0 is the fixed mixing ratio of Tracer B in the free troposphere. LX ⇥ LY ⇥ LZ refers
to the size of the simulation domain, and NX ⇥NY ⇥NZ refers to the number of nodes
used in the simulations.

The rate equations of the species are non-dimensionalised by introducing the charac-

teristic scales for the mixing ratios. The characteristic scale for Tracer A is derived from

FA, with hAi0 = FAU
�1
0 . For Tracer B, the characteristic scale is hBi0. For Tracer C, it is

4The quantity with angled brackets hi refers to the volumetric mean of the corresponding quantity
hereafter.
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defined as hCi0 = L0U
�1
0 khAi0hBi0. The mixing ratio of the tracers are then normalised

with these scales so that the normalised mixing ratios are defined as cA = hAi/hAi0,
cB = hBi/hBi0 and cC = hCi/hCi0. With these, the rates of the three tracers are

expressed as the following equations:

L0U
�1
0

dcA
dt

= �KAcAcB

L0U
�1
0

dcB
dt

= �KBcAcB

L0U
�1
0

dcC
dt

= �cAcB,

where the dimensionless rate constants KA = L0U
�1
0 khBi0 and KB = L0U

�1
0 khAi0.

Five chemistry cases with four di↵erent imposed chemical reaction rate k, namely

very slow, slow, fast and very fast chemistry, are considered, and a set of simulation

with two inert tracers, i. e. with no chemistry, is conducted as a reference. The chemical

reaction rates for the cases with very slow, slow, fast and very fast chemistry are 4.75⇥
10�5, 4.75 ⇥ 10�4, 4.75 ⇥ 10�3 and 4.75 ⇥ 10�2 ppb�1 s�1 respectively. As a reference,

the rate of chemical reaction between nitrogen monoxide and ozone is 4.75⇥10�4 ppb�1

s�1, corresponding to the case with slow chemistry. The imposed chemical reaction rate

k and initial Damköhler numbers Da0 of the five cases are list in Table 3.2. The cases

here with slow and fast chemistry are in the same settings as the two cases presented in

Vinuesa and de Arellano (2005). Using our DNS model, we can test the sensitivity of

their LES studies.

Cases Chemical reaction rate (k) Initial Damköhler number (Da0)
No chemistry 0 -
Very slow 4.75⇥ 10�5 0.01
Slow 4.75⇥ 10�4 0.1
Fast 4.75⇥ 10�3 1
Very fast 4.75⇥ 10�2 10

Table 3.2: Corresponding imposed chemical reaction rate k in ppb�1 s�1 and the initial
Damköhler numbers Da0 of the five chemistry cases.

3.3 Results

3.3.1 General statistics

Time series

To analyse the results from the DNS simulation, we first look at the time series of the

volumetrically averaged means and standard deviations of the mixing ratios of Tracer
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A, B and C.

In most cases except with no chemistry and very slow chemistry, the mixing ratios

of Tracer A and B drop over the simulation (refer to left panels in Figure 3.17), with

increasing depletion with faster chemical reaction rate. Tracer A is almost depleted in

the very fast-chemistry case. Due to the depletion of Tracer A, the amount of Tracer

C produced and Tracer B depleted is similar in the fast- and very fast-chemistry case,

despite an increase of chemical reaction rate by a factor of 10 for the latter case. The

chemical reaction between Tracer A and B is Tracer A-limiting in these two cases.

Figure 3.17: Evolution of volumetrically averaged mean (left panel) and standard deviation
(right panels) of the mixing ratio of Tracer A (top), B (middle) and C (bottom) with time, in
the five chemistry cases.
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In the right panels of Figure 3.17, the standard deviations of the three tracers are

shown. The standard deviation of the mixing ratio of Tracer A decreases with increasing

chemical reaction rate due to increase depletion of Tracer A when the chemistry is fast.

Yet with the also decreasing amount of Tracer B with increasing chemical reaction rate,

the standard deviation of the mixing ratio of Tracer B increases slightly. Since Tracer

B is always in surplus, the chemical consumption of Tracer B is relatively unimportant.

The standard deviation in the no-chemistry case (the blue line) gives the value when

Tracer B can be most e�ciently mixed in the CBL (hence the least standard deviation).

The introduction of chemistry decreases the e�ciency of turbulence mixing. This e↵ect

amplifies as the chemical reaction rate increases, resulting in the increase in standard

deviation. The standard deviation of Tracer C increases with increasing chemical re-

action rate due to its increased amount produced. Note that here at the end of the

simulation, both the standard deviations of the mixing ratios for Tracer A and B attain

equilibrium, i. e. the system attains statistical equilibrium. The standard deviations of

Tracer C mixing ratio do not attain equilibrium as there is no depletion of Tracer C in

the chemistry scheme.

Vertical profiles

We then look at the vertical profiles of the horizontally averaged statistics concerned

at the end of the simulation, at the time when statistical equilibrium is attained.

Figure 3.18 shows the horizontally averaged means of the mixing ratios against height.

One can see that all tracers are well-mixed in the mixed layer, indicated by the small

gradient of the mixing ratio against height (inverse of the gradient of the plots). For

Tracer A (top-panel in Figure 3.18), the gradient of mixing ratio against height increases

with the imposed chemical reaction rate, implying that turbulence mixes Tracer A less

e�ciently with faster chemistry. However, Tracer A is almost depleted in the mixed layer

for fast- and very fast-chemistry cases. The high amount of Tracer A in the surface layer

is due to the constant emission of Tracer A from the surface. This amount decreases with

increasing chemical reaction rate as more Tracer A is consumed with faster chemistry.

Tracer B is well-mixed in the boundary layer even in the surface layer for the very

slow- and slow-chemistry cases (refer to the middle panel of Figure 3.18, but its mixing

ratio significantly drops in the surface layer for the fast- and very fast-chemistry cases.

It is because Tracer B consumes Tracer A mostly in the surface layer in both the fast

chemistry cases. Note that Tracer B is even more well-mixed in the mixed layer than

Tracer A (by comparing the gradient of mixing ratio against height between that of

Tracer A and of Tracer B, refer to the red line for the slow-chemistry case, for example),

because Tracer B is in surplus.

Tracer C is generally well-mixed in the mixed layer except in the very fast-chemistry

case. The substantially high mixing ratio of Tracer C in the surface layer indicates
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that most Tracer C is formed in the surface layer. For the very fast-chemistry case, a

significant gradient of mixing ratio against height is observed even in the mixed layer.

This is because the production of Tracer C is faster than the transfer of Tracer C by

turbulent mixing throughout the mixed layer.

Figure 3.18: Vertical profiles of mixing ratio of Tracer A (top), B (middle)and C (bottom) at
the end of the simulation in the five chemistry cases.

The left panels of Figure 3.19 show the variance of the mixing ratio of the three

tracers. For Tracer A (top-left panel), one can see the variance is largest at the top of

the surface layer, except in the no- and very slow-chemistry cases, where the variance is

largest at the top of the whole boundary layer. The large variance in the surface layer is
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induced by the constant emission of Tracer A at the surface. The variance decreases as

the chemical reaction rate increases due to the increased consumption of Tracer A. The

decrease in variance is more rapid at the top of the surface layer, as Tracer A is highly

depleted at the top of the boundary layer when chemistry is fast.

For Tracer B (middle-left panel), the variance is largest at the top of the boundary

layer in all cases, where Tracer B is entrained from the free troposphere to the mixed

layer. There is a smaller peak at the top of the surface layer due to its high consumption

on Tracer A in the surface layer. The variance increases with the chemical reaction rate,

except at the top of the boundary layer in the very fast-chemistry case. In that case,

the mixing ratio of Tracer A is almost zero at the top of the boundary layer, so that the

contribution of Tracer B’s consumption on Tracer A to the variance vanishes.

The variance profiles of Tracer C (bottom-left panel) highly reconcile with those of

Tracer B, except having higher values in the surface layer. In principle, the variances of

Tracer A and B both contribute to that of Tracer C, as Tracer C is the product of the

two tracers. However, since Tracer B is always in surplus, its influence to the statistics

of Tracer C is higher.

The right panels of Figure 3.19 show the vertical fluxes of the tracers (the covariance

between the mixing ratio of the tracers and the vertical velocity). From the positive

values of the fluxes, both Tracer A and C are highly correlated with the updraft of air

in the boundary layer. The exception at the location near the top of the boundary

layer in the no- and very-slow chemistry cases hints a di↵erent transport mechanism

in the encroachment zone. On the other hand, Tracer B is highly correlated with the

downdrifting air.

For Tracer A, the flux decreases with chemical reaction rate. As the chemistry

becomes faster, more Tracer A is consumed, and the role of turbulent mixing diminishes.

The flux is always largest at the top of the surface layer, again due to the surface emission

of Tracer A. In contrary, the flux increases with increasing chemical reaction rate for

Tracer B and C. The height with maximum flux is transiting from near the top of the

boundary layer with slow chemistry, to near the surface with fast chemistry. This is due

to the increasing lifetime of Tracer B with an increasing chemical reaction rate because

Tracer A is depleting. More Tracer B can flow down the boundary layer without being

consumed, and more Tracer C is produced at a lower altitude in the boundary layer,

from where they are carried away by the updrifting air.
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Figure 3.19: Vertical profiles of the variance of mixing ratio (left panel) and the vertical
fluxesof Tracer A (top), B (middle) and C (bottom) at the end of the simulation with the 5
chemistry cases.

3.3.2 Tracer Segregation and e↵ective chemical reaction rate

The importance of chemical-turbulence interaction can be estimated from the Damköhler

number. The Damköhler numbers of Tracer A and B are expressed in Equations 1.23

and 1.24 respectively. The initial Damköhler number Da mentioned previously refers to

the initial Damköhler number of Tracer A. As the boundary layer grows, the Damköhler

numbers evolve with the dynamical variables and the mean mixing ratios, inspite of the



120 Chapter 3

fixed imposed chemical reaction rate k. Figure 3.20 shows the evolution of the Damköhler

numbers of Tracer A and B with time. Note that the di↵erence of the Damköhler num-

ber of Tracer B among the four chemistry cases is less than an order at the end of the

simulation, unlike that of Tracer A.

Figure 3.20: Evolution of the Damköhler number of Tracer A (left) and B (right) with time
in the 4 chemistry cases.

The e↵ective chemical reaction rate keff , which measures the actual chemical reac-

tion rate under the influence of turbulent motions, is calculated from the segregation

between the concentrations of Tracer A and B as in Equations 1.25. The evolution of the

normalised e↵ective chemical reaction rate keff/k of the four chemistry cases is plotted

in Figure 3.21. We take the time-averaged value of the e↵ective chemical reaction rate

keff/k over the last 1.5 hours in the simulation, when statistical equilibrium is attained.

In the four chemistry cases, the e↵ective chemical reaction rate keff is 98.7%, 96.5%,

86.9% and 64.9% of the imposed chemical reaction rate k from very slow to very fast

chemistry respectively. This implies that a complete-mixing model overestimates the

reaction rate from 1.3 - 35.1 %, depending on the imposed chemical reaction rate k.

Figure 3.21: Evolution of the normalised e↵ective chemical reaction rate keff/k with time for
the 4 chemistry cases.
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To illustrate the e↵ect of tracer segregation on chemical production, we look at

the colour maps of production term (kAB) in the slow- and fast-chemistry cases in

Figure 3.22. These colour maps are plotted at the end of the simulation. Although the

production term is generally smaller in the slow-chemistry case (due to its small k, refer

to the left panel), Tracer C is produced throughout the boundary layer. In the fast-

chemistry case (right panel), Tracer C is dominantly produced near the surface layer.

In the mixed layer, Tracer C is produced only in some regions.

Figure 3.22: Colour maps of the production term (kAB) at the end of the simulation in the
slow- (left) and fast- (right) chemistry cases.

The e↵ective chemical reaction rate also varies with height. The e↵ective chemical

reaction rate can be written as a function of height z:

[keff ] (z) = (1 +
[A0B0]

[A] [B]
)k (3.4)

= (1 + [IS] (z))k. (3.5)

The height-dependent e↵ective chemical reaction rate keff (z) can show us the over/un-

derestimation of the calculated chemical reaction rate from the actual value by a model

that assumes Tracer A and B are well-mixed horizontally within a layer at a specific

height z. Figure 3.23 shows the e↵ective chemical reaction rate as a function of the

normalised height with the boundary layer height (z/zi) for the four chemistry cases.

The e↵ective chemical reaction rate keff is minimum just below the top of the bound-

ary layer, and is 92%, 83%, 62% and 55% of the imposed value from very slow to very

fast chemistry respectively. It means that if the model assumes Tracer A and B are

completely mixed within the layer at the height just below the top of the boundary, it

overestimates the chemical reaction rate by 8-45% at that particular height.
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Figure 3.23: Vertical profile of the segregation coe�cient IS(z) and the e↵ective chemical
reaction rate keff (z)/k at the end of the simulation for the 4 chemistry cases.

3.3.3 Mechanism of chemical-turbulence interaction

Budget analysis

To explain the mechanism of the chemical-turbulence interaction, we look into the

budget equation of the mixing ratio of the tracers, following the method in Li et al.

(2009). A tracer with concentration field �i evolves with the continuity equation:

@�i

@t
+ ui

@�i

@xi

= 
@2�i

@x2
i

� k�i�j,

in which the tracer advecting in a wind field ui = (u, v, w) reacts with another tracer

with concentration field �j at a chemical reaction rate k. The parameter  refers to the

molecular di↵usivity. The concentration fields �i and �j and the velocity field ui are then

disseminated into mean and turbulent components, i. e. �i = �̄i + �i”, �j = �̄j + �j”,

ui = ūi + ui”. Consider only the vertical dimension z and take the horizontal average of

the equations, one can get the following five terms:

�@[�i]

@t
� @[�i”w”]

@z
+ 

@2[�i]

@z2
� k ([�i][�j] + [�i”�j”]) = 0,

where the dashed parameters refer to the turbulent variables. We name these five terms

from the left to the right time derivative, turbulent di↵usion, molecular di↵usion, chem-

istry (mean) and chemistry (turbulent). The budgets of these terms of the three tracers

in the no-, slow- and fast-chemistry cases are presented here and plotted in Figure 3.24,

3.25 and 3.26 respectively. In general (except the time derivative term), a negative term

contributes to the loss of the tracer, and a positive term contributes to the gain of the

tracer.

We first look at the budget of Tracer A from the surface up the boundary layer (top
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panels in Figure 3.24, 3.25 and 3.26). In the surface layer, one can see observe a very

positive molecular di↵usion term and very negative turbulent di↵usion term in all chem-

istry cases. The largely positive molecular di↵usion term is due to the shear near the

surface. The large negative turbulent di↵usion term indicates that turbulence is respon-

sible for transferring the emitted Tracer A away from the surface layer. However, as the

chemistry becomes fast (refer to Figure 3.26 to the fast-chemistry case), the chemistry

mean term has more contribution to the loss of Tracer A in the surface layer, and grows

even larger than the turbulent di↵usion term. In the mixed layer, the turbulent di↵usion

term becomes positive, reflecting that turbulence mixing is transporting Tracer A into

the mixed layer (from the surface layer). In the no-chemistry cases, the turbulent di↵u-

sion term is compensated by the negative molecular di↵usion and time derivative terms.

In the two other chemistry cases, the turbulent di↵usion term is mainly compensated by

the chemical mean term. As the chemical reaction transits from slow to fast chemistry,

the turbulent di↵usion term decreases with height, meaning turbulence transports less

Tracer A up the mixed layer. This is because the chemistry is too fast that Tracer A

reacts chemically before turbulence brings it up to the mixed layer. This results in a

decrease in the mixing ratio of Tracer A (also see the first panel of figure 3.18 for the

vertical profile of Tracer A), and hence a decrease of the chemical mean term with height.

We then explore the budget of Tracer B from the encroachment zone down the

boundary layer (second-top panels in Figure 3.24, 3.25 and 3.26). In the encroachment

ozone, one can see observe a very negative turbulent di↵usion term. This is because

turbulence is carrying Tracer B away from the encroachment zone. There is always a

transition of molecular di↵usion term from negative to positive down the encroachment

zone. This is a result of the mechanical transport in the encroachment zone. Just above

the top of the boundary layer, shear takes Tracer B away from the free troposphere (to

the boundary layer), resulting a loss in the region. On the other side, just below the

top of the boundary layer, shear brings Tracer B from the free troposphere, resulting

in a gain of the mixing ratio of Tracer B. As Tracer B flows down the boundary layer,

the turbulent di↵usion term is transiting from negative to positive at a certain height.

Below this height, turbulence is responsible to supply Tracer B, and to compensate the

chemical mean term in the slow- and fast-chemistry cases. This transiting height, also

the same height with maximum vertical flux of Tracer B and (refer to its vertical profile

in the middle-right panel of Figure 3.19) is lower when the chemistry is fast. This is

because with faster chemistry, the chemical lifetime of Tracer A is shorter, and Tracer

A is almost depleted in certain height. It in turn prolongs the chemical lifetime of

Trace B, allowing turbulence to bring Tracer B further down in the mixed layer. The

chemical mean term is always negative, as Tracer B is a reactant, and its magnitude

increases down the boundary layer. The largely negative chemical term in the surface

layer indicates that Tracer B is chemically destroyed by the surface-emitted Tracer A.
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The positive turbulent di↵usion term also increases, as turbulence mixing is supplying

Tracer B for its chemical reaction with Tracer A.

Lastly we go through the budget of Tracer C in the direction up the boundary layer

(bottom panels in Figure 3.24, 3.25 and 3.26). In the surface layer, a largely positive

chemical mean term can be observed, as Tracer C is largely produced in the surface layer.

The term increases with faster chemistry. It is compensated by the negative turbulent

di↵usion term, meaning turbulence is taking the produced Tracer C away from the

surface layer. As Tracer C flows up the boundary layer, the turbulent di↵usion term

is transiting from negative to positive at a certain height. This transitional height is

identical to that described in Tracer B. Turbulent di↵usion results in an accumulation of

Tracer C just below the top of the boundary layer. This is probably because turbulence

cannot bring Tracer C further up to the free troposphere across the top of the boundary

layer.

Figure 3.24: Di↵erent terms in the budget equation for the no chemistry case for Tracer A
(top) and B (bottom). The left panels show the budget profiles throughout the whole boundary
layer, and the right panels show the zoomed profiles above the surface layer.

In all the cases the chemical turbulent term appears to be insignificant. Its largest

contribution is usually in the region of the surface layer and encroachment zone. How-

ever, if you consider the ratio between the chemical turbulent and chemical mean term,
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which is the segregation coe�cient, the ratio becomes significant when the chemistry is

fast. This is because the chemical mean term is relatively small in the mixed layer for

all tracers, bringing the segregation coe�cient to a large value.

Figure 3.25: Di↵erent terms in the budget equation for the slow chemistry case for Tracer A
(top), B (middle) and C (bottom). The left panels show the budget profiles throughout the
whole boundary layer, and the right panels show the zoomed profiles above the surface layer.
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Figure 3.26: Di↵erent terms in the budget equation for the fast chemistry case for Tracer A
(top), B (middle) and C (bottom). The left panels show the budget profiles throughout the
whole boundary layer, and the right panels show the zoomed profiles above the surface layer.

Eddy di↵usion coe�cient

Another way to examine the mechanism of the interaction between turbulent motion

and chemical reaction is to examine how the eddy di↵usion coe�cient eddy changes with

the imposed chemical reaction rate. Here, the eddy di↵usion coe�cient is defined as

eddy = �
@�

i

w
@z

@2�
i

@z2

, (3.6)



Chapter 3 127

which is also a parametrisation coe�cient commonly employed in large-scale transport

models to account for turbulent mixing. From the continuity equation, one can see that

at equilibrium state,

�ui
@�i

@xi

+ 
@2�i

@x2
i

� k�i�j = 0.

Dividing both sides by the gradient of the fluxes, and substituting Equation 3.6, we get

eddy + k�i�j

✓
@�iw

@z

◆�1

= 0.

Hence, one can speculate that, as the chemical term (the second term on the left hand

side of the above equation) increases with increasing k, the turbulent term (the first

term), which is the product of the molecular di↵usion coe�cient, and the eddy di↵usion

coe�cient, decreases. This implies with faster chemistry, the eddy di↵usion coe�cient

decreases.

Figure 3.27 shows the eddy di↵usion coe�cient of Tracer A normalised with the

product of the convective velocity wc and the boundary layer height zi as a function of

height at the end of the simulation. It shows that with faster chemical, the average eddy

di↵usion coe�cient is smaller, which agrees with our speculation. It is also noted that

the height with maximum eddy also increases with faster chemistry. That is inherited

from the shape of the fluxes (�iw).

Figure 3.27: Normalised eddy di↵usion coe�cient of Tracer A at the end of the simulation
with the 3 chemistry cases.

Figure 3.28 shows the eddy di↵usion coe�cient of Tracer B. it shows some disconti-

nuity in the middle of the mixing layer. This is because Tracer B is mixed well in the

mixing layer due to its surplus, which gives a close to zero value to the gradient of the

mixing ratio. Apart from those regions, once can see that values of the eddy di↵usion
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coe�cient of Tracer B are generally smaller that that of Tracer A, but in general increase

with increasing reaction rate.

Figure 3.28: Normalised eddy di↵usion coe�cient of Tracer B at the end of the simulation
with the 3 chemistry cases.

3.3.4 Model resolution degrading

Degrading model resolution artificially mixes tracers, and hence decreases the tracer

segregation (or increases the e↵ective chemical reaction rate). In the previous sessions,

we always compare the e↵ective chemical reaction rate with a model that assumes com-

plete mixing in the whole boundary layer. However, the resolution in model chemical-

transport models, especially those in regional-scale, is higher in order of a few kilometres.

And there are usually multiple vertical levels within the boundary layer, instead of just

one level. These high-resolution models are often employed in urban areas. To evaluate

the importance of sub-grid chemical-turbulence interaction in these regional chemical-

transport models, we degrade our model to 2 horizontal resolutions (1- and 3-km, with

12 and 4 nodes in the horizontal direction respectively) and 3 vertical resolutions (32-lev,

64-lev and 128-lev, with 32, 64 and 128 nodes in the vertical direction in the whole do-

main, and with on average 10, 20 and 40 levels within the boundary layer respectively),

resulting in four coarse-grid models, namely 1 km-128 lev, 1 km-64 lev, 1 km-32 lev,

3 km-128 lev and 3 km-64 lev and 3 km-32 lev. The values are selected according to

common grid sizes in regional chemical-transport models. The number of nodes and the

resolutions of the models are listed in Table 3.3.
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DNS 1 km-128 lev 1 km-64 lev 1 km-32 lev 3 km-128 lev 3 km-64 lev 3 km-32 lev
NX ⇥ NY ⇥ NZ 720 ⇥ 512 ⇥ 720 12 ⇥ 128 ⇥ 12 12 ⇥ 64 ⇥ 12 12 ⇥ 32 ⇥ 12 4 ⇥ 128 ⇥ 4 4 ⇥ 64 ⇥ 4 4 ⇥ 32 ⇥ 4
Horizontal resolution (km) 0.017 1.005 1.005 1.005 3.016 3.016 3.016
Vertical resolution (km)* 0.032 0.126 0.253 0.506 0.126 0.253 0.506

Table 3.3: Corresponding horizontal and vertical resolutions of the original and coarser-
grid models. ⇤: The stated values are the averaged vertical resolutions of the models, as
vertical grids stretch with height.

We then calculate the e↵ective chemical reaction rate keff of the four models, and

compare the values with our DNS model. Figure 3.29 shows the evolution of the seg-

regation coe�cient IS with time of the four coarse-grid models in the slow-, fast- and

very fast-chemistry cases. The solid lines refer to the DNS models. One can see that

degrading the model resolution does not have a significant impact on the calculation

of tracer segregation in the model in the slow-chemistry case. However, the e↵ect is

significant in the fast and very fast chemistry cases. The model with lower resolution

tends to give a higher (or less negative) value of the segregation coe�cient. They fail to

resolve the segregation of the tracers, and assume that they are mixed inside a model

grid, resulting in the underestimation of tracer segregation (a less negative segregation

coe�cient).

Figure 3.29: Evolution of segregation coe�cient of the coarse-grid models in the 4 chemistry
cases with time

One can also observe (most obviously from the very fast-chemistry case, the magenta

lines) the segregation coe�cient does not di↵er much between models with 1-km and

3-km horizontal resolution with the same vertical resolution, but varying the vertical
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resolution greatly alters the calculation. The reduced vertical resolution is the more

limiting factor in this case, as Tracer A and B are segregated along the vertical direction.

We then take the time-average of calculated normalised e↵ective chemical reaction

rate (keff/k) over the last 1.5 hours of the simulation of the four coarse-grid models.

The results are listed in Table 3.4. The results from the DNS model are listed in the first

column. By comparing the values with those from the DNS model, we can estimate how

much the coarse-grid models over/underestimate the actual chemical reaction rate due to

its degraded resolution. We record the deviation in percentage in brackets. The largest

deviation is in the very fast-chemistry case, in which the e↵ective chemical reaction

rate is overestimated by ⇠22% in both the models with 32 vertical levels. From these

results, we can observe significant improvement in model performance when the model

horizontal grid refines from the whole simulation domain (⇠ 12 km) to 3 km, indicated

by the reduced overestimation of the chemical reaction rate from 15-35% to 4-22% for

both fast-chemistry cases. However the improvement is insignificant when the model

horizontal resolution increases from 3 km ot 1 km (both lie in the range of 4-22%). This

is consistent with the findings in Chapter 2. The improvement is more significant with

increasing vertical resolution. The overestimation drops from 15-35% to 8.0-22.4% from

a one vertical layer-model to a 32 vertical-layer model, and further decreases to 5.3-12.9%

and 3.9-5.6% with a 64 and 128 vertical-layer model respectively in both fast-chemistry

cases.

Cases DNS 1 km-128 lev 1 km-64 lev 1 km-32 lev 3 km-128 lev 3 km-64 lev 3 km-32 lev
Very slow 0.9870 0.9913 (+0.43%) 0.9928 (+0.58%) 0.9959 (+0.89%) 0.9922 (+0.52 %) 0.9934 (+0.64%) 0.9986 (+1.16%)
Slow 0.9652 0.9762 (+1.10%) 0.9795 (+1.43%) 0.9870 (+2.18%) 0.9798 (+1.46%) 0.9825 (+1.73%) 0.9946 (+2.94%)
Fast 0.8687 0.9075 (+3.88%) 0.9213 (+5.26%) 0.9484 (+7.97%) 0.9102 (+4.15%) 0.9231 (+5.44%) 0.9585 (+8.98%)
Very fast 0.6492 0.7055 (+5.63%) 0.7777 (+12.85%) 0.8669 (+21.77) 0.7053 (+5.61%) 0.7765 (+12.73%) 0.8735 (+22.43%)

Table 3.4: Normalised e↵ective chemical reaction rate coe�cient (keff/k) of models with
di↵erent resolutions with the 4 chemistry cases. The values in the brackets show the
deviation of the coe�cients from the coarser-grid models from the DNS simulation.

Figure 3.30 shows the horizontally-averaged segregation coe�cient (IS(z)) against

height of the four coarse-grid model in the slow-, fast-, and very fast-chemistry cases.

Now the coe�cient varies with the horizontal resolution, as the height-dependent seg-

regation coe�cient compares the segregation within the same vertical layer. One can

see that all coarse-grid models fail to show the local minimum at the top of the surface

layer, as the surface layer is too thin for these models to resolve. They also show a less

prominent minimum at the top of the boundary layer, as have fewer grids around the

encroachment zone, and the segregation functions are therefore smoothed.
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Figure 3.30: Vertical profile of segregation coe�cient of the coarse-grid models in the 4
chemistry cases at the end of the simulation

3.3.5 Strong emission flux

The above DNS simulations are then extended to scenarios with stronger emission

fluxes of Tracer A. Tracer A is emitted at a fluxes of 0.5 ppb m s�1 and 1.4 ppb m s�1.

The mixing ratio of Tracer B is fixed at 2 ppb. Only the slow- and fast-chemistry cases

are repeated.

The left panels of Figure 3.31 show the vertical profiles of the mixing ratio of Tracer

A (top panel), B (middle) and C (bottom) at the end of the simulation. As a reference,

the results from the previous simulations with emission flux of Tracer A at 0.05 ppb

m s�1 with the slow- and fast-chemistry cases in blue and green respectively. One can

see that with the increased emission flux, Tracer A accumulates in the boundary layer.

On the other hand, Tracer B is almost completely depleted. As the emission flux of

Tracer A increases and/or the chemistry becomes faster, the depth that Tracer B can

be replenished from the free troposphere becomes narrower, and Tracer B starts being

depleted at a closer distance from the top of the boundary layer (or at a higher altitude).

Tracer C is accumulated near the top of the boundary layer, at here most of the Tracer

B is concentrated. Within the boundary layer, similar amount of Tracer C is produced,

despite the di↵erent emission fluxes and imposed chemical reaction rates, since Tracer

B is depleted in all scenarios.
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Figure 3.31: Vertical profiles of the horizontal mean of mixing ratio (left panel) and the
covariance between the mixing ratio and the vertical velocity (right panel) of Tracer A (top),
B (middle) and C (bottom) at the end of the simulation with the 5 chemistry cases.

The right panels of Figure 3.31 show the vertical profiles of the fluxes of the tracers.

The fluxes of Tracer A are positive in the boundary layer, indicating that Tracer A is

updraft-correlated, and is at its maximum at the top of the surface layer, similar as in

the previous simulations. The fluxes of Tracer B are negative, indicating that Tracer

B is downdraft-correlated, and is at its minimum at the height where its mixing ratio

just turns zero (near the top of the boundary layer). The fluxes of Tracer B also turn

zero at the location where its mixing ratio is zero. The fluxes of Tracer C show di↵erent

behaviour as in the previous simulations. The fluxes of Tracer C become negative,
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indicating that Tracer C is downdraft-correlated, same as Tracer B. This also implies

that the chemistry here is Tracer B-limiting, contrary to the previous simulations. This

can also be illustrated from the production term (plotted in Figure 3.32). The maximum

of the production term shifts from the top of the surface layer to near the top of the

boundary layer as the emission flux of Tracer A increases, shifting from near the source

of Tracer A (emitted from the surface) to near the source of Tracer B (entrained from

the free troposphere).

Figure 3.32: Vertical profile of the production term of C k[A ·B] at the end of the simulation
for the 5 cases with di↵erent emission fluxes.

The e↵ective chemical reaction rates of the simulation with strong emission fluxes are

then calculated. One can see that, with strong emission flux of Tracer A, the e↵ective

chemical reaction rate is very low even for the slow chemistry cases. For the slow-

chemistry cases, the e↵ective chemical reaction rate is only 12.25% and 8.19% of the

imposed rate respectively with emission fluxes of Tracer A at 0.5 ppb m s�1 and 1.4 ppb

m s�1. For the fast-chemistry cases, the e↵ective rate further drops to 3.04% and 2.26%

respectively. This is because Tracer B is highly depleted in the boundary layer due to

the high concentration of Tracer A. Tracer A and B are therefore highly segregated.

Tracer B is only present near the top of the boundary layer, and this is where chemical

reaction can take place (see Figure 3.32).
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3.4 Heterogeneous emission

Chemical settings

The previous DNS simulations are further extended to heterogeneous surface emission

of the two precursor Tracer A and B. Tracer A and B are emitted alternately both from

the surface in a 2-km patch. Figure 3.33 shows a schematic diagram describing the

simulation configuration. The emission fluxes adopted are doubled from the values

adopted in the simulations with homogeneous emission in order to conserve the total

fluxes. The same chemistry scheme (A+B ! C) and the same imposed chemical reaction

rates k (refer to Table 3.2) are adopted as in the simulations with simple chemistry

scheme. The simulation are run for 8 hours to capture the growth of the boundary layer

from sunrise to the afternoon.

Figure 3.33: Schematic diagram for the configuration of the DNS simulations with het-
erogeneous surface emission of Tracer A and B.

Statistics

The time series of the volumetrically averaged mean and standard deviation of the

mixing ratios of the tracers in the heterogeneous emission runs are shown in Figure 3.34.

Only the statistics of Tracer A and C are shown here because the statistics of Tracer B

follow similar trend as that of Tracer A. From the mean of the mixing ratio (left panels),

Tracer A (and B) are depleting except in the very slow-chemistry (and no-chemistry)

case. Note that the amount of Tracer C produced is only di↵ered by around 10% between

the fast- and very fast-chemistry cases at the end of the simulation, despite the di↵erence

in the imposed chemical reaction rate by a factor of 10. From the standard deviation

(right panel), we can see that the system is approaching statistical equilibrium. The

middle panels show the vertical profiles of the mixing ratio at the end of the simulations.
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For Tracer A (and B), there is always a surplus in mixing ratio in the surface layer, as

the tracer is emitted from the surface. The mixing ratio decreases with height, and the

gradient of the mixing ratio increases with faster chemistry due to less e�cient turbulent

mixing. For Tracer C, there is always a surplus in the surface layer, and Tracer C starts

accumulating in the boundary layer as the chemical reaction rate increases.

Figure 3.35 shows the vertical profiles of horizontally averaged mean and flux of the

mixing ratio of Tracer A and C at the end of the simulation. Both the positive values

of Tracer A and C show that both the reactants and the product are correlated to the

updrifting air. The flux of Tracer A is always maximum at the top of the surface layer

due to its surface emission. On the other hand, the location of the maximum flux of

Tracer C decreases with faster chemistry due to the shortening chemical lifetime of the

reactants.

Figure 3.34: Evolution of volumetrically averaged mean (left panel) and standard deviation
(right panels) of the mixing ratio of Tracer A (top) and C (bottom) with time, in the five
chemistry cases.
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Figure 3.35: Vertical profiles of the variance of mixing ratio (left panel) and the covariance
between the mixing ratio and the vertical velocity (right panel) of Tracer A (top) and C
(bottom) at the end of the simulation with the 5 chemistry cases.

Segregation and e↵ective chemical reaction rate

The e↵ective chemical reaction rate keff is then calculated for the 4 chemistry cases.

The evolution of the normalised e↵ective chemical reaction rate keff/k is plotted in the

left panel of Figure 3.36. One can see the actual chemical reaction rate is overestimated

by a complete-mixing model by ⇠ 25% in the fast-chemistry case, and even by 75% in

the very fast-chemistry case. On the other hand, the actual chemical reaction rate is

underestimated when the chemistry is slow enough (for 2% in the very-slow chemistry

case). The time-averaged values keff/k of the last 1.5 hour of the simulation are listed

on the first column in Table 3.5. This can show that the e↵ect of turbulent motion

on chemical calculation is non-trivial when the surface emission is heterogeneous. The

right panel of Figure 3.36 shows the vertical profile of the normalised height-dependent

e↵ective chemical reaction rate keff (z)/k at the end of the simulation. One can see that

the e↵ective chemical reaction rate is minimum at the surface ranging from 0.0 in the

very fast-chemistry case (does not mix at all) to 0.7 in the very slow-chemistry case. It is

because the tracers are not allowed enough time to mix when they are just emitted from

the surface. This means that if the model assumes the tracers to be completely mixed at
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the first layer from the surface, it may have overestimated the reaction rate by as much

as 100%. The e↵ective chemical reaction rate increases with higher altitude. Except in

the very fast chemistry case, the e↵ective chemical reaction rate is even greater than the

imposed rate at the region near the top of the boundary layer.

Figure 3.36: Vertical profile of the segregation coe�cient IS(z) and the e↵ective chemical
reaction rate keff (z)/k at the end of the simulation for the 4 cases with di↵erent chemical
reaction rate k.

Model resolution degrading

The e↵ect of model resolution degrading for the simulations with heterogeneous emis-

sion is then evaluated. The results of the 4 coarse-grid models are listed in Table 3.5. in

the very slow- and slow-chemistry case, the e↵ect of degrading model resolution is small,

with the largest deviation from the DNS calculation of no more that 5%. However, it is

worth noticing that in the very slow-chemistry case, some coarse-grid models underes-

timate the chemical reaction rate, instead of only overestimation in all the other DNS

simulations. On the other hand, in the fast- and very fast-chemistry case, the e↵ect of

degrading model resolution is significant, with an overestimated rate of at least 10%.

One can see that for models (i. e. the 3 km-horizontal resolution models) with resolution

lower than the emission heterogeneity length scale (in this case it is 2 km), the coarse-grid

model performs even worse than a complete-mixing model, indicated by an over-mixing

of tracers with keff/k greater than 1. For example, in the very fast-chemistry case, the

3 km-125 m model overestimates the actual chemical reaction rate by 150%, while the

complete-mixing model overestimates the rate by 75%. This is because the model grid

fails to resolve the heterogeneity of the emission sources, and mixes the originally seg-

regated tracers in the lower layers at a higher concentration than the complete-mixing

model, which artificially mixes the tracers all over the whole boundary layer and dilutes

the tracer concentration. The model with higher vertical resolution overestimates the

reaction rate even more, as its first layers are thinner, and hence contain even higher

concentration of the emitted tracers in the lower-level grids.
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Cases DNS 1 km-125 m 1 km-250 m 3 km-125 m 3 km-250 m
Very slow 1.0214 1.0168 (-0.46%) 1.0126 (-1.01%) 1.0250 (+0.36 %) 1.0195 (-0.19%)
Slow 0.9981 1.0041 (+0.60%) 0.9994 (+0.13%) 1.0601 (+6.20%) 1.0471 (+4.90%)
Fast 0.7640 0.8681 (+10.41%) 0.8663 (+10.23%) 1.2692 (+50.52%) 1.2092 (+44.52%)
Very fast 0.2425 0.5676 (+32.51%) 0.7777 (+53.52%) 1.7513 (+150.88%) 1.5808 (+133.83%)

Table 3.5: Normalised e↵ective chemical reaction rate coe�cient (keff/k) of models with
di↵erent resolutions with the 4 chemistry cases with heterogeneous surface emission. The
values in the brackets show the deviations of the coe�cients from the coarser-grid models
from the DNS simulation.

3.5 NO�NO2�O3 chemistry

Chemical settings

Our DNS simulations are then extended to a chemistry scheme involving nitrogen

oxides (NO and NO2) and ozone (O3). This is a common chemical reaction involved

in pollution episodes. The configuration of the simulations with the NO�NO2�O3

chemistry scheme follows similar physical settings as in our first set of DNS simulations.

Nitrogen monoxide (NO) is emitted from the surface at a constant emission flux FNO

and ozone (O3) is entrained from the free troposphere, in where the mixing ratio of ozone

(O3,0) is fixed at 40 ppb. Neumann boundary conditions are imposed at the boundaries

on the mixing ratios of the species so that the surface flux of NO is constant at FNO, and

the surface fluxes of O3 and NO2 are zero. In the free troposphere, the mixing ratios of

NO and NO2 are zero, and the mixing ratio of O3 is fixed constantly and homogeneously

at O3,0. The mixing ratio of O3 is relaxed down the boundary layer to zero on the

surface. Initial and boundary conditions of the simulation are listed in Table 3.6.

The simulation adopts the following chemistry scheme:

k: NO + O3 �! NO2 +O2

JNO2 : NO2 + h⌫
+O2��! NO+O3,

where the imposed chemical reaction rate is k(T ) = k0 exp[�Tact/T (K)] with k0 =

3.0 ⇥ 10�12 cm3 s�1 and Tact = 1500 K, and the photolysis rate of nitrogen dioxide

(NO2) is JNO2 = 0.798⇥10�2 s�1. The rate equations of O3, NO and NO2 are then non-

dimensionalised following similar approaches as in the second-order chemistry scheme

by introducing the characteristic scales for O3 (O3,0), NO (NO0 = FNOU
�1
0 ) and NO2

(NO2,0 = J�1
NO2

k0NO0O3,0). With the normalised concentrations cO3 = hO3i/O3,0, cNO =
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hNOi/NO0 and cNO2 = hNO2i/NO2,0, the rate equations are written as

L0U
�1
0

dcO3

dt
= �KO3!

L0U
�1
0

dcNO

dt
= �KNO!

L0U
�1
0

dcNO2

dt
= KNO2 (! + ↵3cNO2) ,

where ! = cNO2 � cO3cNO exp[�↵1(1 + ↵2b/b0)], and

↵1 = Tact/T0, ↵2 = b0/g, ↵3 = k1/JNO2 ,

with k1 = 10�5 and the dimensionless rate constants are

KO3 = L0U
�1
0 k0NO0, KNO = L0U

�1
0 k0O3,0, KNO2 = L0U

�1
0 JNO2 .

O3 and NO2 are deposited at the surface level with constant deposition velocities

wO3 and wNO2 of 0.3 and 0.2 cm s�1 respectively, based on common observed values.

Therefore, relaxation terms are imposed near the surface for O3 and NO2:

dcO3

dt

����
dep

= �dO3cO3

dcNO2

dt

����
dep

= �dNO2cNO2 ,

where

dO3 = L0U
�1
0 wO3/hdep, dNO2 = L0U

�1
0 wNO2/hdep,

and hdep is the depth of the layer where the relaxation term is active, which are the

bottom six vertical layers of the simulation domain, or 10 m equivalent to typical atmo-

spheric conditions.

Five cases with di↵erent NO-fluxes (FNO) are considered, at values of 1010, 1011,

1012, 5 ⇥ 1012, and 1013 molecules cm�2 s�1 respectively, equivalent to 0.004, 0.04, 0.4,

2.0 and 4.0 ppb m s�1. The values are selected based on observations in areas ranged

from rural to highly polluted environments (values adopted from Kim et al. (2016) and

emission inventory at urban area regions in Pearl River Delta region from Hooyberghs

et al. (2016)). Here we use the case with NO-flux of 1012 molecules cm�3 s�1 as a

reference, and name the 5 scenarios with di↵erent NO-fluxes as 0.01F, 0.1F, 1F, 5F and

10F respectively from low to high NO emission fluxes.
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Variables Initial conditions
hOi3,0 40 ppb in PBL
FNO 0.01-10 ⇥1012 molecules cm�2 s�1 at the surface
wO3 0.3 cm/s
wNO2 0.2 cm/s

Table 3.6: Initial and boundary conditions for the DNS simulation with the
NO�NO2�O3 chemistry scheme, where hOi3,0 refers to the fixed mixing ratio of ozone
in the free troposphere, FNO is the emission flux of nitrogen monoxide at the surface
(variable), wO3 and wNO2 are the deposition velocities of ozone and nitrogen dioxide on
the surface, LX⇥LY ⇥LZ refers to the size of the simulation domain, and NX⇥NY ⇥NZ

refer to the number of nodes used in the simulations.

Figure 3.37: Evolution of volumetrically averaged mean of the number density of NO (top),
O3 (middle) and NO2 (bottom) with time, in the five cases with di↵erent NO-emission fluxes.
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Statistics

Figure 3.37 shows the time series of volumetrically averaged mean of the number

density of NO (top panel), O3 (middle panel) and NO2 (bottom panel) in the boundary

layer. In all the cases O3 is consumed despite of the intensity of NO emission flux. NO

is consumed for the 0.01 and 0.1F cases, where the emission fluxes are weak. Note that

despite the emission flux of NO increases by a factor of 2 between the 5F and 10F cases,

the amount of NO2 produced in the two cases is not much di↵erent.

Figure 3.38 shows the vertical profiles of horizontally averaged mean of the number

density (left panels) and the vertical fluxes (right panel) of NO (top panels), O3 (middle

panels) and NO2 (bottom panels) at the end of the simulation. In most cases, all

chemicals are vertically well-mixed in the boundary layer except in the surface layer,

due to the emission of NO and the deposition of O3 and NO2 on the surface. In the 10F

case, one can see that NO2 is accumulated around the top of the boundary layer. This

is because most of the NO2 is produced around the top of the boundary layer, Due to its

high emission flux, NO consumes most of the O3 in the lower part of the boundary layer,

and O3 are replenished from the free troposphere just near the top of the boundary layer

and an excess amount of NO2 is formed. This can be illustrated by vertical profile of

the production term of NO2 (k[NO ·O3]) in Figure 3.39, similar to the strong-emission

cases. When the emission flux of NO is weak (the 0.01 and 0.1 cases), NO2 is produced

evenly in the boundary layer (except in the surface layer where O3 is deposited). In

the 1F case, there is a peak of NO2 production just at the top of the surface layer due

to the combined e↵ect of the surface emission of NO and the deposition of O3 in the

surface layer. As the density of NO is low, it is consumed by O3 once it is emitted from

the surface layer. The chemistry is NO-limiting in this case. As the NO emission flux

increases, the chemical lifetime of NO also increases, so that NO can flow all the way

up and consume the O3 in the boundary layer. Therefore, the location with maximum

NO2 production shifts from the top of the surface layer to the top of the boundary layer,

where O3 is entrained. The chemistry also shits to O3-limiting with the increases NO

emission flux.

The concentration of NO is highly correlated with the updraft of air in the boundary

layer, except at the location near the top of the boundary layer where the updrifting air

pushes the downdrifting air to bring air composed of only O3 from the free troposphere.

On the other hand, O3 is highly correlated with the downdrifting air. The concentration

of NO2 is correlated with the updrafts when the emission flux of NO is low (in 0.01F,

0.1F and 1F cases), and is shifted to downdraft-correlated when the emission flux of NO

is high. That is again due to the shift of the chemistry from NO-limiting to O3-limiting.
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Figure 3.38: Vertical profiles of the horizontal mean of mixing ratio (left panel) and the
covariance between the mixing ratio and the vertical velocity (right panel) of NO (top), O3
(middle) and NO2 (bottom) at the end of the simulation with the 5 cases with di↵erent NO-
emission fluxes.
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Figure 3.39: Vertical profile of the production term of NO2 k[NO · O3] at the end of the
simulation for the 5 cases with di↵erent NO-emission fluxes.

Segregation and e↵ective chemical reaction rate

Following Equation 1.23 and 1.24, the Damköhler numbers of O3 and NO can be

respectively expressed as:

DaO3 = khNOi
✓
z2i
B0

◆ 1
3

DaNO = khO3i
✓
z2i
B0

◆ 1
3

.

Figure 3.40: Evolution of the normalised e↵ective chemical reaction rate keff/k with time for
the 5 cases with di↵erent NO-emission fluxes.

We then evaluate the e↵ective chemical reaction rate in the NOx-O3 cases. The

evolution of the normalised e↵ective chemical reaction rate (keff/k) of the 5 cases with

di↵erent NO fluxes is plotted in Figure 3.40. We take the time-averaged value of the

normalised e↵ective chemical reaction rate over the last 1.5 hours in the simulation. In

the 5 cases, the e↵ective chemical reaction rate coe�cient keff is 99.1%, 97.1%, 95.3%,
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85.1% and 85.4% of the imposed chemical reaction rate k respectively from the lowest

to the highest NO-fluxes. This implies that a complete-mixing model overestimates the

reaction rate from 0.9% - 14.9%, depending on the NO emission flux FNO. Note that

the value of keff/k is almost the same for the 5F and 10 F cases.

Figure 3.41 shows the vertical profile of the normalised height-dependent e↵ective

chemical reaction rate (keff (z)/k) at the end of the simulation. The e↵ective chemical

reaction rate is minimum just below the top of the boundary layer, similar as in the

previous cases with the second-order chemistry scheme (refer to Figure 3.23). The

e↵ective chemical reaction rate is 98%, 83%, 82%, 49% and 44% of the imposed value

from the lowest to the highest emission flux of NO. The deviation from the imposed value

in the surface layer is smaller than the cases with the second-order chemistry scheme

due to the deposition of O3 on the surface.

Figure 3.41: Vertical profile of the e↵ective chemical reaction rate keff (z)/k at the end of the
simulation for the 5 cases with di↵erent NO-emission fluxes.

Model resolution degrading

These DNS simulations are then degraded into coarser-grid models following the same

treatment as in the previous simulations. The resultant normalised e↵ective chemical

reaction rate keff/k is listed on Table 3.7. The values in brackets show the deviation in

percentage of the calculated e↵ective chemical reaction rate in the coarse-grid models

from the DNS simulations. The influence of degrading the model on cases with low NO

emission flux (0.01F, 0.1F and 1F cases) is generally small with an overestimation of

actual chemical reaction rate of less than 3%. However, when the NO emission flux is

high ( the 5F and 10F cases), the influence is more significant, with the overestimation

ranging from 5.7% to 12.7%.
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FNO DNS 1 km-128 lev 1 km-64 lev 1 km-32 lev 3 km-128 lev 3 km-64 lev 3 km-32 lev

1010 0.9914 0.9941 (+0.27%) 0.9956 (+0.42%) 0.9975 (+0.61%) 0.9967 (+0.53 %) 0.9976 (+0.62%) 0.9979 (+0.65%)

1011 0.9701 0.9806 (+1.05%) 0.9852 (+1.51%) 0.9916 (+2.15%) 0.9872 (+1.71%) 0.9903 (+2.02%) 0.9936 (+2.35%)

1012 0.9532 0.9677 (+1.45%) 0.9748 (+2.16%) 0.9858 (+3.26%) 0.9752 (+2.20%) 0.9804 (+2.72%) 0.9864 (+3.32%)

5 ⇥ 1012 0.8507 0.9074 (+5.67%) 0.9367 (+8.60%) 0.9709 (+12.02%) 0.9394 (+8.87%) 0.9571 (+10.64%) 0.9854 (+13.47%)

1013 0.8544 0.9192 (+6.48%) 0.9473 (+9.29%) 0.9771 (+12.27%) 0.9496 (+9.52%) 0.9655 (+11.11%) 0.9810 (+12.66%)

Table 3.7: Normalised e↵ective chemical reaction rate coe�cient (keff/k) of models
with di↵erent resolutions with the 5 cases with di↵erent fluxes of NO (FNO in molecules
cm�2 s�1. The values in the brackets show the deviation of the coe�cients from the
coarser-grid models from the DNS simulation.

3.6 Parametrisation of the e↵ective chemical reac-

tion rate

To explore the relations between the e↵ective chemical reaction rate and other phys-

ical and chemical variables, the variables in all the simulations with the second-order

chemical reaction in Section 3.3 and 3.4, together with the corresponding initial and

final Damköhler numbers and the normalised e↵ective chemical reaction rates are listed

in Table 3.8. Here it is assumed that, since the Damköhler number of a tracer at a

particular time actually involves information about the turbulent (the PBL height and

the convective velocity) and the chemical properties (imposed reaction rate and the con-

centration of the other reacting tracer), the corresponding Damköhler number reflects

the instantaneous state of turbulence and chemical reaction respectively, and therefore

indicates their e↵ects on the instantaneous e↵ective chemical reaction rate. With that

assumption, one can speculate that the e↵ective chemical reaction rate is in fact related

to the final Damköhler numbers, and significantly deviates from the imposed rate when

(1) the Damköhler number of the limiting reactant (the reactant which is depleting) is

approaching or greater than 1; (2) when the ratio between the final Damköhler num-

bers of the two tracers is particularly small or large (which indicates either Tracer A

or B is depleting). This conclusion is consistent with what is reported in other studies

(e. g. de Arellano et al. (2004)). However, here we propose that the determining variable

should be the Damköhler number of the limiting reactant, instead of only the Damköhler

number of the emitting reactant (Tracer A), in order to take the shift of chemical regime

from Tracer A-limiting to Tracer B-limiting into account. This is newly found owing to

our extension of exploration of the problem to cases with strong emissions. Therefore, it

is speculated that the normalised e↵ective chemical reaction rate (keff/k) is a function

of the final Damköhler number of the limiting reactant (Dalim) and the ratio of the final

Damköhler numbers of the two reactants (rDa = DaA,f/DaB,f ).

To simplify the problem, the relation of the e↵ective chemical reaction rate with

Dalim is first explored with the results of the simulations with heterogeneous emissions

in Section 3.4. Since the boundary conditions of Tracer A and B are symmetrical, the

statistics of Tracer A and B are similar, so thatDaA ⇠ DaB and rDa is roughly equal to 1.
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Therefore, for the cases with heterogeneous emission, keff/k is related to the geometric

mean of the final Damköhler numbers of A and B (D̃af =
q
Da2A,f +Da2B,f ). The results

from the best fit is plotted in Figure 3.42. From the best fit, keff/k = exp[�0.5D̃af ],

indicating that keff/k follows an exponential distribution with Dalim.

Homogeneous
hA0i (ppb) hB0i (ppb) F

buoy,0 k Da
A,i

Da
B,i

Da
A,f

Da
B,f

k
eff

/k
0.071 2 1 0.01 0.0124 0.0010 0.0743 0.0177 0.9870
0.071 2 1 0.1 0.1438 0.0094 0.6051 0.0405 0.9652
0.071 2 1 1.0 1.4377 0.0938 5.7148 0.0688 0.8687
0.071 2 1 10.0 12.3520 1.0267 56.7361 0.1200 0.6492
0.071 2 0.5 0.1 0.1531 0.0100 0.3798 0.0558 0.9520
0.071 2 0.5 1.0 1.5306 0.0999 3.3438 0.1036 0.7989
2 2 1 0.1 0.1531 0.0560 0.0002 99.7068 0.0819
2 2 1 1.0 1.5306 0.5602 4.8058⇥ 10�5 997.0659 0.0226

0.71 2 1 0.1 0.1531 0.0214 0.0028 29.8211 0.1225
0.71 2 1 1.0 1.5306 0.2142 0.0033 298.1865 0.0304

Heterogeneous
0.071*2 0.071*2 1 0.01 0.0002 0.0002 0.0319 0.0318 1.0204
0.071*2 0.071*2 1 0.1 0.0024 0.0024 0.1496 0.1488 0.9952
0.071*2 0.071*2 1 1.0 0.0241 0.0241 0.5665 0.5578 0.7634
0.071*2 0.071*2 1 10.0 0.2406 0.2406 3.2605 3.1573 0.2522
0.71*2 0.71*2 1 0.1 0.0069 0.0069 1.9960 2.0482 0.3068
0.71*2 0.71*2 1 1.0 0.0686 0.0686 15.9511 16.4730 0.0487
2*2 2*2 1 0.1 0.0121 0.0121 3.1373 3.2651 0.2109
2*2 2*2 1 1.0 0.1211 0.1211 26.9289 28.2074 0.0285

Table 3.8: The initial conditions (characteristic concentrationshA0i and hB0i, normalised
buoyancy flux Fbuoy,0, chemical reaction rate (imposed) k), the initial Damköhler num-
bers DaA,i and DaB,i, and final Damköhler numbers DaA,f and DaB,f with the resul-
tant normalised e↵ective chemical reaction rate keff/k in the DNS simulations with the
second-order chemistry scheme with homogeneous emission and heterogeneous emissions.

Figure 3.42: Fit with heterogeneous emission of the normalised e↵ective chemical reaction rate
against the geometric mean of the final Damköhler numbers D̃af . The function is keff/k =
exp[�0.5D̃af ]. The sum of squares due to error (SSE) is 0.0150. The R-square is 0.9873. The
root mean squared error (RMSE) is 0.0463.
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The next step is to explore the relation between keff/k and rDa. Four data points

with similar values of D̃af (⇠ 0.15) are selected to derive keff/k as a function of

rDa, of which the result is plotted in the Figure 3.43. From the best fit, keff/k =

0.9943exp[�((log rDa � 0.3367)/3.812)2], indicating that keff/k follows a gaussian dis-

tribution with the logarithmic of rDa (log rDa).

Figure 3.43: Fit with homogeneous emission of the normalised e↵ective chemical reaction
rate against log rDa with similar D̃af . The function is keff/k = 0.9943exp[�((log rDa �
0.3367)/3.812)2]. The SSE is 0.00149. The R-square is 0.9982 and the adjusted R-square
is 0.9947. The RMSE is 0.03239.

The data from the cases with homogeneous emission are then fitted as a product of a

Gaussian function of log rDa and an exponential function of Dalim. The result from the

best fit is plotted in the Figure 3.44. From the best fit, keff/k = 0.961 exp[�((log rDa �
0.6268)/3.356)2] · exp(�0.00055Dalim).

Figure 3.44: Fit with homogeneous emission of the normalised e↵ective chemical reaction rate
against the final Da ratio and the final Dalim. The function is keff/k = 0.961exp[�((log rDa�
0.6268)/3.356)2] · exp(�0.00055Dalim). The SSE is 0.0168. The R-square is 0.9898 and the
adjusted R-square is 0.9847. The RMSE is 0.0530.

From the relations obtained from the cases with the second-order chemical reaction,

it is learnt that keff/k follows a Gaussian relation with log rDa and an exponential
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relation with Dalim:

keff
k

/ exp

"
�
✓
log rDa + b

c

◆2
#
· exp (dDalim) ,

where b, c, d are some fitting coe�cients. It is known from the Taylor expansion that,

when [(log rDa + b)/c]2 ⌧ 1,

exp


�(log rDa + b)2

c2

�
⇡ 1�

✓
log rDa + b

c

◆2

,

and when Dalim ⌧ 1,

exp(dDalim) ⇡ 1� dDalim.

Therefore,

exp


�(log rDa + b)2

c2

�
· exp(dDalim) ⇡ 1�

✓
log rDa + b

c

◆2

· dDalim

⇡ 1� ↵(log rDa + b)2 ·Dalim,

where ↵ is another fitting coe�cient that ↵ = d/c2. From this, one can write a correction

factor Feff to the chemical reaction rate from keff/k, such that

Feff = 1� keff
k

/ ↵(log rDa + b)2 ·Dalim. (3.7)

The parameter ↵ is also named the impact factor from now as it indicates how significant

Equation 3.7 is. With these, the analysis with the least-square fitting method is now ex-

tended to the cases with NOX-O3 chemistry. The related physical and chemical variables

and parameters are listed in Table 3.9. In the cases with NOX-O3 chemistry, the final

Damköhler number of O3 (DaO3
), the limiting species when FNO � 0.4 ppb m s�1) and

the ratio between the Damköhler numbers of NO and O3 (rDa = DaNO,f/DaO3,f ) are

considered in the fitting. The best fit of Feff against DaO3 and log rDa with the func-

tion in Equation 3.7 is Feff = 0.004331(log rDa + 2.637)2 ·DaO3
(shown in Figure 3.45).

Therefore, the e↵ective chemical reaction rate is given as

keff/k = 1� 0.004331(log rDa + 2.637)2 ·DaO3
. (3.8)
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FNO (ppb m s�1) DaNO,i DaO3,i DaNO,f DaO3,f keff/k

0.004 1.1591 0.0061 4.9676 0.0065 0.9914
0.04 1.1591 0.0360 4.9898 0.0137 0.9701
0.4 1.1591 0.0455 4.4408 0.8885 0.9554
2.0 1.1591 0.0662 0.7824 43.0598 0.8507
4.0 1.1591 0.0974 0.1858 204.9693 0.8544

Table 3.9: The initial conditions (NO emission flux FNO), the initial Damköhler
numbersDaNO,i and DaO3,i, and final Damköhler numbers DaNO,f and DaO3,f with
the normalised e↵ective chemical reaction rate keff/k in the DNS simulations with the
NO�NO2�O3 chemistry scheme.

Figure 3.45: Fit with ozone chemistry of the normalised e↵ective chemical reaction rate
(keff/k) against DaO3

and log rDa. The best-fit function is Feff = 0.004331(log rDa+2.637)2 ·
DaO3

. The SSE is 0.0008643. The R-square is 0.9516 and the adjusted R-square is 0.9355.
The RMSE is 0.01697.

Based on the results with the degraded model resolution, Equation 3.7 is fitted

along with the results for the 1 km-32 lev model (refer to the bracketed values on the

fifth column on Table 3.7). At that resolution, the fit gives a ↵ = 0.003552 (shown

on Figure 3.46, and hence the e↵ective chemical reaction rate is given as keff/k =

1 � 0.003552(log rDa + 2.637)2 ·DaO3
. Note that the lower value of ↵ at the resolution

of 1 km is due to the compensation from its higher resolving power.
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Figure 3.46: Fit with ozone chemistry of the normalised e↵ective chemical reaction rate
(keff/k) against DaO3

and log rDa for the 1 km-32 lev resolution-degraded model. The best-fit
function is Feff = 0.003522(log rDa + 2.637)2 ·DaO3

. The SSE is 0.0004395 The R-square is
0.9653 and the adjusted R-square is 0.9653. The RMSE is 0.01048.

3.7 Conclusions and Discussion

To investigate the relations between turbulent motions and chemical reactions in an

urban convective boundary layer, direct numerical simulations (DNS) are conducted with

two initially-segregated reactive chemical species, with extension to cases with strong

emission fluxes and heterogeneous emissions. The Damköhler number (Da), that is the

ratio between the chemical and turbulent timescale, is used to classified the regime in

which turbulence significantly a↵ects the chemical reaction rate. Turbulence fails to mix

the chemicals well in the boundary layer when the chemical reaction rate is fast or when

the emission flux of the chemical is strong (which can be characterised with Da � 1).

The e↵ective chemical reaction rate (keff ), which represents the actual reaction rate at

which the species reacts in the turbulent flow, is used to quantify the impact of turbulence

on chemical reaction. With tracer advection simulations with a homogeneous turbulent

field, it can illustrate that both the tracer segregation and production in the turbulent-

resolved model significantly di↵er from the averaged-values calculated in a single grid

box in a large-scale model.

The DNS simulation is first configured with two reactive chemical species, one

surface-emitted species at constant emission rate (Tracer A) and another species en-

trained from the free troposphere (Tracer B), reacting in a second-order chemical scheme
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to form a product (Tracer C) (A+B �! C). Cases with 4 di↵erent values of reaction rate

constants are simulated, in which two of them are in the slow-chemistry regime (Da < 1)

and two are in the fast-chemistry regime (Da > 1). The simulations are terminated after

⇠4.5 hours when statistical equilibrium is reached. When the e↵ective chemical reaction

rates of these cases are computed, it is revealed that a complete-mixing model, which

assumes the species to be homogeneously distributed in the boundary layer, overesti-

mates the actual reaction rate by 15% with initial Da ⇠ 1 and by ⇠ 35% with initial

Da ⇠ 10. This overestimation is induced by the segregation of the reactants due to

ine�cient turbulent mixing. The overestimation is most significant just below the top

of the boundary layer, which varies between 8% and 45 %, increasing with the imposed

reaction rate.

The DNS results are then degraded into coarser resolution with two horizontal reso-

lutions (equivalent to 1 and 3 km respectively) and three vertical resolutions (containing

10, 20 and 40 levels in the boundary layer respectively) to mimic the calculations in

a regional chemical-transport model (CTM). In the fast-chemistry regime, such model

improves significantly when the horizontal resolution increases from ⇠12 km to 3 km

by reducing the overestimation of the e↵ective chemical reaction rate from 15-35% to

4-22%. However, the improvement is less significant when the horizontal resolution in-

creases from 3 km to 1 km, as at both resolutions the overestimation lies in the range

of 4-13%. The improvement is more significant with increasing vertical resolutions. All

coarse-grid models give a smoother vertical profile of the horizontally averaged e↵ective

reaction rate with no local minimum at the top of the surface layer and less prominent

minimum in the entrainment zone, as the two zones are particularly sensitive to model

resolution.

The experiment continues with strong fluxes of the surface-emitted species at 0.5 ppb

m s�1 and 1.4 ppb m s�1. The reaction between Tracer A and B transits from Tracer

A-limiting to Tracer B-limiting condition. The corresponding e↵ective chemical reaction

rate drops dramatically to only less than 3% of the imposed rate in the fast-chemistry

regime, and to 8-12% of the imposed rate even in an initially slow-chemistry regime.

The depletion of Tracer B results in a very large segregation between Tracer A and B,

and therefore only limited amount of Tracer A can react with Tracer B, mostly below

the top of the boundary layer. It is later found out that, the transition of chemistry

regime for Tracer A-limiting to Tracer B-limiting makes the e↵ective reaction rate to

be closer related to the Damköhler number of Tracer B, contrary to previous studies

which always relate the e↵ective reaction rate to the Damköhler number of Tracer A

(e. g. de Arellano et al. (2015)5).

The investigation is then extended to heterogeneous emission of two species emitted

5Many of these studies only refer Da as the Damköhler number of Tracer A and seldom mention the
Damköhler number of Tracer B.
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from the surface at alternate strips with a width of 2 km. In the fast-chemistry regime,

the e↵ective reaction rate is 75% of the imposed value for Da ⇠ 0.6 and only 25% for

Da ⇠ 3.0. The e↵ective reaction rate is minimum at the surface and maximum at the top

of the boundary layer. When degrading the model resolution, some coarse-grid models

underestimate the actual reaction rate when the chemistry is very slow, in contrary to

the cases with homogeneous emission, that the actual rate is always overestimated. In

the fast-chemistry regime, the e↵ect of degrading model resolution is significant, with an

overestimated rate of at least 10%. For the coarse-grid model with resolution lower than

the emission heterogeneity length scale (in this case the width of the alternate strips,

i. e. 2 km), the coarse-grid model can even perform worse than a completely mixing

model. As the vertical resolution increases, the model overestimation also becomes

larger. This is because the model grid fails to resolve the separation of the emission

sources of the two species, which leads to the premixing of the reactants within the

same model grid at a higher concentration than in a lower-resolution model.

Following the simulations with the second-order chemistry scheme, a simulation with

a chemical reaction involving nitrogen oxides and ozone is conducted. Nitrogen monox-

ide (NO) is uniformly emitted from the surface at 5 di↵erent emission fluxes, ranging

from rural to highly-polluted environment (0.004 - 4.0 ppb m s�1), while ozone (O3) is

entrained from the free troposphere at a fixed background value of 40 ppb. At low NO

emission flux (< 0.4 ppb m s�1), the overestimation is insignificant (within 5%). How-

ever, at the high emission fluxes (� 2 ppb m s�1), the overestimation can reach 15%.

Despite the emission fluxes in the case with the largest flux (4 ppb m s�1) is 2 times

larger than the the second-largest case (2 ppb m s�1), their overestimation is similar.

The overestimation is most significant again at the top of the boundary layer, and is

larger than 50% when the emission flux reached 2 ppb m s�1. Degrading the model

resolution causes the models to overestimate the reaction rate by 6-13%.

At last, the parametrisation on the e↵ective chemical reaction rate is formulated to

represent the relation between turbulence and chemical reaction in the boundary layer

based on the physical and chemical variables of the DNS runs. One can see that the

e↵ective reaction rate is significantly deviated from the imposed value when (1) the

Damköhler number of the limiting reactant (Dalim) is approaching or greater than 1,

and/or (2) when the ratio between the Damköhler numbers of the two reactants (rDa) is

partially small/large. From these, it is speculated that the normalised e↵ective reaction

rate is a function of Dalim and rDa. The normalised e↵ective reaction rate is derived

empirically, which is found to be following an exponential relation with Dalim and a

Gaussian relation with log rDa. A formulation for the cases with NOX-O3 chemistry is

specifically expressed as a function of the Damköhler numbers of O3 (as the chemistry

is O3-limiting when the NO flux is larger than 0.4 ppb m s�1), and the ratio between

the NO and O3 concentrations, and will be implemented int the WRF-Chem model of
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Chapter 2 in the next chapter.

The DNS simulations conducted in this chapter only represent some idealistic at-

mospheric conditions due to computational limitations. First of all, the growth of the

boundary layer is driven by a constant buoyancy flux, so that the boundary layer height

gradually increases. Hence the simulation can only approximate the time when the PBL

grows from sunrise to mid-afternoon (see Figure 1.2). This also raises the issue of the

time it is required for statistical equilibrium to attain. In some cases, it may be pos-

sible that in some scenarios the statistical equilibrium can be attained in a turbulent

environment if time is long enough. However, this duration may be longer than the

duration of daylight, after which the atmosphere is no longer convective (such that the

DNS condition also violates). This poses a greater problem to cases with strong emission

fluxes, as the time required to attain statistical equilibrium is particularly long. Thus,

it may not be practically to run more than the duration of daylight (say 9 hours) even

though statistical equilibrium is not reached at some cases. Moreover, the simulations

only address a convective boundary layer under clear-sky conditions. It cannot take

into account of with di↵erent weather conditions (such as cloud-top boundary layer) or

when the atmosphere is stably stratified (typical for nighttime conditions). The sim-

ulations also does not include any mean horizontal winds, or other forcings from the

surface (such as surface roughness) other than the constant buoyancy flux. Therefore,

the DNS simulation may be more valuable in addressing the vertical mixing caused by

the turbulent motions the mixed layer relatively far away from surface features that may

induce surface roughness and other additional forcings.

In simulations with strong emission fluxes, the entrained tracer starts depleting,

both in the second-order and NO�NO2�O3 chemistry. In these cases, the segregation

between the two reacting species is mainly caused by the depletion of one of these species.

Despite the large deviation of the e↵ective reaction rate from the imposed rate in those

cases, the actual e↵ect on the production term may not be as large as anticipated, as the

concentration of the depleting species is particularly low, leading to an initially small

production term. In most of the studies including ours, only the fluxes of the emitted

tracers or the chemical reaction rate constant are varied. The boundary conditions of

the entrained tracers are often kept constant. In principle, the determining factor is

the ratio between the two reacting species (Schumann 1989; de Arellano et al. 2004),

so it may not be necessary to change the boundary conditions of the entrained tracer.

However, in reality, the boundary conditions of the entrained tracers may change, both

in the entrainment flux (due to weather conditions (e. g. Albrecht et al. (2016)) and

concentration in the free troposphere (transport from longer range (e. g Zyryanov et al.

(2012)). It may be useful to also change the boundary conditions of the entrained tracers

in future experiments.
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In simulations with heterogeneous emissions, the only emission configuration con-

sidered is with horizontal strips with uniform width of 2 metres. However, it is also

known that other factors may also a↵ect the significance of heterogeneous emission on

the segregation of the reacting species. Ouwersloot et al. (2011) has already addressed

that the segregation is also a↵ected by the length scale of heterogeneity (the width of the

strips). Another common emission configuration is point sources. Karamchandani et al.

(2000) studied the dispersion of reacting plume using a plume model and suggested that

the segregation should be correlated to some physical variables such as the downwind

distance from the point source. Future studies may also take these characteristics from

the emission configurations into account.

Another important factor a↵ecting the chemistry in the boundary layer in urban

environments is undoubtedly the urban structures (buildings and streets in the urban

canopy). The structure of turbulent flow can be significantly altered in the street canyons

due to the exchange of heat fluxes and momentum with the urban structures (Oke 1997).

Therefore, such turbulent flow within the urban canopy can be extremely complicated,

and our DNS model is unfortunately incapable of addressing the e↵ect under such en-

vironments. Therefore, our simulations are more suitable for addressing the scenarios

in the mixed layer above the urban canopy. But in the mixed layer, the urban canopy

still potentially a↵ects the chemistry and dynamics in the boundary layer by means of

surface roughness and emission heterogeneity. Auger and Legras (2007) addressed this

issue by considering di↵erent configurations of emissions, and showed that the segrega-

tion also depends on the average size of gaps between the emission region. DNS may

not be a suitable tool to account for such e↵ect from an urban environment due to its

di�culty to alter boundary conditions. One may need to use LES or CFD to study the

atmospheric chemistry in turbulent flows in an extended urban canopy.

The formulation presented in Section 3.6 only depends on the Damköhler numbers,

with the assumption that the instantaneous Damköhler numbers are adequate to provide

information on both the turbulent and chemical state at a given time. However, this

assumption may not be true, and other work suggest that the parametrisation should also

include other variables such as updraft/downdraft fluxes (Petersen and Holtslag 1999),

variance of the reacting species, entrainment/emission fluxes (Petersen and Holtslag

1999; Vinuesa and de Arellano 2003), turbulent fluxes (Dlugi et al. 2014), variance of

the emission (Galmarini et al. 1997), magnitude and direction of mean horizontal wind,

length scale of heterogeneity (Ouwersloot et al. 2011) and distance from the sources

(Karamchandani et al. 2000). Also, it is clear from the study with degrading model

resolution that the formulation is also a function of model resolution if implemented

into a large-scale chemical transport models. Further studies on such parametrisation

may take these factors into account. Lenschow et al. (2016b) also developed a one-

dimension second-order closure model to account for the vertical turbulent mixing of
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chemical species ready to be incorporated into larger-scale models. Despite the presence

of a number of parametrisations or tools to account for the e↵ect of turbulent mixing

on chemical reaction in the boundary layer, none of them has actually been applied in

a CTM. It may be more advantageous to first apply a simpler parametrisation scheme

to a CTM to estimate its e↵ect on model calculation.

At last, the overall subject highly relies on the work from modelling, but the obser-

vations for validation is comparatively inadequate. Some related work on observations

address the issue of surface and boundary layer exchange of chemical species (Ganzeveld

et al. 2008; Vilà-Guerau de Arellano et al. 2009) and turbulent dispersion of inert chem-

ical species (Dinger et al. 2018). Dlugi et al. (2010) is perhaps the most comprehensive

study using field campaign data to infer the turbulent exchange and segregation of HOX

radicals and biogenic VOCs in a forest. However, these studies are all conducted in rural

areas, focusing on the isoprene and the HOX radicals. One of the main reasons to con-

duct measurement in rural conditions because most studies assumes that the segregation

between isoprene and OH are most prominent due to the short chemical lifetime of OH.

For example, Dlugi et al. (2010) inferred a segregation of maximum 15% between iso-

prene and OH in its field campaign. however, from our study it has been learnt that the

segregation between NO and O3 may also reach a comparable level when the emission

flux of NO is high, which is more commonly found in urban areas. In urban areas, the

observations are available mainly on the turbulent profiles in the urban boundary layer

(Barlow et al. 2010). Observations addressing the e↵ect of turbulent mixing on chemical

segregation are scarce, and hence potentially useful. Such observation is anticipated

to be challenging as higher temporal resolution is necessary for the measurements in

the urban area than in the rural areas due to the complicated and uneasily controlled

environment in urban areas.
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Bridging chemical calculations in

the turbulence-resolved scale into a

regional chemical transport model:

Application to an urban area

4.1 Introduction

From Chapter 2, we have learnt that increasing model resolution changes the cal-

culation of chemical reactions in aspects of pollutant distributions, ozone production

rates, and the segregation between ozone and its precursors. The e↵ect is potentially

amplified in urban areas due to the localised and intense emission sources. However,

the di↵erence in the statistics of the model results become not significant as the model

resolution increases from 3 km to 1 km. One possible reason is speculated to be the mis-

representation of subgrid-scale processes. One example of this is the failure to resolve

turbulent motions in the boundary layer which may mix the chemicals ine�ciently and

hence a↵ect the actual reaction rate.

Therefore in Chapter 3, direct numerical simulations are employed to explicitly re-

solve turbulent motions in a convective boundary layer. The results show that the inabil-

ity of a complete-mixing model to resolve the segregation of reactants due to ine�cient

turbulent mixing can cause an overestimation of 15-35% on the actual reaction rate for

a second-order chemistry scheme in a fast chemistry regime (with Damköhler number

greater than 1). The e↵ect is even more significant in cases with strong emission fluxes

and heterogeneous emissions, which are common conditions in an urban environment.

A simulation with NO�NO2�O3 chemistry is also conducted and a ⇠ 15% reduction

in the actual reaction rate is found when the NOX emission is strong. The e↵ective

chemical reaction rate (keff ) is adopted to quantify the deviation between the actual
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and imposed reaction rate due to the segregation of reactants in the boundary layer, and

is parametrised as a function of the Damköhler numbers and the concentration ratios of

the reactants. In this chapter, the formulation derived based on the DNS results with

the NOX-O3 chemistry in Section 3.6 will be implemented into the WRF-Chem model

in Chapter 2 as an attempt to estimate its significance and feasibility in its implemen-

tation in an operational regional chemical-transport model. Its impact on the model

calculations will then be examined with comparison with the results in Chapter 2.

4.2 Methods

In this chapter, the rate constant k of the reaction

k : NO + O3 �! O2 +NO2, (4.1)

will be modified with the formulation in Section 3.6 based on the results of the DNS

simulations in the convective boundary layer in Section 3.5.

Before listing the implemented equations, some boundary conditions of the DNS

simulations in Section 3.5 and the WRF-Chem simulation in Chapter 2 are first briefly

intercompared. The results from the WRF-Chem simulations in January 2017 are used

as an illustration. Figure 4.1 shows the colour maps of the emission fluxes of NO in the

domain d04 at the resolution of 9 km and 1 km. At the resolution of 9 km (the left

panel), the maximum emission flux of NO is around 10 ppb m s�1. which is slightly

higher than the maximum emission fluxes in the DNS runs (4 ppb m s�1). However,

at the resolution of 1 km, the maximum emission flux of NO can reach the level of 100

ppb ms�1, which is much higher than the range of the NO emission fluxes adopted in

the DNS simulation. For the boundary condition of O3, the concentration at the top

of the boundary layer at both resolutions is around 60 ppbv, which is slightly higher

than the fixed concentration adopted in the free troposphere in the DNS simulations.

However, since the O3 concentration decreases with height in the free troposphere in

the WRF-Chem simulations, the value of 40 ppbv adopted in the DNS simulation is not

much underestimated from the mean value in the free troposphere.
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Figure 4.1: Colour maps of NO emissions in January 2017 at the resolution of 9 km (left) and
1 km (right).

Figure 4.2 shows the colour maps of some variables in Equation 4.3 at the surface level

at 11 am on 27th January 2017 calculated from the results in the WRF-Chem simulations

in Chapter 2. One may refer to the colour maps of the corresponding temperature

(Figure 2.9), NO (Figure 2.14) and O3 (Figure 2.16) concentration distributions. The

turbulent timescale (top-left panel) on the landmass lies between 5 and 10 minutes,

which is in the range of turbulent timescale associated with DNS simulation (bottom-

right panel of Figure 3.15). In some regions along the coastline, the turbulent timescale

is longer than 15 minutes. For the ratio between the O3 and NO concentrations, the

high ratios (positive logarithmic values) occur at the east side of the domain due to

the high O3 but low NO concentration. The low ratios (negative logarithmic values)

occur at and in the downwind regions of the point sources (refer to Figure 2.3 for the

locations of main point sources), all located in the west, where the NO concentration is

high contributed from the emission of the power points and ports. The concentration of

O3 is also low there due to the titration of NO.

The Damköhler numbers of NO and O3 are shown on the bottom panels. For NO,

the Damköhler number is typically ⇠ 5 � 10 over the land mass, and can raise above

10 in some coastal regions and over the sea due to the longer turbulent timescale there.

However, the Damköhler number of NO is relatively small (< 5) in the downwind region

of the point sources, attributed from the low concentration of O3 (DaNO / hO3i). But

over the area of the simulated domain, DaNO > 1. For O3, the Damköhler number is

small (< 1) on the east half of the domain. It is large (⇠ 50) near the point sources and

in their downwind regions owing to the high NO concentration there. For instance, at

the Castle Peak Power Plant, DaO3
can reach the level of 200.
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Figure 4.2: Colour maps of the turbulent timescale (top-left panel), the ratio between O3 and
NO concentrations (top-right, in logarithmic scale), the Damköhler number of NO (bottom-
left) and O3 (bottom-right) calculated from the results of the WRF-Chem simulation at 11 am
on 27 January 2017 at resolutions of 1 km . These are calculated using the temperature and
concentration fields shown in Figure 2.9, 2.14 and 2.16.

From Equation 3.8, the e↵ective reaction rate between initially-segregated sources of

NO and O3 under the influence of turbulence can be expressed as:

keff
k

= 1� ↵(log rDa + 2.637)2 ·DaO3
, (4.2)

where the Damköhler number of O3 is

DaO3
= khNOi

✓
z2i
B0

◆ 1
3
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and the ratio between the Damköhler number of NO and O3 is

rDa =
DaNO

DaO3

=
hO3i
hNOi .

k here refers to the originally-imposed reaction rate constant of Reaction 4.1 in the WRF-

Chem model. zi refers to the boundary layer height, and B0 is the surface buoyancy

flux, which is given by

B0 =
g

T
w0✓0,

where g is the gravitational constant and T is the absolute temperature. w0✓0 is the

vertical kinematic flux of the virtual potential temperature ✓.

To express the surface buoyancy flux B0 in variables inside the WRF model, the

above formula is rewritten into functions of the surface sensible heat flux SHF and the

surface latent heat flux LH (Stull 2012):

B0 =
g

⇢cpT


SHF + 0.61

cpT

L
LH

�

=
g

⇢cpT
[SHF + 0.07LH] ,

where ⇢ is the air density, cp is the specific heat capacity of air at constant pressure, and

LH is the surface latent heat. The ratio of c
p

T

L
can be approximated to be 0.07 under

normal atmospheric condition (Stull 2012).

Expanding Equation 4.3 with the above-mentioned physical and chemical variables,

the e↵ective reaction rate for Reaction 4.1 is formulated as:

keff
k

= 1� ↵

✓
log

hO3i
hNOi + 2.637

◆2

· khNOi
 

z2i
g

⇢c
p

T
[SHF + 0.07LH]

! 1
3

. (4.3)

The e↵ective chemical reaction rate keff is implemented into the WRF-Chem model in

Chapter 2 to replace the originally-imposed k, with the impact factor ↵ = 0.004331 at

the resolution of 9 km and ↵ = 0.003522 at the resolution of 1 km. The impact factor is

smaller at the resolution of 1 km due to the compensation from the increased resolving

power at higher resolution. In the simulation, it is adjusted that keff/k = 1 when

B0 < 0 or when hNOi = 0 to avoid computational errors. Since Equation 4.3 is based

on conditions in a convective boundary layer, B0 < 0 would violate the the convective

conditions, and therefore the e↵ect addressing in Equation 4.3 should also be neglected.

When keff/k < 0, the value is set to zero. When the impact of ine�cient turbulent

mixing significantly a↵ects the rate of chemical reaction, keff/k approaches to 0. When

the e↵ect of ine�cient turbulent mixing is unimportant, keff/k approaches to 1.

The expected values of keff/k based on the results in Chapter 2 at 11 am on 27th
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January 2017 are shown in Figure 4.3 at the resolutions of 9 km (left panel) and 1 km

(right panel) respectively. One can see that keff/k is generally smaller in the west half

of the domain at both resolutions, as the NO concentrations are higher there with the

presence of the point sources. At the downwind region of the point sources, keff/k can

even drop to zero due to the intense concentration of NO. The ratio between O3 and

NO is also high there. The range of keff/k at the two resolutions both lies between 0.0

and 1.0, despite that the impact factor ↵ is 18.7% larger at the resolution of 9 km.

Figure 4.3: Colour maps of the normalised e↵ective chemical reaction rate (keff/k) imple-
mented in the WRF-Chem simulation at 11 am on 27th January 2017 at resolutions of 9 km
(left panel) and 1 km (right panel) . These are calculated using the physical variables and
concentration fields shown in Figure 2.14 and 2.16.

4.3 Results

4.3.1 Showcase on 27th January 2017

The results of the modified run are first illustrated with the colour maps of the surface

concentrations of NO, NO2 and O3 at 11 am on 27th January 2017. One may refer to

Section 2.1.2 for the locations indicated in this section. Figure 4.4 shows the results of

the modified run at the resolution of 9 km, in which the left panels show the resultant

concentrations of NO (top panel), NO2 (middle panel) and O3 (bottom panel), and the

right panels show the deviations in the modelled concentrations of the modified run from

the original run in percentage. One can refer to again to Figure 2.14 and 2.16 for the

comparison with the original run. For NO (the top panels), the deviation between the

two runs is typically less than +1.5%. The deviation is more significant in the the top-left

corner of the domain and the south-west of the Lamma Island (downwind of the Lamma

Power Plant). The deviation is larger at the west half of the domain. The di↵erence
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between the two runs is less than -1% for NO2 and +1.5% for O3. The deviation in

the O3 concentration is most significant downwind of the Shekou region. Despite the

variation of keff/k can be as large as 100%, its influence to the modelled concentrations

of NO and O3 is only within 2%.

Figure 4.5 shows the similar plots as in Figure 4.4 but for runs at the resolutions of

1 km. The left panels show the resultant concentrations and the right panels show the

deviations in its modelled concentrations from the original run. For NO, the deviation

ranges from 0% to +2% The deviation is more significant again at the east half of the

domain. The deviation for NO concentration is wider-ranged at the resolution of 1

km. The regions with relatively prominent deviations are north of Shekou, north of the

simulation domain in Shenzhen, east of Castle Peak, near the Kwai Chung port and

west of Kowloon, and south of the Lautau Island. For NO2, the range of the deviation is

within -1%. The deviation of NO2 follows similar spatial distribution with NO, except

the signs are opposite. For O3 the deviation ranges between 0 and +25%. The areas

with the larger deviations are located at the point sources and their downwind regions.

In those areas, the O3 concentrations are also low. The maximum deviation in O3

concentration at the resolution of 1 km is larger than that at the resolution of 9 km.

From Figure 4.4 and 4.5, one can see that the deviation of the modified run from

the original one is with larger maximum values and in a wider range at the resolution

of 1 km, despite the correction factor ↵ is ⇠20% higher at the resolution of 9 km. The

reason is speculated to be the larger variability of the concentrations with increasing

resolution. Additionally, the e↵ect from keff/k to the deviation in NO concentration

is most significant when the NO concentration is at moderate level. When the NO

concentration is low, keff/k is very close to 1, and hence does not have much impact.

When the NO concentration is too high, although keff/k becomes close to zero, the

concentration of O3 is also low, hence diminishing the impact of the chemical term of

their reaction (khO3ihNOi). The dominant processes a↵ecting the NO concentrations at

those regions are through emission and advection. For O3, the deviation is larger near

the point sources and their downwind regions due to the low values of keff/k there.
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Figure 4.4: Colour maps showing the surface-level concentrations of NO (top-left panel),
NO2 (middle-left panel) and O3 (bottom-left panel) at 11 am on 27th January 2017 from the
modified run at the resolution of 9 km, and their corresponding deviation from the original
run in the right panels. The deviation maps on the right panels are smoothed using nine-point
local smoothing for better illustration.
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Figure 4.5: Colour maps with similar description in Figure 4.4 but from the modified run at
the resolution of 1 km.



166 Chapter 4

4.3.2 General statistics

Table 4.1 shows the statistics of the modified and original run over the daytime of

the simulation days in January 2017, and the deviation between the two runs at the

resolution of 1 km. Only the daytime data is considered here because Equation 4.3 is

more applicable to the daytime conditions. One can see that the deviation between

the statistics of the two runs is insignificant (< 1%) for most of the variables, except

that the maximum value of O3 concentration is increased by 80% in the modified run.

It shows that the parametrisation may be more sensitive to the extreme values of O3

concentrations.

NO MarcoPolo kmod kmod - MarcoPolo
Mean (ppbv) 13.46 13.51 +0.05 (+0.37%)
Standard deviation (ppbv) 38.95 39.13 +0.18 (+0.46%)
Maximum (ppbv) 1280.82 1283.26 +2.44 (+0.19%)
Total sum (Mg) 2.76 2.77 +0.01 (+0.35%)
NO2 MarcoPolo kmod kmod - MarcoPolo
Mean (ppbv) 17.51 17.46 -0.05 (-0.29%)
Standard deviation (ppbv) 18.60 18.52 -0.08 (-0.43%)
Maximum (ppbv) 202.12 202.26 +0.14 (+0.07%)
Total sum (Mg) 6.24 6.22 -0.02 (-0.27%)
O3 MarcoPolo kmod kmod - MarcoPolo
Mean (ppbv) 41.10 41.16 +0.06 (+0.15%)
Standard deviation (ppbv) 18.22 18.19 -0.03 (-0.16%)
Maximum (ppbv) 79.15 144.12 +64.97 (+82.02%)
Total sum (Mg) 8.65 8.66 0.01 (+0.15%)

Table 4.1: General statistics of the mixing ratios of NO, NO2 and O3 of the original
(MarcoPolo) and modified (kmod) runs during the daytime of the simulation period in
January 2017.

4.3.3 Vertical profiles and diurnal evolution

To examine whether the formulation in Equation 4.3 shows an e↵ect on the vertical

mixing of the pollutants, the vertical profiles at 2 pm averaged over the simulation days

in January 2017 are shown for the mixing ratios of NO, NO2 and O3. The time of 2

pm is chosen because the boundary layer is most convective at that time, indicated by

its maximum boundary layer height (refer to the top-left panel of Figure 2.23 for the

diurnal variation of the boundary layer height). The boundary layer height at 2 pm is

on average at 1,100 m, and one should only consider the height below 1,100 m, as the

formulation in Equation 4.3 is only applicable within the boundary layer. One can refer

to the results presented in Section 2.3.4 for the vertical profiles of the original runs.
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Figure 4.6: Vertical profile of the horizontally averaged concentrations of NO (top-left panel),
NO2 (middle-left panel) and O3 (bottom-left) at 2 pm averaged over the simulation days in
January 2017 at the resolution of 9 km and 1 km. The original (MarcoPolo) and modified
(kmod) runs are plotted in red and orange respectively at the resolution of 9 km, and magenta
and cyan at the resolution of 1 km. The deviation between the original and modified runs are
small so that the two profiles are not well distinct at both resolutions. Their corresponding
deviation from the original run are plotted on the right panels in orange (at the resolution of 9
km) and cyan (at the resolution of 1 km). One should only focus on the altitudes below 1,100
m (the average boundary layer height at 2 pm).

Figure 4.6 shows the horizontally-averaged mixing ratios of NO (top-left panel),

NO2 (middle-left panel) and O3 (bottom-right) in the original and modified runs at the

resolution of 9 km and 1 km. The original and the modified runs are plotted in red

and orange respectively at the resolution of 9 km, and in magenta and cyan respectively
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at the resolution of 1 km. The right panels show the deviation between the two runs,

plotted in orange and cyan at the resolution of 9 km and 1 km respectively.

Figure 4.7: Vertical profile of the mixing ratios of NO (top-left panel), NO2 (middle-left panel)
and O3 (bottom-left) at the Castle Peak Power Plant of the original and modified runs at the
resolution of 1 km, and their corresponding deviation from the original run (right panels).
Similar description as in Figure 4.6.

In general, the deviation of the modified run from the original run is insignificant

for all 3 species throughout the boundary layer at both resolution, with < 1% for NO,

< 0.6% for NO2 and < 0.25% for O3. That is why the lines of the modified runs are

not clearly distinguished from the original runs in the profiles on the left panels. The

deviation between the runs in general decrease with height for almost all species at both
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resolutions. The horizontally-averaged deviations between the runs are larger in value

for all species at the resolution of 9 km. The di↵erence between the two resolutions is

more prominent for NO (⇠ 0.4% at maximum). At the resolution of 1 km, the deviation

between the two runs shows a particularly steep gradient below 150 m, and transits to

much smaller small gradient above that height. It shows that keff/k has a higher impact

in and near the surface layer. One can also see from the DNS simulations that keff/k

is larger near the surface layer (Figure 3.38). However, the vertical profiles do not show

this characteristic and are relatively smooth at the resolution of 9 km.

The same vertical profiles are shown in Figure 4.7, but at the Castle Peak Power

Plant (22.38�N, 113.92�E), where the deviation between the two runs is most significant.

Here only the results at the resolution of 1 km are shown as the significant deviation

can only been seen at the resolution of 1 km (see Figure 4.5). For NO, the deviation

between the modified and original runs is only 0.24% at the surface, which is less than

the horizontally-averaged value, and decreases with height. But the deviation rises again

near the top of the boundary layer, that a level of 1% is reached. For NO2, the deviation

follows a similar pattern as that of NO. The deviation is 1% at the surface level (higher

than the horizontally-averaged value). For O3, the deviation reaches 34% at the bottom

layer, then drastically decreases with height to less than 10% at 150 m.

The left panels of Figure 4.8 show the diurnal evolution of the surface mixing ratios of

NO (top panel), NO2 (middle panel) and O3 (bottom panel) of the original run (plotted

in magenta) and the modified run (in cyan) at the resolution of 1 km at the Castle Peak

Power Plant, with time-averaged over the simulation days in January 2017. The right

panels show the corresponding deviations between the two runs. Only the deviations

during daytime between 8 am (0800) and 5 pm (1700) are shown here. For NO and

NO2, the deviation is relatively higher at 8 am and at 2 pm. However, the deviations

are still insignificant (< 0.24% for NO and < �1.1% for NO2). For O3, the deviation is

largest at 8 am (+150%) followed by at 2 pm (+30%). Note that the O3 concentration

is very low at 8 am, so the percentage change may have been exaggerated.

The peak occurs at 8 am (the time around sunrise) because the boundary layer begins

to expand after sunrise. O3 starts being entrained down from the free troposphere, and

hence is highly segregated from NO, which is mostly emitted from the surface. Therefore

at this time, the e↵ect from Equation 4.3 is more significant. Other peak occurs at 2 pm

because the boundary layer height (and hence the turbulent timescale) is maximum at

that time. With a larger DaO3
, the e↵ect from Equation 4.3 is again more significant.
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Figure 4.8: Left panels: Time series showing the mixing ratios of NO (first panel), NO2
(second) and O3 (third) of the modified (plotted in cyan) and the original run (plotted in red)
at the resolution of 1 km at the Castle Peak Power Plant over the simulation days in January
2017. Right panels: Time series showing the corresponding deviation of the modified run from
the original run in percentage.

4.3.4 Model comparison with observations

To investigate the diurnal variation arisen from the formulation and to compare the

results with observations, the time series of the modified run and the original run are

plotted together with the observational data at the observation stations of Shatin and

Tuen Mun. In this section only the results at the resolution of 1 km are shown.

We first show the results at the Shatin station in Figure 4.9. The plot description is

similar as in Figure 4.8, with the observation data plotted in black on the left panels.

Shatin station is an suburban station located in the east of the domain. From the right

panels, one can see the maximum deviation in NO concentration is 2.6%, almost 4 times

higher than the horizontally-averaged value (see the top-left panel of Figure 4.6). Other

than that, the deviation of both NO2 and O3 are both less than 1%. As seen from

the left panels, the modified run is hardly deviated from the original run, hence the

parametrisation does not show significant improvement to the model.
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Figure 4.9: Left panels: Time series showing the mixing ratios of NO (first panel), NO2
(second) and O3 (third) of the modified (plotted in cyan) and the original run (plotted in red)
at the resolution of 1 km, along with the observation data (plotted in black) at the Shatin
station over the simulation days in January 2017. Right panels: Time series showing the
corresponding deviation of the modified run from the original run in percentage at the Shatin
station.

Figure 4.10 shows the same plots at Tuen Mun station, which is 7 km away from the

Castle Peak Power Plant. The deviation at this station is expected to be higher due

to its proximity to the power plant. However, one can see the deviations (< 0.15% for

all species) are even less than those found at Shatin station. Although the Tuen Mun

station is close to the power plant, it does not locate on its downwind direction. The

station may therefore show much less deviation as at the power plant (see Figure 4.8).

Additionally, at the resolution of 1 km, the model can well separate the location of the

station from the periphery/downwind region of the power plant.



172 Chapter 4

Figure 4.10: Left panels: Time series showing the mixing ratios of NO (first panel), NO2
(second) and O3 (third) of the modified (plotted in cyan) and the original run (plotted in
red) at the resolution of 1 km, along with the observation data (plotted in black) at the Tuen
Mun station over the simulation days in January 2017. Right panels: Time series showing the
corresponding deviation of the modified run from the original run in percentage at the Tuen
Mun station.

4.4 Conclusions and discussion

In this chapter, the parametrisation of the e↵ective reaction rate of the reaction

between NO and O3 (Equation 4.1) is implemented into the WRF-Chem simulations

presented in Chapter 2 with the formulation of Equation 4.3 constructed in Section 3.6

to account for the impact of segregated reactants due to ine�cient turbulent mixing on

the actual chemical reaction rate. The simulation at both resolution of 9 km and 1 km

are once again conducted with the parametrised chemical reaction rate with di↵erent

impact factor ↵. The results of these modified runs are then compared with the results

of the corresponding runs in Chapter 2.

From the colour maps showing the deviation of NO and O3 concentrations of the

modified runs from the original runs at the resolution of 1 km, it is observed that the

deviation during daytime is typically less than 2% for NO and NO2, and is significant

for O3 only right above a point source. The e↵ect is not as significant as expected from

the colour maps of the e↵ective chemical reaction rate, in which the actual reaction

rate can drop to zero in some regions in the simulated domain. The deviation is most
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significant for NO and NO2 in areas where the NOX concentration is moderate. It is

because when the parametrised rate is largely deviated from the imposed rate, where

the NOX concentrations are high, the modelled concentrations are dominantly a↵ected

by other processes such as emission and advection. When the NOX concentration is

low, the parametrised rate would be close to the original rate. The deviations in mixing

ratios of NO, NO2 and O3 between the runs at resolution of 9 km are all less than

2%, presumably due to the smaller variability in the concentration fields at lower model

resolution.

The deviation may not be significant, but one should also reminded that only one

chemical reaction (i.e. Reaction 4.1) is changed in the modified run. In principle, similar

parametrisation should be implemented to other chemical reactions with fast chemistry

and extreme concentration ratios between the two reactants. The number of chemical

reactions that fit into this category is expected to be quite high in an urban environ-

ment, thus a comprehensive study with the rates of all these reactions parametrised

may potentially have a significant e↵ect on the modelled concentrations. Also, there are

therefore a number of other reactions that may contribute to the chemical transforma-

tion of NO and O3 in the WRF-Chem simulation. For instance, in the chain reaction

involving ozone presented in Section 1.2, Reaction 4.1 is not the limiting reaction in the

VOC-limited regime. In the high-NOX emission region, where the e↵ective reaction rate

is most deviated from the imposed rate, ozone chemistry is always in the VOC-limited

regime. Therefore, the concentration of O3 is less sensitive to the concentration of NO,

further hindering the impact of the modified chemical rate.

One should also evaluate whether the assumption made in the formulation are fully

applicable in the WRF-Chem runs. First, the formulation is constructed in Section 3.6

based on the DNS simulation in which NO is homogeneously emitted from the surface.

However, in the simulated domain, the emission of NO is mostly attributed to point

sources in the west half of the domain. From what is learnt in Section 3.4, the het-

erogeneous emission sources may further decrease the e↵ective reaction rate. On the

other hand, in the east half of the domain where NO emission is relatively scarce, NO

would have already been partially mixed as NO is transported from the sources. In this

case, the formulation may underestimate the e↵ective reaction rate (or overestimate the

segregation of the chemicals).

Second, the clear-sky convective boundary layer is considered in the DNS simulation.

Therefore, the formulation is only applicable during daytime, when the atmospheric is

convective. Also, the boundary layer only grows in height throughout the DNS simula-

tion. This is di↵erent from the evolution of the boundary layer height in the WRF-Chem

model that the boundary layer undergoes a diurnal cycle that the boundary layer height

attains its maximum height at around 2 pm and shrinks after that. Therefore, the for-

mulation may even only correctly described the situation between 8 am and 2 pm in the
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WRF-Chem run.

Third, the formulation is based on the assumption that solely the Damköhler num-

ber can provide the information on the instantaneous state of chemical and turbulent

state. In the modified model, the Damköhler numbers are calculated from the modelled

physical and chemical variables1. However, these modelled variables may have already

tampered by the deficiency of the model. For example, the dilution of NO emissions at

the resolution of 9 km tends to give a smaller Damköhler number, hence a less deviated

e↵ective chemical reaction rate than at the resolution of 1 km. That may explain why

the deviation has a wider range and high maximum value at the resolution of 1 km.

Despite the deviation factor in the formulation is ⇠ 20% large at the resolution of 9 km

than of 1 km, it may not compensate the reduction from the dilution of concentrations

due to low resolving power.

It should be also reminded that in the WRF-Chem model, the boundary layer

scheme2 provides a parametrisation for vertical mixing of chemical species in the bound-

ary layer. Although this scheme is a function of height and a prescribed eddy di↵usion

coe�cient, which is independent of chemical reactions and therefore inadequate to ac-

count for the e↵ect of turbulence on chemistry, it contributes to reduce the segregation

between the reactants, in turn also reduce the e↵ect of our parametrisation on the mod-

elled results.

To evaluate the e↵ect of the formulation, one can compare roughly the deviations

of the mean mixing ratios (refer to Table 4.1) with those when changing the grid and

emission resolution (refer to Table A.7 and 2.6). For instance, when the grid resolution

increases from 9 km to 1 km (refer to Table A.7), the deviations are +35% and -3.75% for

the mean surface concentrations of NO and O3 respectively. When the emission resolu-

tion is downgraded from 1 km to 10 km (refer to Table 2.6), the deviations in the former

case are -64.29% and -3.05% for the concentrations of NO and O3 respectively. When

the formulation on the e↵ect of turbulent motion on chemical reaction (Equation 4.3)

is implemented at the 9-km resolution run, the deviation is only +0.89% for NO and

+0.25% for O3 (refer to Figure 4.6). From these, one can see that the implementation

of the formulation is relatively insignificant compared wit the change in grid or emission

resolution.

1As this parametrisation adopts mainly modelled variables in the calculation of the parametrised
process, it is said to be a local parametrisation scheme.

2The YSU boundary layer scheme is adopted in the WRF-Chem model (Hong et al. 2006).
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Conclusion and Outlook

5.1 Summary

Chemical transport models resolve atmospheric processes at a spatial resolution that

is generally much coarser than the size of important processes, such as localised surface

emissions, that occur in particular in the boundary layer of urban areas. For instance,

the resolution of regional chemical transport models is typically ⇠ O(1 � 10) km. In

urban areas, where di↵erent chemical species are often emitted from sources in sepa-

rated locations, chemical species can be therefore segregated when turbulent mixing is

not e�cient. However, in an Eulerian model, they are assumed to be fully mixed in-

side a grid box, and thus react together much more easily than in the real world. A

major goal is this thesis was to assess the importance of reactive species segregation in

the calculation of chemical reactions, particularly in the turbulent boundary layer of a

subtropical metropolitan area such as Hong Kong. The city has a complex topography

with a large number of high-rise buildings and street canyons, in which emissions are

clearly segregated.

To examine the importance of model resolution and the consequence of chemical

segregation, I adopted two di↵erent and complementary approaches - a regional-scale

and a turbulence-resolving model. First I analysed how the increase in the resolution

of a regional chemical transport model from 27 km to just 1 km changes the predicted

concentrations of secondary species like tropospheric ozone, whose formation results

from nonlinear chemical processes. Ozone is thus sensitive to the degree of mixing in

the boundary layer of primary fast reacting species such as nitrogen oxides. Second, to

investigate the importance of very small scale e↵ects, in particular turbulent motions in

the urban boundary layer, I used direct numerical simulations to measure the relation

between the segregation and the reactive rates between two reactive species.

The major conclusion of this investigation is that, under conditions representative of

an urban boundary layer, segregation associated with turbulent motions and separated

emission hotspots can considerably reduce the value of the chemical rate constant from

175



176 Chapter 5

the measured value in a contained laboratory vessel. This reduced chemical reaction rate

depends on the chemical lifetime of the reactants. It is close to one (no reduction) if both

chemical species is well mixed. For example, no significant segregation is expected to

occur for the reaction between methane and the OH radical since the lifetime of methane

is close to 10 years during which complete mixing occurs. The situation changes if the

primary species is a non-methane hydrocarbon such as isoprene whose lifetime is of

the order of minutes during which turbulent motions may not be e�cient enough to

mix the species to allow chemical reactions. In an urban areas such as Hong Kong,

a large amount of nitrogen oxides is emitted from the localised emissions of vehicles

along major roads in street canyons, its reaction with ozone entrained from the free

troposphere is fast and significant segregation occurs. I have estimated from my direct

numerical simulation that, with strong emission fluxes of typical urban values, the rate

constant to be used in the urban boundary layer can be reduced by as much as 95%

due to the strong segregation of the primary species. Specifically for the NO�NO2�O3

reaction, the rate should be reduced by at least 15% when the NOX emission flux is

strong. This e↵ective reaction rate can be parametrised as a function of the chemical

and turbulent timescales and the concentrations of the reactants.

To provide realistic results, large-scale models should also adapt rate constants to

account for the segregation between fast reactive species when calculating the respective

chemical reactions. The correction applied to the reaction rate between NO and O3,

however, shows that the e↵ect of this particular correction on the calculated ozone

concentrations is small. Such correction should be applied to all fast reactions for a

more comprehensive assessment of the subgrid segregation e↵ect of a range of primary

species.

More detailed conclusions are provided below as key points resulting from my inves-

tigation of research questions addressed in Section 1.5:

How does the calculation of ozone chemistry change with grid and emission

resolution in a regional chemical-transport model over an urban environ-

ment?

In order to address this question, WRF-Chem simulations in the region of Hong

Kong are conducted at four di↵erent horizontal resolutions (27, 9, 3, 1 km) and with

emission inventory at resolutions of 1 and 10 km in Chapter 2. Unlike previous similar

studies (e. g. Schaap et al. (2015)) in other regions which focus on the comparison

between modelled and observed data to assess the improvement of model performance

with increasing model resolution, I choose to focus on the intercomparison between the

modelled results at di↵erent resolutions to see how the calculation of processes related

to ozone chemistry changes in the model with increasing model resolution. Regarding

the changes in model calculation with increasing resolution of horizontal grids, I present
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the following key results:

• The modelled concentration shows more significant influence from local topography

(mainly terrains) and emission heterogeneity with sharper and more extended tails

of minima/maxima at the downwind areas of the emission point sources and in

urbanised areas with increasing resolution. I advise to adopt a resolution of at least

3 km to adequately resolve the heterogeneity from the topography and emissions

for this case in Hong Kong.

• The net ozone production rate per NOX concentration decreases when the reso-

lution increases from 27 km to 3 km, as expected from the non-linearity of ozone

chemistry together with the increase in the mean NOX mixing ratios. However,

when the resolution increases to 1 km, the rate increases again. The reason behind

is speculated to be a combined e↵ect of the slightly drop of mean NO mixing ratio

when the resolution increases from 3 km to 1 km and a substantial increase in the

contribution of VOCs to ozone production.

• The segregation coe�cient between the mixing ratios of NO and O3 increases

with increasing resolution in daytime in both Winter and Summer, but decreases

in nighttime in Winter. Similar phenomenon is also noticed for the segregation

coe�cient between NO and NO2. The change of pattern between daytime and

nighttime suggests the change of processes in the NO�NO2�O3 cycle between

day and night. From the correlation between the mixing ratios of NOX and OX(=

O3 + NO2) , the local contribution to OX in levels of NOX is found to increase by

3% when the resolution increases from 27 km to 1 km.

• Overall, the modelled results show a distinct statistical di↵erence between the reso-

lution of 27 km and the higher resolutions. However, for some analysis parameters,

the statistical relations of the modelled results between the resolution of 3 km and

1 km are not very clear.

Regarding the changes in modelled concentrations between the simulations with an

emission inventory at resolutions of 1 km an 10 km, the most noticeable impact is that

more NO is converted to NO2 in the run with the 10 km-resolution emission inventory.

The impact of changing emission resolution to the calculation of ozone chemistry is more

significant to that of changing the grid resolution (from 9 km to 1 km) in this case.

How does turbulent motion a↵ect the rate of chemical reactions of two

initially-segregated species in the boundary layer under urban conditions?

In Chapter 3, I employed a DNS model which explicitly resolves turbulent motions

in a convective boundary layer to quantify the e↵ect of turbulence on chemical reactions
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of initially-segregated reactants. Unlike most of the previous studies (e. g. Ouwersloot

et al. (2011)), which focus on the question on rural or forested conditions, I extended my

simulations with considerations of urban conditions, particularly with strong emission

fluxes and heterogeneous emissions. he Damköhler number (Da) is used to classified the

regime in which turbulence significantly a↵ects the chemical reaction rate. The results

from the DNS are then compared with a complete-mixing model, which assumes the

reactants to be homogeneously distributed in the whole boundary layer, to examine how

the segregation of the reactants due to ine�cient turbulent mixing a↵ects the e↵ective

chemical reaction rate between two reactants A and B. Here I summarise the key results

of the simulations:

• With homogeneous surface emission of reactant A at fluxes in rural level and

entrainment of reactant B from the free troposphere undergoing a second-order

chemical reaction (A+B �! C), the ine�cient turbulent mixing of the segregated

reactants causes a 15-35% reduction with fast chemistry (Da = 1� 10), consistent

with the previous results of LES studies (Vinuesa and de Arellano 2005). Het-

erogeneous surface emission and strong emission flux in urban level can increase

the reduction in reaction rate to 24-76% and > 95% respectively. Increasing the

emission flux to urban level changes the chemical regime from Tracer A-limiting

to Tracer B limiting. I also find that with strong emission fluxes, the e↵ective

chemical reaction rate is more closely related to the Damköhler number of Tracer

B, instead of to the Damköhler number of Tracer A as in cases with rural-level

emission fluxes.

• With the NO�NO2�O3 scheme, the resultant reduction in the reaction rate be-

tween NO and O3 is < 5% when the NO emission flux is weak ( 0.4 ppb m �1),

but is ⇠ 15% when the NO emission flux is strong (2 -4 ppb m s�1).

• E↵ective chemical reaction rate is significantly reduced from the imposed rate when

(1) the Damköhler number of the limiting reactant is approaching or greater than

1, or (2) when the ratio between the final Damköhler numbers of the two tracers

is particularly small or large (so that one of the tracers is depleting).

How significant is this e↵ect of ine�cient turbulent mixing on chemi-

cal reaction in models with grid resolution commensurable with regional

chemical-transport models?

Instead of comparing the DNS results with the complete-mixing model, which is

equivalent to assuming the whole boundary layer to be in the same model grid in a

CTM, I degrade the DNS results to lower resolutions to mimic the calculation from a

regional CTM with horizontal resolution of 1 and 3 km, and with multiple vertical layers

in the boundary layer. I find that
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• In the homogeneous-emission cases with fast chemistry, the overestimation of the

e↵ective reaction rate is moderated from 15-35% by the complete-mixing model,

to 4-22% by a mimicking regional model.

• A mimicking regional model at horizontal resolution of 3 km gives an overestima-

tion even higher than that by the complete-mixing model in the heterogeneous-

emission cases. As the width of the alternating emission is 2 km, the two heterogeneously-

emitted reactants are premixed at a higher concentration in a 3 km-resolution

model than in the complete-mixing model.

• With NO�NO2�O3 chemistry, the overestimation drops from 15% by the complete-

mixing model, to 9% by a 1 km-resolution model.

How significant is this e↵ect when applied to an operational regional chemical-

transport model?

Based on the DNS results in Chapter 3, the e↵ective chemical reaction rate due to the

segregation of reactants by ine�cient turbulent mixing is parametrised for the reaction

rate between NO and O3 as a function of the Damköhler number of O3 and the ratio

between O3 and NO concentrations. This parametrisation is applied in the WRF-Chem

model in Chapter 4 at the resolutions of 9 km and 1 km. Here is the summary of the

chapter:

• From the estimates of the e↵ective chemical rates from the previously modelled

concentrations, the e↵ect is expected to be significant near the emission point

sources and in their downwind regions. However, the e↵ect on the modelled con-

centrations of NO and NO2 is found to be small (< ±2% in general) in the modified

run at the resolution of 1 km, and is significant (⇠ +20%) for the O3 concentration

only right above a point source.

• Despite the expectedly larger reduction in the e↵ective reaction rate at the res-

olution of 9 km due to the lower resolving ability of the model, the e↵ect of the

parametrisation in the modified 9 km-resolution run is less significant than that at

the resolution of 1 km, due to the smaller variability in the modelled concentrations

at lower resolution.

• Since only one reaction is modified in this application of the parametrisation,

parametrisations on other chemical reactions with fast enough chemistry or with

extreme reactant ratios may be necessary to show a significant e↵ect on the mod-

elled concentrations.
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5.2 Discussion and Outlook

Generalisation of the parametrisation Parametrisations similar to that in Chap-

ter 4 should be applied to other chemical reactions with fast chemistry or extreme

concentration ratios between the two reactants. In principle, the parametrisation ad-

dressed in Section 3.6 for the second-order chemical scheme should be able to apply to

other real-life second-order chemical reactions, such as the reactions between RO2 and

NO. However, one has to beware of the high computation cost of such parametrisations

in a regional model. By implementing the parametrisation only on the reaction between

NO and O3, the computation time of the modified WRF-Chem run is already doubled.

Therefore, one may also need to assess whether the e↵ect of such parametrisation is

significant on particular chemical reactions before implementing in a CTM, presumably

from the estimated values of the typical corresponding Damköhler numbers and the

reactant concentration ratio .

Another consideration to generalise the parametrisation is to express it also as a

function of model resolution. Equation 3.7 is fitted specifically with the data from the 1

km-32 level coarse-grid model with a di↵erent impact factor ↵ from that in Equation 3.8

in order to be applied to the 1 km-resolution WRF-Chem model. However, theoretically,

this impact factor should be a function of both the horizontal and vertical resolution, as

both resolutions a↵ect the ability of the model to resolve turbulent motions.

Representation of emission heterogeneity To ask whether a model can resolve

the segregation of reactant due to ine�cient turbulent mixing, one should in fact con-

sider the abilities of the model to resolve the initial segregation of the reactants before

mixing (that is the segregation of the emission sources), and to resolve the subsequent

turbulent mixing of these reactants. While the main focus of this thesis is on the second

consideration, the first consideration is also very important. The initial segregation of

the reactants is actually an initial or a boundary condition of the calculation of the tur-

bulent mixing process in the model. For example, the parametrisation used in Chapter 4

is a local scheme1 , which is particularly sensitive to the initial and boundary conditions.

For example, at the resolution of 9 km, the WRF-Chem model fails to resolve the emis-

sion heterogeneity, which in turn tampers the performance of the scheme. To redeem

this, one may need to consider a non-local scheme which imposes functions with pre-

scribed variables independent of the modelled variables, or to take extra measures to

parametrise for example, the sub-grid emission variability (Valari and Menut 2010), or

the sub-grid variability of landuse (such as MOSAIC scheme in WRF (Li et al. 2013)).

1A local parametrisation scheme mainly adopts the modelled variables in the calculation of the
parametrised process
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Validation with observations Observation data are important to validate such

parametrisations. Observations on turbulent dispersion of reactive or non-reactive species

are commonly done by eddy-correlation methods on aircraft campaigns. These measure-

ments are usually done in rural areas, but cannot be conducted in urban areas. In the

urban areas, a more feasible observation method is to obtain the vertical profiles of

chemical species by DOAS and LIDAR methods. Such campaigns measuring street-

level concentration profiles have been done in cities, including Hong Kong. However,

these one-time campaigns cannot provide a real-time observation of the concentration

vertical profiles. Setting up LIDAR system in on-site observational stations is invaluable

to provide 3D data for the validation of pollution dispersion and transport.

Inclusion of urban structures and urban modelling One very important feature

in urban environments, the urban structures, is neglected in this study. The urban

structures can serve to increase the segregation of the emissions and to change the

dynamics of the turbulent flows. Further study may consider including urban structures

for similar studies in an urban environment. However, similar DNS model may not be

applicable to the implementation of urban structures on the surface. One may need

to use computational fluid dynamics models with a smaller simulation domain, or with

large eddy-simulation with considerations of sub-grid parametrisations.

To ultimately remove the uncertainties from parametrisation scheme of turbulent

mixing in regional CTMs, one may perform very-high resolution modelling that is capa-

ble to resolve turbulent structures. Owing to its highly-localised sources and complex

topography with buildings and roads, high-resolution modelling is considered to be es-

sential in urban areas for accurate pollutant concentration calculations. Thanks to the

rapid advancement of computational power, regional-scale models are now capable to

run at a resolution of ⇠ O(100) m or even less. LES models at resolution of ⇠ O(10)

m with real urban topography of a specific area in a city implemented are also feasi-

ble. Such LES studies are at the moment mainly applied to study urban meteorology

and pollution dispersion, and still rarely involve atmospheric chemistry. A coupled LES

model to a regional CTM may be considered as the next generation of urban air quality

modelling.
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Supplementary materials for

Chapter 2

VOC species Energy Industry Domestic Transport
alcohols 0.42 5.48 7.99 0
benzene 2.25 0.47 8.51 2.98
butanes 5.13 3.38 0.99 13.17
ethane 1.67 1.23 7.24 1.20
ethene 0.89 0.19 15.19 5.35
ethyne 0.96 0.15 5.57 3.51
formaldehyde 1.33 0.16 1.02 0.47
hexanes and higher alkanes 17.05 36.62 1.08 20.72
ketones 0.13 7.37 0.69 0.58
other alkanals 0.09 0.00 3.59 0.56
other alkenes and alkynes 8.97 1.76 6.92 6.44
pentanes 2.91 3.24 1.17 17.51
propane 2.00 1.62 2.58 0.82
propene 0.89 0.19 6.37 1.87
toluene 7.87 7.90 3.59 5.49
xylene 24.60 10.35 1.14 4.60

Table A.1: Speciation of VOC species in HTAPv2 emission inventory in the domain d04
- Mass ratio of di↵erent VOC species against the total non-methane VOC in percentage.
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Figure A.1: The color map of O3 surface mixing ratio at resolution of 27 km (top-left), 9
km (top-right), 3 km (bottom-left) and 1 km (bottom-right) in Domain d04 at 11 pm on 27th

January 2017.
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Figure A.2: The color map of NO surface mixing ratio at resolution of 27 km (top-left), 9
km (top-right), 3 km (bottom-left) and 1 km (bottom-right) in Domain d04 at 11 pm on 27th

January 2017. Note that the contours of the NO mixing ratio are in logarithmic scale.
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Figure A.3: The color map of NO2 surface mixing ratio at resolution of 27 km (top-left), 9
km (top-right), 3 km (bottom-left) and 1 km (bottom-right) in Domain d04 at 11 pm on 27th

January 2017. Note that the contours of the NO2 mixing ratio are in logarithmic scale.
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Figure A.4: The color map of O3 surface mixing ratio at resolution of 27 km (top-left), 9
km (top-right), 3 km (bottom-left) and 1 km (bottom-right) in Domain d04 at 11 pm on 27th

January 2017.
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U (m s�1) 27-km 9-km 3-km 1-km
Mean -3.3284 -3.2686 -2.9072 -2.8289
Median -2.4461 -2.5489 -2.3466 -2.3280
Standard deviation 2.9255 2.7833 2.5261 2.4607
Maximum 2.6521 3.4281 3.8366 5.4934
Minimum -12.4350 -12.3730 -12.2494 -12.2345

V (m s�1) 27-km 9-km 3-km 1-km
Mean -2.2160 -2.0349 -1.8351 -1.7825
Median -2.1555 -2.0021 -1.7724 -1.7108
Standard deviation 2.3223 2.2598 2.1765 2.1568
Maximum 3.6751 4.5038 4.6828 5.3041
Minimum -10.7520 -11.1076 -10.8001 -12.7953

BL height (m) 27-km 9-km 3-km 1-km
Mean 430.0501 413.2439 398.3781 391.2053
Median 429.4047 422.9040 387.8741 376.6754
Standard deviation 267.8530 253.0949 255.9734 253.9113
Maximum 1501.4741 1518.5784 1526.4483 1622.0584
Minimum 0 0 0 0

T (�C) 27-km 9-km 3-km 1-km
Mean 17.7813 17.5659 17.4296 17.3672
Median 17.9270 17.8173 17.7480 17.7114
Standard deviation 2.0976 2.1779 2.3440 2.3992
Maximum 23.9470 23.9983 24.5111 24.3941
Minimum 9.3291 8.8314 8.0197 7.2408

Table A.2: General statistics of the meteorological variables at di↵erent resolutions over
all the simulation time in January 2017.
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U (m s�1) 27-km 9-km 3-km 1-km
Mean -3.5800 -3.4049 -2.9955 -2.9090
Median -2.6686 -2.6785 -2.3829 -2.3570
Standard deviation 2.6062 2.5018 2.2475 2.1821
Maximum 0.7983 1.8606 2.1468 2.8843
Minimum -10.7444 -10.6576 -10.3984 -10.2811

V (m s�1) 27-km 9-km 3-km 1-km
Mean -1.7892 -1.5368 -1.3060 -1.2363
Median -1.9507 -1.7291 -1.4892 -1.4001
Standard deviation 2.0473 2.0095 1.8726 1.8581
Maximum 3.6751 4.5038 4.6828 4.7476
Minimum -7.1084 -6.8953 -6.3593 -6.2187

BL height (m) 27-km 9-km 3-km 1-km
Mean 565.1754 531.1380 527.1436 521.0523
Median 538.2749 498.5362 492.1066 488.0930
Standard deviation 270.7518 251.1494 261.2925 258.3340
Maximum 1501.4741 1518.5784 1526.4483 1622.0584
Minimum 26.7564 26.4098 25.9472 25.6403

T (�C) 27-km 9-km 3-km 1-km
Mean 18.0896 17.9078 17.9413 17.9342
Median 17.9673 17.9277 18.0021 18.0257
Standard deviation 2.0510 1.9471 2.0765 2.1021
Maximum 23.9470 23.7657 23.9689 24.0108
Minimum 10.8565 10.1430 9.2157 8.8331

Wind direction(�) 27-km 9-km 3-km 1-km
Mean 65.7267 71.7417 74.4533 76.2907
Median 58.9790 62.5985 63.5754 65.1505
Standard deviation 39.0484 47.5806 52.0758 54.1590
Maximum 349.4326 359.2534 359.9754 359.9954
Minimum 0.8126 0.4154 0.1152 0.0041

Table A.3: General statistics of the meteorological variables at di↵erent resolutions over
the daytime in January 2017.
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U (m s�1) 27-km 9-km 3-km 1-km
Mean -4.5633 -4.5642 -4.1197 -4.0023
Median -3.6138 -3.9431 -3.5332 -3.4301
Standard deviation 3.1760 2.9381 2.6686 2.6018
Maximum 0.8945 0.5792 1.4948 2.0898
Minimum -12.4350 -12.3730 -12.2494 -12.2345

V (m s�1) 27-km 9-km 3-km 1-km
Mean -1.0666 -1.0426 -0.8673 -0.8835
Median -0.9520 -0.9472 -0.8463 -0.8717
Standard deviation 1.8132 1.7402 1.6513 1.6459
Maximum 3.1596 4.1151 4.1132 5.3041
Minimum -6.7277 -6.5074 -6.0629 -6.3577

BL height (m) 27-km 9-km 3-km 1-km
Mean 337.8073 337.0424 309.5324 301.4706
Median 337.8910 333.9608 280.8843 265.4619
Standard deviation 223.9229 217.4367 204.9224 200.6064
Maximum 915.9371 907.5319 876.5562 867.6135
Minimum 25.8608 25.7394 25.7290 25.7171

T (�C) 27-km 9-km 3-km 1-km
Mean 17.2774 16.8975 16.5821 16.4387
Median 17.6703 17.4662 17.2826 17.1647
Standard deviation 1.8103 1.9842 2.1229 2.1687
Maximum 21.7607 21.2940 21.6250 21.4642
Minimum 9.3291 8.9875 8.6860 7.3646

Wind direction(�) 27-km 9-km 3-km 1-km
Mean 85.2019 83.3600 84.2062 83.5040
Median 77.6932 77.3208 78.2052 77.4300
Standard deviation 39.7202 30.9296 32.1715 33.1144
Maximum 359.0695 357.0985 359.9638 359.9938
Minimum 4.3377 0.3848 0.7440 0.0066

Table A.4: General statistics of the meteorological variables at di↵erent resolutions over
the nighttime in January 2017.
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U (m s�1) 27-km 9-km 3-km 1-km
Mean 0.7871 0.8106 0.7395 0.7109
Median 1.1723 1.2849 1.2087 1.1962
Standard deviation 2.8240 2.7768 2.6144 2.5938
Maximum 7.9370 7.9314 7.6949 7.7048
Minimum -6.7908 -6.6979 -6.6903 -7.4514

V (m s�1) 27-km 9-km 3-km 1-km
Mean 1.8581 1.7453 1.7136 1.6812
Median 1.9041 1.6919 1.6517 1.6253
Standard deviation 1.6895 1.6814 1.6417 1.6362
Maximum 6.5970 8.0676 8.1020 8.0606
Minimum -2.8093 -2.9841 -4.8712 -7.7919

BL height (m) 27-km 9-km 3-km 1-km
Mean 449.9439 414.1591 418.2090 413.6932
Median 345.8975 332.4439 319.0197 313.9791
Standard deviation 393.5897 353.2595 361.4664 353.7976
Maximum 2122.8413 2123.4038 2148.4187 2261.8203
Minimum 0.0000 0.0000 0.0000 0.0000

T (�C) 27-km 9-km 3-km 1-km
Mean 30.6758 30.3914 30.5164 30.4975
Median 29.6060 29.5988 29.7706 29.8342
Standard deviation 2.2652 1.9350 1.9466 1.9022
Maximum 37.3592 36.8803 37.1354 37.0786
Minimum 28.3324 28.0116 26.2203 23.8926

Table A.5: General statistics of the meteorological variables at di↵erent resolutions over
all the simulation time in July 2016
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U (m s�1) 27-km 9-km 3-km 1-km
Mean 0.5910 0.5708 0.4798 0.4323
Median 0.6839 0.7359 0.6854 0.6209
Standard deviation 3.0318 2.9993 2.7991 2.7462
Maximum 7.9370 7.9314 7.6949 7.7048
Minimum -5.5372 -5.5216 -5.5015 -6.3663

V (m s�1) 27-km 9-km 3-km 1-km
Mean 1.5795 1.4015 1.3621 1.2986
Median 1.5644 1.3686 1.3261 1.2379
Standard deviation 1.5031 1.4667 1.4169 1.4168
Maximum 4.7725 5.6607 5.6573 6.1638
Minimum -2.8093 -2.9841 -3.7419 -7.3173

BL height (m) 27-km 9-km 3-km 1-km
Mean 273.4735 250.0116 231.8154 220.2020
Median 247.6847 233.1097 201.7733 189.1690
Standard deviation 169.0472 159.7922 146.4578 142.1703
Maximum 787.6618 762.9449 758.1445 809.5045
Minimum 27.4953 27.4335 27.4457 27.3155

T (�C) 27-km 9-km 3-km 1-km
Mean 29.0867 28.7221 28.5637 28.4263
Median 29.1177 28.9682 28.8869 28.8001
Standard deviation 1.1053 1.1705 1.2957 1.3473
Maximum 33.6837 33.2810 33.3730 33.3421
Minimum 24.4225 23.9778 23.0146 21.0970

Wind direction(�) 27-km 9-km 3-km 1-km
Mean 188.5329 187.7471 186.9630 186.4017
Median 198.1346 200.9135 199.7467 199.0903
Standard deviation 62.3990 65.2547 65.0722 65.9830
Maximum 312.1699 304.6072 343.6091 359.8526
Minimum 59.7205 55.5681 44.7335 0.5745

Table A.6: General statistics of the meteorological variables at di↵erent resolutions over
the nighttime in July 2016.
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CO (ppbv) 27-km 9-km 3-km 1-km
Mean 506.8 531.2 568.5 569.0
Median 464.3 462.9 485.9 489.1
Standard deviation 242.2 307.0 334.9 335.9
Maximum 1596.8 2621.7 3056.1 3540.0
Minimum 190.2 184.6 185.7 183.7

NO 27-km 9-km 3-km 1-km
Mean 8.9 12.7 16.7 17.1
Median 8.9 12.7 16.7 17.1
Standard deviation 18.2 30.8 41.4 52.1
Maximum 128.5 534.1 1017.9 3115.6
Minimum 0 0 0 0

NO2 27-km 9-km 3-km 1-km
Mean 22.0 23.0 25.6 25.2
Median 22.0 23.0 25.6 25.2
Standard deviation 22.4 23.8 25.0 25.1
Maximum 100.0 126.8 17.5 40.67
Minimum 0.5 0.3 0.3 0.4

O3 27-km 9-km 3-km 1-km
Mean 34.8 34.7 32.7 33.4
Median 39.2 39.5 36.5 37.6
Standard deviation 20.7 21.4 21.7 21.3
Maximum 8.66 9.51 9.54 9.67
Minimum 0 0 0 0

Table A.7: General statistics of the mixing ratios of CO, NO, NO2 and O3 at di↵erent
resolutions over all the simulation time in January 2017.

RO2 species Atomic composition
methylperoxy radical CH3O2

hydroxyl ethene peroxyl radical HOCH2CH2O2

ethylperoxy radical C2H5O2

hydroxyl propene peroxy radicals e.g., CH3CH(OO)CH2OH
propylperoxy radical C3H7O2

acetone peroxy radical CH3COCH2O2

lumped alkene peroxy radical CH3CH(OH)CH(OO)CH2
lumped alkyl peroxy radical C5H11O2

methyl ethyl ketone peroxy radical CH3COCH(OO)CH3
aromatic peroxy radical C7H9O5

peroxy radical derived from OH+Isoprene e.g., HOCH2C(OO)CH3CHCH2

terpene peroxl radical C10H16(OH)(OO)
peroxy radical from NO3+isoprene CH2CHCCH3OOCH2ONO2

peroxy radical from OH+lumped unsaturated hydroxycarbonyl e.g., HOCH2C(OO)CH3CH(OH)CHO

Table A.8: VOC species that contribute to ozone production in the MOZART scheme, which
is used in the WRF-Chem simulations in this study (Emmons et al. 2010; Brasseur and Jacob
2017).
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January 2017
Resolution HO2�NO RO2�NO Total
27 km 0.8091 (73.44%) 0.2925 (26.56%) 1.1016
9 km 0.8578 (73.73%) 0.3056 (26.27%) 1.1635
3 km 0.8570 (73.36%) 0.3112 (26.64%) 1.1682
1 km 0.9040 (73.39%) 0.3276 (26.60%) 1.2316
July 2016
Resolution HO2�NO RO2�NO Total
27 km 1.5486 (71.09%) 0.6296 (28.91%) 2.1782
9 km 1.4673 (70.68%) 0.6086 (29.32%) 2.0759
3 km 1.5121 (70.11%) 0.6446 (29.89%) 2.156826
1 km 1.7087 (69.99%) 0.7325 (30.01%) 2.4413

Table A.9: Corresponding ozone production rate contributed by HO2 (Reaction 1.5) and
RO2 (Reaction 1.8) over all the simulation time in January 2017 and July 2016 in unit
of ppbv hr�1.

VOC species Atomic composition
ethene C2H4

propene C3H6

methyl vinyl ketone (MVK) CH2CHCOCH3

lumped monoterpenes C10H16

isoprene C5H8

methacrolein (MACR) CH2CCH3CHO

Table A.10: VOC species that contribute to ozone loss by Reaction 1.13 in the MOZART
scheme, which is used in the WRF-Chem simulations in this study (Emmons et al. 2010;
Brasseur and Jacob 2017).

VOC species Atomic composition
formaldehyde CH2O
propene C3H6

acetaldehyde CH3CHO
peroxy radical from OH addition to MVK, MACR e.g., CH3COCH(OO)CH2OH
peroxy radical derived from abstraction reaction of OH with MACR CH2CCH3CO3

lumped monoterpenes C10H16

isoprene C5H8

peroxy radical derived from OH+Isoprene e.g., HOCH2C(OO)CH3CHCH2

methylglyoxal CH3COCHO
peroxy radical from OH+HYDRALD e.g., HOCH2C(OO)CH3CH(OH)CHO

Table A.11: VOC species that contribute to ozone loss by Reaction 1.20 in the MOZART
scheme, which is used in the WRF-Chem simulations in this study (Emmons et al. 2010;
Brasseur and Jacob 2017).
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RO2 species Atomic composition
acetylperoxy radical CH3CHO
peroxy radical derived from abstraction reaction of OH with MACR CH2CCH3CO3

Table A.13: RO2 species that contribute to ozone loss by Reaction 1.19 in the MOZART
scheme, which is used in the WRF-Chem simulations in this study (Emmons et al. 2010;
Brasseur and Jacob 2017).

Segregation coe�cient 27-km 9-km 3-km 1-km
NOX-O3 -0.2931 -0.3431 -0.3512 -0.3540
NO-O3 -0.4685 -0.4998 -0.4797 -0.4824
NO2-O3 -0.2660 -0.2909 -0.2911 -0.2865
NO-NO2 1.3751 1.6533 1.3588 1.75310

Table A.14: Coe�cients of segregation of NO, NO2 and O3 at the 4 di↵erent resolutions
over all the simulation time in January 2017.

Segregation coe�cient 27-km 9-km 3-km 1-km
NOX-O3 -0.1952 -0.2419 -0.2609 -0.2570
NO-O3 -0.2882 -0.3743 -0.3807 -0.3795
NO2-O3 -0.1649 -0.1902 -0.1934 -0.1884
NO-NO2 1.2695 1.6407 1.5400 1.7736

Table A.15: Coe�cients of segregation of NO, NO2 and O3 at the 4 di↵erent resolutions
over all the simulation time in January 2017 at daytime.

Segregation coe�cient 27-km 9-km 3-km 1-km
NOX-O3 -0.4104 -0.4477 -0.4634 -0.4654
NO-O3 -0.8194 -0.6993 -0.6703 -0.6555
NO2-O3 -0.3595 -0.3764 -0.3786 -0.3729
NO-NO2 1.7964 1.4844 1.2086 1.4531

Table A.16: Coe�cients of segregation of NO, NO2 and O3 at the 4 di↵erent resolutions
over all the simulation time in January 2017 at nighttime.

Segregation coe�cient 27-km 9-km 3-km 1-km
NOX-O3 -0.2279 -0.2783 -0.4285 -0.3132
NO-O3 -0.4214 -0.4067 -0.5437 -0.4210
NO2-O3 -0.1824 -0.2312 -0.3479 -0.2364
NO-NO2 0.9542 1.0101 0.9078 1.5900

Table A.17: Coe�cients of segregation and correlations of NO, NO2 and O3 at the 4
di↵erent resolutions over all the simulation time in July 2016.
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Segregation coe�cient 27-km 9-km 3-km 1-km
NOX-O3 -0.1323 -0.1263 -0.1363 -0.1557
NO-O3 -0.1954 -0.1861 -0.2005 -0.2315
NO2-O3 -0.0929 -0.0879 -0.0865 -0.0971
NO-NO2 0.8972 0.8530 0.9252 1.3896

Table A.18: Coe�cients of segregation and correlations of NO, NO2 and O3 at the 4
di↵erent resolutions over all the simulation time in July 2016 at daytime.

Segregation coe�cient 27-km 9-km 3-km 1-km
NOX-O3 -0.4172 -0.5924 -0.9770 -0.6465
NO-O3 -0.7335 -0.7886 -1.1429 -0.7886
NO2-O3 -0.3647 -0.5426 -0.8750 -0.5413
NO-NO2 0.8359 0.5674 0.4471 0.7006

Table A.19: Coe�cients of segregation and correlations of NO, NO2 and O3 at the 4
di↵erent resolutions over all the simulation time in July 2016 at nighttime.
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Roadside
CO obs 27-km 9-km 3-km 1-km
Mean 781.97 416.08 451.59 432.63 431.93
� 134.50 89.85 104.85 115.64 111.68
MB - -365.88 -330.38 -349.33 -350.04
NMB - -0.46 -0.42 -0.44 -0.44
MFB - -0.61 -0.54 -0.58 -0.58
r - 0.39 0.32 0.22 0.19
NO obs 27-km 9-km 3-km 1-km
Mean 87.87 5.84 9.85 7.69 8.02
� 48.62 3.58 8.56 6.87 7.76
MB - -82.03 -78.03 -80.18 -79.85
NMB - -0.93 -0.87 -0.90 -0.90
MFB - -1.71 -1.55 -1.62 -1.60
r - 0.39 0.24 0.10 -0.01
NO2 obs 27-km 9-km 3-km 1-km
Mean 58.12 19.92 24.68 20.73 21.34
� 15.24 7.39 11.52 10.01 11.09
MB - -38.20 -33.44 -37.39 -36.78
NMB - -0.66 -0.57 -0.64 -0.63
MFB - -0.99 -0.85 -0.97 -0.95
r - 0.45 0.31 -0.01 -0.09
O3 obs 27-km 9-km 3-km 1-km
Mean 14.11 37.55 33.13 36.84 37.18
� 7.08 10.33 12.99 15.22 16.01
MB - 23.45 19.03 22.74 23.07
NMB - 1.74 1.50 1.70 1.71
MFB - 0.95 0.76 0.81 0.80
r - 0.52 0.44 0.40 0.35

Table A.20: Averaged Statistical metrics between the observed and modelled data of
all the three roadside stations (Central, Causeway Bay, Mong Kok) of the chemical
species CO, NO, NO2 and O3. The means of the modelled and observed data, the
standard deviation of the modelled and observed data (�) and the mean biases between
the modelled and observed data (MB) are in units of ppbv. The normalised mean biases
(NMB), the mean fractional biases (MFB), and the Pearson’s correlation coe�cients (r)
are dimensionless.
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Rural
CO obs 27-km 9-km 3-km 1-km
Mean 637.09 341.96 352.75 355.06 357.17
� 66.57 71.82 79.11 79.43 87.21
MB - -295.13 -284.34 -282.03 -279.92
NMB - -0.46 -0.45 -0.44 -0.44
MFB - -0.61 -0.59 -0.58 -0.58
r - 0.84 0.85 0.84 0.83
NO obs 27-km 9-km 3-km 1-km
Mean 1.42 0.62 0.76 0.80 0.61
� 0.54 0.49 0.61 0.71 0.48
MB - -0.80 -0.66 -0.62 -0.81
NMB - -0.56 -0.47 -0.44 -0.57
MFB - -0.87 -0.74 -0.69 -0.88
r - 0.53 0.59 0.56 0.36
NO2 obs 27-km 9-km 3-km 1-km
Mean 5.26 3.42 3.79 3.89 3.44
� 1.43 2.33 2.06 2.11 2.64
MB - -1.84 -1.47 -1.37 -1.82
NMB - -0.34 -0.28 -0.25 -0.34
MFB - -0.50 -0.39 -0.35 -0.53
r - 0.21 0.42 0.44 0.28
O3 obs 27-km 9-km 3-km 1-km
Mean 53.91 52.91 52.74 52.49 51.94
� 11.40 11.28 11.17 11.23 11.03
MB - -1.00 -1.16 -1.41 -1.97
NMB - -0.02 -0.02 -0.03 -0.04
MFB - -0.02 -0.02 -0.03 -0.04
r - 0.90 0.90 0.88 0.86

Table A.21: Statistical metrics between the observed and modelled data of the Tap Mun
Station. Similar description as Table A.20.
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Tuen Mun
CO obs 27-km 9-km 3-km 1-km
Mean 691.72 704.31 746.36 760.41 725.49
� 63.49 129.19 268.46 341.92 330.05
MB - 12.59 54.64 68.70 33.78
NMB - 0.02 0.08 0.10 0.05
MFB - 0.01 0.02 0.01 -0.04
r - 0.54 0.49 0.41 0.39
NO obs 27-km 9-km 3-km 1-km
Mean 9.84 41.57 94.12 36.82 29.60
� 7.93 20.78 63.71 38.35 34.16
MB - 31.73 84.28 26.98 19.76
NMB - 3.22 8.56 2.74 2.01
MFB - 1.28 1.57 0.88 0.73
r - 0.25 0.46 0.54 0.48
NO2 obs 27-km 9-km 3-km 1-km
Mean 26.29 49.50 59.50 38.56 36.77
� 7.39 11.29 11.40 15.13 13.82
MB - 23.22 33.21 12.27 10.48
NMB - 0.88 1.26 0.47 0.40
MFB - 0.62 0.78 0.32 0.29
r - 0.34 0.24 0.04 0.12
O3 obs 27-km 9-km 3-km 1-km
Mean 32.34 14.27 9.29 21.75 23.34
� 14.73 7.64 6.01 13.66 12.99
MB - -18.07 -23.04 -10.59 -9.00
NMB - -0.56 -0.71 -0.33 -0.28
MFB - -0.76 -1.13 -0.49 -0.39
r - 0.38 0.30 0.39 0.43

Table A.22: Statistical metrics between the observed and modelled data of the Tuen
Mun Station. Similar description as Table A.20.
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New Town (East)
CO obs 27-km 9-km 3-km 1-km
Mean NA 592.67 493.81 481.27 503.10
� NA 192.25 164.87 151.74 173.56
NO obs 27-km 9-km 3-km 1-km
Mean 9.94 13.45 7.24 7.47 8.36
� 8.56 14.84 9.44 9.05 10.91
MB - 3.51 -2.71 -2.48 -1.58
NMB - 0.40 -0.31 -0.22 -0.12
MFB - -0.04 -0.71 -0.50 -0.51
r - 0.66 0.58 0.70 0.69
NO2 obs 27-km 9-km 3-km 1-km
Mean 19.26 25.75 16.43 18.74 19.44
� 8.56 13.11 11.34 11.22 12.79
MB - 6.49 -2.83 -0.52 0.18
NMB - 0.35 -0.16 -0.01 0.04
MFB - 0.26 -0.28 -0.08 -0.09
r - 0.69 0.66 0.71 0.67
O3 obs 27-km 9-km 3-km 1-km
Mean 42.23 32.72 39.42 38.54 39.68
� 16.21 16.37 16.76 16.82 18.41
MB - -9.50 -2.80 -3.69 -2.55
NMB - -0.22 -0.06 -0.09 -0.06
MFB - -0.33 -0.09 -0.11 -0.12
r - 0.85 0.88 0.89 0.90

Table A.23: Averaged statistical metrics between the observed and modelled data of the
New Town East Stations (Shatin and Tai Po). Similar description as Table A.20. Note
that the biases and the Pearson’s correlation coe�cients of CO are not shown here as
there are no observed data at both stations.
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Tuen Mun
CO obs MarcoPolo MPlores
Mean 691.71 725.49 560.79
� 63.49 330.05 243.07
MB - 33.77 -130.92
NMB - 0.05 -0.19
MFB - -0.04 -0.28
r - 0.39 0.28
NO obs MarcoPolo MPlores
Mean 9.84 29.60 19.52
� 7.93 34.16 24.15
MB - 19.76 9.68
NMB - 2.01 0.98
MFB - 0.73 0.36
r - 0.48 0.55
NO2 obs MarcoPolo MPlores
Mean 26.29 36.77 28.53
� 7.39 13.82 14.29
MB - 10.48 2.24
NMB - 0.40 0.09
MFB - 0.29 -0.01
r - 0.12 0.01
O3 obs MarcoPolo MPlores
Mean 32.34 23.34 29.53
� 14.73 12.99 15.98
MB - -9.00 -2.81
NMB - -0.28 -0.09
MFB - -0.39 -0.18
r - 0.43 0.51

Table A.24: Averaged Statistical metrics between the observed and modelled data in
the MarcoPolo and MPlores runs of the Tuen Mun station of the chemical species CO,
NO, NO2 and O3. Similar description as Table A.20.
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New Town (East)
CO obs MarcoPolo MPlores
Mean NA 487.57 382.40
� NA 132.77 96.87
NO obs MarcoPolo MPlores
Mean 8.00 8.54 2.73
� 7.11 8.70 2.29
MB - 0.54 -5.27
NMB - 0.07 -0.66
MFB - -0.12 -1.00
r - 0.68 0.67
NO2 obs MarcoPolo HTAPadj
Mean 17.51 22.21 11.84
� 9.73 11.06 8.18
MB - 4.70 -5.67
NMB - 0.28 -0.32
MFB - 0.26 -0.43
r - 0.70 0.70
O3 obs MarcoPolo HTAPadj
Mean 42.07 36.82 45.08
� 15.16 16.76 15.30
MB - -5.24 3.02
NMB - -0.12 0.08
MFB - -0.21 0.09
r - 0.87 0.88

Table A.25: Averaged statistical metrics between the observed and modelled data in
the MarcoPolo and MPlores runs of the Shatin station of the chemical species CO, NO,
NO2 and O3. Similar description as Table A.20.
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