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Abstract

Area-dependent quantum field theory is a modification of two-dimensional topo-
logical quantum field theory, where one equips each connected component of a bor-
dism with a positive real number – interpreted as area – which behaves additively
under glueing. As opposed to topological theories, in area-dependent theories the
state spaces can be infinite-dimensional.

We introduce the notion of regularised Frobenius algebras and show that area-
dependent theories are in one-to-one correspondence to commutative regularised
Frobenius algebras. We provide a state-sum construction for area-dependent the-
ories, which includes theories with defects. Defect lines are labeled by dualisable
bimodules over regularised algebras. We show that the tensor product of such bi-
modules agrees with the fusion of defect lines, which is defined as the limit where the
area separating two defect lines is taken to zero.

All these constructions are exemplified by two-dimensional Yang-Mills theory with
compact gauge group and with Wilson lines as defects, which we treat in detail.

∗Emails: ingo.runkel@uni-hamburg.de , lorant.szegedy@uni-hamburg.de
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1 Introduction and summary

Volume-dependent quantum field theory is a modification of topological quantum field
theory. The latter are symmetric monoidal functors from the category Bordn of (n − 1)-
dimensional (closed, compact, oriented) manifolds and n-dimensional bordisms to vector
spaces, see e.g. [Car, CR] for a review. The modification consists of changing the morphism
spaces of Bordn while keeping the objects the same. Namely, we equip each connected
component of a bordism with a positive real number which we interpret as the volume of
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that component. One way to think about this is to start from Riemannian manifolds as
bordisms and then – instead of forgetting the metric entirely as one does in the topological
case – to remember the integral of the associated volume form.1

Formally, morphisms in Bord voln are pairs (M, v), where M is a morphism in Bordn
and v is a function v : π0(M) → R>0. The volumes of connected components add under
glueing. In order to have identities in Bord voln , we allow v to take the value 0 on connected
components which are cylinders U × [0, 1]. A volume-dependent QFT is defined to be a
symmetric monoidal functor

Z : Bord voln → Hilb , (1.1)

which is continuous on Hom-spaces. We will allow for more general target categories in
the main text, but for the introduction let us stick with Hilb, the category of complex
Hilbert spaces and bounded linear maps, equipped with strong operator topology. The
topology on Bord voln is that of the disjoint union over M ∈ Bordn of R|π0(M)|

>0 (or R≥0 for

components of M that are cylinders). In other words, Z(U
M−→ U ′, v) is jointly continuous

as a function in the volume parameters assigned to the connected components of M with
values in bounded linear maps B(Z(U),Z(U ′)).

The main change when passing from Bordn to Bord voln , and indeed the main motivation
to look at this generalisation in the first place, is that the vector spaces Z(U) can now
be infinite-dimensional. This is in contrast to topological QFTs, where the usual zig-zag
argument forces Z(U) to be finite-dimensional for all objects U ∈ Bordn (see e.g. [CR,
Sec. 2.4]). The same argument in the case of Bord voln merely requires each Z(U) to be a
separable Hilbert space (cf. Lemma 2.13 and Theorem 3.10).

In this paper we analyse in detail the case n = 2. Since bordisms are now two-
dimensional, we refer to such theories as area-dependent QFTs, or aQFTs2 for short,
and we write Z : Bord area2 → Hilb. The precise definition can be found in Section 3.1. The
main example of an aQFT is two-dimensional Yang-Mills theory for a compact semisim-
ple Lie group G [Mig, Rus, Wit], in which case the Hilbert space assigned to a circle is
Cl2(G), that is, square integrable class functions on G. We treat this example in detail in
Section 5. Area-dependent theories in general have been considered in [Bru] and briefly
in [Seg, Sec. 1.4] (see also [Bar, Sec. 4.5]). A construction of area-dependent theories using
triangulations with equal triangle area has been given in [CTS].

Two-dimensional TQFTs are of course a special case of aQFT, namely they are aQFTs
which are independent of the area parameters. Conversely one can show that if for all
bordisms Σ the zero area limit of Z(Σ) exists, then all state spaces Z(U) are necessarily
finite dimensional, and the zero area limit of Z is a TQFT (Remark 3.11).

Recall that 2d TQFTs are in one-to-one correspondence to commutative Frobenius al-
gebras [Dij, Abr], and that there is a state-sum construction of 2d TQFTs which starts
from a strongly separable (not necessarily commutative) Frobenius algebra A as an input

1This is equivalent to remembering the induced volume form up to diffeomorphism, see [Mos, Ban].
2We use the small ‘a’ in aQFT to set it apart from Algebraic QFT or Axiomatic QFT, which are often

abbreviated as AQFT.
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[BP, FHK, LP]. The commutative Frobenius algebra defining the TQFT obtained from
this state-sum construction is just the centre Z(A).

The generalisation of these results to aQFTs is for the most part straightforward to the
point of being mechanical: just add a positive real parameter to all maps in sight (“area
parameters”) and impose the condition that everything just depends on the sum of these
areas.

Take, for example, the notion of an algebra. An algebra is an object A in Hilb (or in
your favourite monoidal category) together with morphisms (bounded linear maps in this
case) µ : A⊗ A→ A, the multiplication, and η : C→ A, the unit. These have to satisfy

µ ◦ (idA⊗µ) = µ ◦ (µ⊗ idA) , µ ◦ (idA⊗η) = idA = µ ◦ (η ⊗ idA) . (1.2)

A regularised algebra is then defined as follows (see Section 2.1). It is an object A ∈ Hilb
together with two families of morphisms µa : A ⊗ A → A and ηa : C → A, for a ∈ R>0,
such that, for all a1, a2, b1, b2 ∈ R>0 with a1 + a2 = b1 + b2,

µa1 ◦ (idA⊗µa2) = µb1 ◦ (µb2 ⊗ idA) , µa1 ◦ (idA⊗ηa2) = µb1 ◦ (ηb1 ⊗ idA) . (1.3)

The unit condition is one of the places where a little more thought is required: note that
we do not demand that we obtain idA. Instead we define Pa := µa1 ◦ (idA⊗ηa2) : A→ A,
where a = a1 +a2. By the second condition in (1.3) this is indeed independent of the choice
of a1, a2 in the decomposition a = a1 + a2. We now impose two conditions: Pa has to be
continuous3 in a and it has to satisfy lima→0 Pa = idA. It is important for the formalism to
not require µa and ηa to have zero-area limits on their own. Simple consequences of this
definition are that µa and ηa are continuous in a, and that Pa is a semigroup, Pa◦Pb = Pa+b.

The algebraic cornerstone of this work is the notion of a regularised Frobenius algebra
(RFA), which is a regularised algebra and coalgebra (with families ∆a and εa for area-
dependent coproduct and counit), subject to the usual compatibility condition, suitably
decorated with area parameters (Definition 2.4). One small surprise is that RFAs, as
opposed to Frobenius algebras, do not form a groupoid: it may happen that the inverse
to a homomorphism of Frobenius algebras is not bounded, hence not a morphism in Hilb
(Remark 2.20).

An important example of an RFA is L2(G), the square integrable functions on a compact
semisimple Lie group G. Here, the structure maps µa and ∆a do have zero are limits given
by the convolution product and by ∆0(f)(g, h) := f(gh). The unit and counit families ηa
and εa on the other hand do not have a → 0 limits, see Section 5.1 for details. In fact,
by the Peter-Weyl theorem we have L2(G) =

⊕
V ∈Ĝ V ⊗ V ∗, where the sum is a Hilbert

space direct sum over isomorphism classes of irreducible unitary representations of G, and
the RFA structure on L2(G) restricts to an infinite direct sum of finite-dimensional RFAs
on V ⊗ V ∗. This is a general result for Hermitian RFAs, i.e. RFAs for which µ†a = ∆a and
η†a = εa for every a ∈ R>0 (Theorem 2.28):

3For more general monoidal categories than Hilb we need to add another continuity condition. We
refer to the main text for details and restrict ourselves to Hilb for the introduction, where this condition
is automatic – see (2.4) and Corollary 2.16.
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Theorem 1.1. Every Hermitian RFA is a Hilbert space direct sum of finite dimensional
Hermitian RFAs.

Finite dimensional RFAs in turn are very simple: they are just usual (by definition
finite dimensional) Frobenius algebras A together with an element H in the centre Z(A)
of A. The area-dependence is obtained by setting Pa := exp(aH) and defining µa :=
Pa ◦ µ, etc., see Proposition 2.24. This makes RFAs sound not very interesting, but note
that, conversely, for an infinite direct sum of finite-dimensional RFAs to again define an
RFA one has to satisfy non-trivial bounds, as detailed in Proposition 2.18. And as the
example of L2(G) shows, the direct sum decomposition may not always be the most natural
perspective.

Our first main theorem generalises the classification of 2d TQFTs in terms of commu-
tative Frobenius algebras as given in [Dij, Abr]. Namely, in Theorem 3.10 we show:4

Theorem 1.2. There is a one-to-one correspondence between aQFTs Bord area2 → Hilb
and commutative RFAs in Hilb.

In Sections 4.2 and 4.3 we furthermore generalise the state-sum construction of [BP,
FHK, LP]. We find that a strongly separable symmetric RFA A (as defined in Section 2.1)
provides the data for the state-sum construction of an aQFT, and the resulting aQFT
corresponds, via Theorem 1.2, to the commutative RFA given by the centre of A, see
Theorem 4.11.

Remark 1.3. The category Bord area2 , or more generally the category Bord voln , is enriched
in Top. One could thus define volume-dependent theories to be Top-enriched symmetric
monoidal functors Bord voln → S for some Top-enriched symmetric monoidal target category
S. This would make the explicit mention of continuity in (1.1) unnecessary. The reason we
do not do this here is that it restricts the choice of target category. In particular, our main
example – Hilb with strong operator topology – is not Top-enriched (Remark 2.11). On the
other hand, Hilb with norm topology is Top-enriched, but this leads to another problem.
Namely, the version of Bord voln we use has identities in the form of zero-area cylinders
(recall that only cylinder components are allowed to have zero area). This can be shown to
imply that a volume-dependent QFT Bord voln → (Hilb with norm-top.) must take values
in finite-dimensional Hilbert spaces (Corollary 2.14). Hence, to have an interesting theory
one has to remove the zero-volume cylinders. This can be done, but we do not pursue this
further in the present work.

We have seen that the first new feature one encounters when passing from 2d TQFTs
to aQFTs is the possibility of infinite-dimensional state spaces. When one develops the
theory in the presence of line defects one encounters a second new feature, namely that
line defects can be transmissive to area or not. Let us explain this point in more detail.

4In [Seg, Bar] the classification is instead in terms of algebras with a non-degenerate trace and an
approximate unit. However, it is implicitly assumed there that the zero-area limit of the pair of pants
with two in-going and one out-going boundary circles exists. This is not true for all examples as the
commutative RFAs in Remark 2.32 illustrate.
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A 2d TQFT with defects is again a symmetric monoidal functor whose source is now a
more complicated bordism category. Bordisms are decorated by an oriented 1-dimensional
submanifold. Connected surface components in the complement of this submanifold are
labeled by elements from a set D2 (“world sheet phases”), and components of the subman-
ifold itself are labeled by elements from D1 (“defect conditions”). For details we refer to
[DKR, Car], as well as to Section 3.3.

In the area-dependent case, it is natural to equip the connected components of the
defect-submanifold with a length parameter l ∈ R>0. This is suggested by the motto: “If
in an n-dimensional volume-dependent theory with defects the surrounding n-dimensional
theory is trivial, one should end up with an (n−1)-dimensional volume-dependent theory.”
We will attach an independent area parameter to each connected surface component of the
complement of the defect-submanifold.

A defect aQFT is defined to be a symmetric monoidal functor

Z : Bord area,def2,D2,D1
→ Hilb , (1.4)

where Bord area,def2,D2,D1
is the bordism category as just outlined, and where Z is demanded to

be continuous in the area and length parameters (Definition 3.17). An important example
of a defect aQFT is again provided by 2d Yang-Mills (2d YM) theory with G as above.
In this case, the label set for two-dimensional connected components is just D2 = {G}
(corresponding to the 2d YM theory without defects given by G), and a possible choice
for D1 is finite-dimensional unitary representations of G. A defect line labeled by R ∈ D1

corresponds to a Wilson line observable labeled by R. We investigate this situation in
Section 5.3 where we also consider symmetry defects in addition to Wilson lines.

Let Z be defect aQFT and consider a surface Σ with defect lines where one such line (or
circle) is labeled by x ∈ D1. Suppose the area of the connected surface component to the
right of that line is a and that to the left is b. The defect condition x is called transmissive
if for all such surfaces Σ, Z(Σ) only depends on a+ b, and not on a and b separately (i.e.
not on a− b). We interpret this as area flowing through the defect line labeled x without
affecting the value of Z. For example, in 2d YM theory with G connected, Wilson lines
are transmissive if and only if the G-representation R labeling it is a direct sum of trivial
representations (Section 5.3).

To construct examples of defect aQFTs in a more systematic way, in Sections 4.5–4.7
we generalise the state-sum construction of defect TQFTs given in [DKR] to accommodate
area- and length-dependence. If defect aQFTs are evaluated on bordisms without defects,
one just obtains an aQFT as before, though one which depends on the label from D2

attached to the surface. Indeed, we will choose

Dss
2 = { strongly separable symmetric RFAs } . (1.5)

A defect line separating connected components of Σ labeled by A and B in D2 is in turn
labeled by an A-B-bimodule M , which is in addition dualisable. Bimodules over regularised
algebras are defined in Section 2.6: they are objects M ∈ Hilb together with a bounded
linear map ρa,l,b : A⊗M ⊗B →M , which now depends on three parameters a, l, b ∈ R>0,
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Figure 1: Surface with parallel defect lines. The defect lines are the dotted lines in the figure.
In this figure they both start and end on a boundary component. The defect lines both have
length l and the area of the surface component between them is a.

subject to some natural conditions, see Definition 2.37. In the state-sum construction a, b
are interpreted as area and l as length in a rectangular plaquette bisected by the defect
line. A bimodule is dualisable if it forms part of a dual pair of bimodules, we refer to
Definition 2.43 for details. Altogether:

Dss
1 = { dualisable bimodules over regularised RFAs } . (1.6)

Our main result with regard to defect aQFTs is (Theorem 4.14 and Proposition 4.17):

Theorem 1.4. The state-sum construction defines a defect aQFT

Zss : Bord area,def2,Dss
2 ,D

ss
1
→ Hilb .

Crucially, one can define the tensor productM⊗AN of bimodules. It satisfies a universal
property (Definition 2.49), and it can be shown to exist in some natural cases5 at least in
Hilb (Proposition 2.60). The tensor product of bimodules is designed to model the “fusion
of defect lines” in a defect aQFT in the following sense. Let Σ(a) be a bordism with two
parallel defect lines, one labeled by M ∈ D1 and the other by N ∈ D1, and assume the
connected surface component separating them is labeled by A ∈ D2 (Figure 1).6 Denote
the area assigned to this component by a and assume that the two defect lines have the
same length label l. Let Σ′ be equal to Σ(a), except that the component separating M and
N has been collapsed, resulting in a single defect line which is now labeled by M ⊗A N .
Then (Theorem 4.20 and Remark 4.21):

Theorem 1.5. lima→0Zss(Σ(a)) = Zss(Σ′).

In the example of 2d YM theory, the relevant strongly separable symmetric RFA is
L2(G), and the defect describing a Wilson line labeled by a unitary G-representation R is
obtained from the bimodule R⊗L2(G) (see Section 5.3 for details). As expected, the fusion
of Wilson lines labeled R and S is given by the G-representation R⊗S, which in terms of the

5These bimodules need to be left and right modules as well (which is not automatic). For details see
Remark 2.38 and Lemma 2.59.

6These bimodules also need to be such that their tensor product has a dual, for more details see
Lemma 2.55, the precise conditions of Theorem 4.20 and Remark 4.21.

7



above theorem follows from the bimodule tensor product (R⊗L2(G))⊗L2(G) (S⊗L2(G)) ∼=
(R⊗ S)⊗ L2(G) (Proposition 5.10).

Examples of defects that are not Wilson lines can be obtained by twisting the action
on the regular bimodule L2(G) by appropriate automorphisms of G (Lemma 5.16).

A special case of 2d YM theory is when the group G is finite. Here all zero area limits
exist and the theory is given by the state-sum construction using the group algebra C[G].
The resulting topological field theory is described by the centre of C[G] which is the same
as class functions on G. The relation of this TFT to orbifolds, see e.g. [BCP, Ex. 1], is that
state-sum models are orbifolds of the trivial theories. The present investigation suggests
that including area-dependence may be useful to treat orbifolds by compact Lie groups,
such as the one investigated in [GS].

This paper is organized as follows. In Section 2 we collect all the required algebraic
preliminaries about regularised algebras and RFAs, as well as their modules. In Section 3 we
state the definition of an aQFT without and with defects, and we show that aQFTs without
defects correspond to commutative RFAs. Section 4 contains the state-sum constructions,
first the one without defects and then the version with defects. It is shown how the data
needed for the state-sum construction can be obtained from RFAs and from dualisable
bimodules, and how the tensor product of bimodules and the fusion of defect lines are
related. Finally, in Section 5 we give a detailed treatment of our main example, 2d YM
theory with Wilson lines as defects.
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2 Regularised Frobenius algebras

2.1 Definition of regularised algebras and Frobenius algebras

Let (S,⊗, I) be a strict7 monoidal category whose hom-sets are topological spaces such
that composition is separately continuous.

We stress that we do not require the composition of S to be jointly continuous, nor the
tensor product of S to be (jointly or separately) continuous. The reason is that our main
example – the category of Hilbert spaces with bounded linear maps and strong operator
topology – has none of these properties, see Remark 2.11 below.

7Although our examples of such categories will not be strict, one can always find an equivalent strict
monoidal category with these properties such that the equivalence functor is a homeomorphism on hom-
sets.
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f

C D E

A B A

A

A B

B A

idA = σA,B =

Figure 2: Graphical notation of morphisms in a strict (symmetric) monoidal category S. Here
a morphism f ∈ S(A ⊗ B,C ⊗D ⊗ E), the identity idA ∈ S(A,A) and the symmetric braiding
σA,B are shown. The tensor product of morphisms is depicted by drawing the morphisms next
to each other and composition of morphisms is stacking them on top of each other.

Definition 2.1. A regularised algebra in S is an object A ∈ S together with families of
morphisms

µa ∈ S(A⊗2, A) and ηa ∈ S(I, A) (2.1)

for every a ∈ R>0, called product and unit, such that the following relations hold:

1. for every a, a1, a2, b1, b2 ∈ R>0, such that a1 + a2 = b1 + b2 = a,

µa1 ◦ (idA ⊗ ηa2) = µb1 ◦ (ηb2 ⊗ idA) , (2.2)

µa1 ◦ (idA ⊗ µa2) = µb1 ◦ (µb2 ⊗ idA) , (2.3)

2. Let Pa ∈ S(A,A) be given by (2.2), i.e. Pa = µa1 ◦ (idA ⊗ ηa2). We require:

(a) lima→0 Pa = idA.

(b) The assignments

Rn
≥0 → S(A⊗n, A⊗n)

(a1, . . . , an) 7→ Pa1 ⊗ · · · ⊗ Pan (2.4)

are jointly continuous for every n ≥ 1.

Let A,B ∈ S be regularised algebras. A morphism of regularised algebras A
f−→ B is a

morphism in S such that for every a ∈ R>0

ηBa = f ◦ ηAa , µBa ◦ (f ⊗ f) = f ◦ µAa .

Note that continuity is imposed only on Pa but not on µa or ηa. However, we will see
shortly that continuity of µa and ηa is implied by the definition. On the other hand, it is
important not to impose the existence of an a → 0 limit on µa and ηa; in Section 2.3 we
will see examples where this limit does not exist, which would then have been excluded.
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We will often use string diagram notation to represent morphisms in strict monoidal
categories, our conventions are given in Figure 2. The morphisms in (2.1) are drawn as

µa = ηa =
a

AA I

a

A A

(2.5)

and the relations in (2.2) and (2.3) are

a1

a2

b1

b2

= = a

a1

a2

b1

b2
=and

A

A

A

A A

A A

A A A A A A

A

I I

= Pa . (2.6)

The next lemma gives some simple consequences of the above definition. In particular,
part 4 shows that even though we imposed no continuity condition on the tensor product
of S, as far as morphisms built from a regularised algebra are concerned, everything is even
jointly continuous.

Lemma 2.2. Let A be a regularised algebra. Let a1, a2, b1, b2, c1, c2 ∈ R>0 such that
a1 + a2 = b2 + b2 = c1 + c2.

1. Let η′a ∈ S(I, A) be a family of morphisms which satisfy (2.2). Then η′a = ηa for
every a ∈ R>0.

2. Pa1 ◦ ηa2 = ηa1+a2 and Pa1 ◦ Pa2 = Pa1+a2 .

3. Pa1 ◦ µa2 = µb1 ◦ (Pb2 ⊗ id) = µc1 ◦ (id⊗Pc2) = µa1+a2 .

4. In the monoidal sub-category of S tensor generated by A, µa and ηa, every morphism
is jointly continuous in the parameters.

Proof. Let a, b, c ∈ R>0.

Part 1: Let us write P ′a+b := µa ◦ (η′b ⊗ idA) for the morphism in (2.2). From (2.2) we have
that

µa ◦ (ηb ⊗ η′c) = µa ◦ (ηc ⊗ η′b) (2.7)

as both sides only depend on the sum of the parameters. We then have that

Pa+b ◦ η′c = P ′a+b ◦ ηc , (2.8)

and using that the composition is separately continuous together with lima,b→0 Pa+b =
lima,b→0 P

′
a+b = idA we get that η′c = ηc for every c ∈ R>0.
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Part 2: The first equation follows from Part 1, because Pb ◦ ηa satisfies (2.2). The second
equation follows from associativity (2.3) and from the first one:

Pa ◦ Pb =µa1 ◦ (ηa2 ⊗ µb1) ◦ (ηb2 ⊗ id) = µb1 ◦ (Pa ◦ ηb2 ⊗ id)

=µb1 ◦ (ηa+b2 ⊗ id) = Pa+b , (2.9)

where a = a1 + a2 and b = b1 + b2.

Part 3: The first two equalities follow from the associativity of µa and the definition of Pa.
For the last equality note that with c = c1 + c2 we have

Pc ◦ Pb ◦ µa = Pc+b ◦ µa = µc ◦ (ηb ⊗ µa) = µc1 ◦ (ηc2 ⊗ µa+b) = Pc ◦ µa+b . (2.10)

Finally we use separate continuity of the composition and limc→0 Pc = idA.

Part 4: Let ϕa1,...,aN : A⊗n → A⊗m be a morphism in S tensor generated by µa and ηa,
involving a total of N copies of the latter two morphisms, with parameters a1, . . . , aN .

One can write ϕa1,...,aN in the form ϕ
(1)
ε1 ◦

(⊗N
i=1 Pai−ε1−ε2

)
◦ ϕ(2)

ε2 for some ε1, ε2 ∈ R>0

and morphisms ϕ
(1)
ε1 and ϕ

(2)
ε2 . Then by separate continuity of the composition of S and

joint continuity of
⊗N

i=1 Pai in (2.4), the morphism ϕa1,...,aN is jointly continuous in the
parameters a1, . . . , aN .

As a special case of Part 4 of the above lemma we get:

Corollary 2.3. In a regularised algebra the maps a 7→ µa and a 7→ ηa are continuous.

Next we introduce the dual concept to a regularised algebra. A regularised coalgebra
in S is an object A ∈ S together with families of morphisms

∆a : A→ A⊗2 and εa : A→ I (2.11)

for a ∈ R>0, called coproduct and counit, such that the following relations hold: for all
a, a1, a2, b1, b2 > 0, such that a1 + a2 = b1 + b2 = a,

(idA ⊗ εa2) ◦∆a1 = (εb2 ⊗ idA) ◦∆b1 =: P ′a , (2.12)

(idA ⊗∆a2) ◦∆a1 = (∆b2 ⊗ idA) ◦∆b1 , (2.13)

lima→0 P
′
a = idA, and the assignments

Rn
≥0 → S(A⊗n, A⊗n)

(a1, . . . , an) 7→ P ′a1
⊗ · · · ⊗ P ′an (2.14)

are jointly continuous for every n ≥ 1. A morphism of regularised coalgebras, is a morphism
of the objects which is compatible with ∆a and εa in the obvious way. Note that for a

11



regularised coalgebra the dual statements of Lemma 2.2 hold. For the morphisms in (2.11)
we introduce the following graphical notation:

a∆a = εa =

a

A A

A A

I

. (2.15)

A key notion in this paper is the following:

Definition 2.4. A regularised Frobenius algebra (or RFA in short) in S is a regularised
algebra A, which is also a regularised coalgebra, such that

a1

=

b1

b2

=
c1

a2 c2

A A A A A A

A A A A A A

(2.16)

holds for all a1 +a2 = b1 + b2 = c1 + c2. A morphism of RFAs, is a morphism of regularised
algebras and coalgebras.

In an RFA the semigroup homomorphism Pa from the algebra structure and P ′a from
the coalgebra structure coincide:

Lemma 2.5. For an RFA we have Pa = P ′a for all a > 0.

Proof. Let a, b ∈ R>0 be arbitrary. Choose a1, a2, b2, b2 ∈ R>0 such that a = a1 + a2,
b = b1 + b2 and a > b1 and b > a1 (e.g. b1 = a

2
, a1 = b

2
). By relation (2.16) one has that

(µa2 ⊗ idA) ◦ (idA⊗∆b2) = ∆a1+a2−b1 ◦ µb1+b2−a1 (2.17)

Composing (2.17) with idA⊗εb1 from the left and with ηa1 ⊗ idA from the right yields

Pa ◦ P ′b = P ′a ◦ Pb. (2.18)

We can take the b → 0 limit on both sides of (2.18) and use separate continuity of the
composition in S to get Pa = P ′a.

Remark 2.6. Requiring that lima→0 Pa = id does not imply that Pa is mono or epi for every
a ∈ R≥0, as the following example in Hilb illustrates.8 Let L ∈ R>0 and H := L2([0, L]).
Define Pa ∈ B(H) for f ∈ H to be right shift by a,

(Pa(f))(x) =

{
0 if x < a

f(x− a) if x ≥ a
. (2.19)

This is neither mono nor epi for any choice of a ∈ R>0, and for a ≥ L we even have Pa = 0.

8We would like to thank Reiner Lauterbach for explaining this example to us.
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Usual (non-regularised) Frobenius algebras have an equivalent characterisation via a
non-degenerate invariant pairing. The same is true in the regularised setting, as we now
illustrate. Let A a regularised algebra A together with a family of morphisms εa : A → I
for a ∈ R>0 such that for all a1 + a2 = b1 + b2 we have εa1 ◦ µa2 = εb1 ◦ µb2 . We call the
pairing βa := εa1 ◦ µa2 non-degenerate if there is a family of morphisms γa : I→ A⊗2 such
that

(idA⊗βa1) ◦ (γa2 ⊗ idA) = Pa = (βb1 ⊗ idA) ◦ (idA⊗γb2) (2.20)

for all a1 + a2 = b1 + b2 = a.

Lemma 2.7. 1. For all a, b > 0,

(Pa ⊗ idA) ◦ γb = γa+b = (idA⊗Pa) ◦ γb , (2.21)

2. The relation (2.20) defines γa uniquely.

3. The map a 7→ γa is continuous.

Proof. Part 1: From (2.20) one has that

(idA⊗βb) ◦ (γa+x ⊗ idA) = Pa+b+x = (idA⊗βb+x) ◦ (γa ⊗ idA) . (2.22)

Tensoring with idA from the right and composing with γc from the right gives

(idA⊗Pb+c) ◦ γa+x = (idA⊗Pb+c+x) ◦ γa. (2.23)

Taking the limit b, c→ 0 gives the second equation of (2.21). One obtains the first equation
of (2.21) similarly.
Part 2: If Γa is a family of morphisms satisfying (2.20), then it also satisfies (2.21). Then

Γa+b+c = (idA⊗Pb+c) ◦ Γa = (idA⊗βb ⊗ idA) ◦ (Γa ⊗ γc) = (Pa+b ⊗ idA) ◦ γc
= γa+b+c .

(2.24)

Part 3: Continuity of γa is clear from Part 1 by continuity of Pa and separate continuity
of the composition in S.

We can now give the alternative characterisation of an RFA.

Proposition 2.8. Let A be a regularised algebra and let εa : A → I be a family of
morphisms such that the pairing εa1 ◦ µa2 only depends on a1 + a2. If εa1 ◦ µa2 is non-
degenerate, then A is a regularised Frobenius algebra with counit εa and coproduct

∆a := (µa1 ⊗ idA) ◦ (idA⊗γa2) , (2.25)

for some a1 + a2 = a.
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Proof. By (2.21) and Part 3 of Lemma 2.2, ∆a indeed only depends on a = a1 +a2. Check-
ing the algebraic relations (2.2), (2.3), (2.12), (2.13) and (2.16) of an RFA is analogous
as for ordinary Frobenius algebras. From these follows that P ′a = Pa, so in particular
lima→0 P

′
a = idA and (2.14) holds.

Note that the converse of the proposition holds trivially: if A is a regularised Frobenius
algebra then εa is non-degenerate in the above sense with γa = ∆a1 ◦ ηa2 .

Let the category S be in addition symmetric with braiding σ. Then we call a regularised
algebra A ∈ S commutative if µa ◦ σ = µa for all a ∈ R>0. The centre of a regularised
algebra A is an object B ∈ S and a morphism iB : B → A such that

µa ◦ σ ◦ (iB ⊗ idA) = µa ◦ (iB ⊗ idA) (2.26)

for all a ∈ R>0, which is universal in the following sense. If there is an object C and
a morphism f : C → A satisfying the above equation then there is a unique morphism
f̃ : C → B such that the diagram

B A

C

iB

f̃
f

(2.27)

commutes. This implies in particular that iB is mono [Dav]. If the centre exists then one
has the induced morphism P̃a ∈ S(B,B) such that Pa ◦ iB = iB ◦ P̃a.
Lemma 2.9. If the centre of a regularised algebra exists, lima→0 P̃a exists and the maps

(a1, . . . , an) 7→ P̃a1 ⊗ · · · ⊗ P̃an (2.28)

are jointly continuous for every n ≥ 1, then it is a commutative regularised algebra.

Proof. Similarly as one gets P̃a, one has induced multiplication and unit µ̃ and η̃. Checking
associativity and unitality is now straightforward. The limit lima→0 P̃a = idB follows from
Pa ◦ iB = iB ◦ P̃a by separate continuity of composition in S.

A regularised algebra is separable if there exists a family of morphisms ea ∈ S(I, A⊗A)
for every a ∈ R>0 such that

1. (µa1 ⊗ idA) ◦ (idA⊗ea2) = (idA⊗µb1) ◦ (eb2 ⊗ idA) and

2. µa1 ◦ ea2 = ηa.

The ea are called separability idempotents. A regularised algebra A is strongly separable
if it is separable and furthermore

3. σA,A ◦ ea = ea.
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These notions are direct generalisations of separability and strong separability for algebras,
see e.g. [Kan, LP].

For an RFA A, we call the family of morphisms τa := µa1 ◦∆a2 ◦ ηa3 for a1, a2, a3 ∈ R>0

with a = a1 + a2 + a3 the window element of A, cf. [LP, Def. 2.12]. We call the window
element invertible if there exists a family of morphisms za ∈ S(I, A) for a ∈ R>0 (the
inverse) such that µa1 ◦(τa2⊗za3) = ηa1+a2+a3 = µa1 ◦(za3⊗τa3). From a direct computation
one can verify that if there exists another family of morphisms z′a which satisfies the above
equation then z′a = za for every a ∈ R>0, that is the inverse of the window element is
unique. In the following we write τ−1

a for the inverse of τa. It is easy to check that the
window element and its inverse satisfy (2.26), that is, they factorise through the centre if
the centre exists.

An RFA is symmetric if εa1 ◦ µa2 ◦ σ = εb1 ◦ µb2 . The following is a direct translation
of [LP, Thm. 2.14] for strong separability for symmetric Frobenius algebras.

Proposition 2.10. A symmetric RFA is strongly separable if and only if its window
element is invertible.

Proof. Set ea := ∆a1 ◦ τ−1
a2

. Conversely set τ−1
a := (εa1 ⊗ idA) ◦ ea2 .

2.2 RFAs in the category of Hilbert spaces

Let Hilb denote the symmetric monoidal category of Hilbert spaces and bounded linear
maps with the strong operator topology on the hom-sets and the Hilbert space tensor
product. We write B(H,K) := Hilb(H,K) and B(H) := Hilb(H,H) for the hom-sets.

Remark 2.11. 1. In Hilb the composition of morphisms is separately continuous, but
not jointly continuous. The tensor product is not separately continuous, in fact even
tensoring with the identity morphism of an infinite-dimensional Hilbert space is not
continuous. Furthermore, taking adjoints is not continuous in Hilb. For more details
see [Hal, Prob. 211] and [KR, Sec. 2.6].

2. Instead of the strong operator topology one could use the so called ultrastrong-∗
operator topology in which taking adjoint is continuous and tensoring is separately
continuous [Bla, Prop. I.8.6.4].9 However in this topology composition of morphisms
is still not jointly continuous [RA, Prop. 46.1-2].

We give the following technical lemma which will be useful later.

Lemma 2.12. Let f : X → X ′ and g : Y → Y ′ be morphisms in Hilb, both mono (resp.
epi). Then f ⊗ g : X ⊗ Y → X ′ ⊗ Y ′ is mono (resp. epi).

Proof. If f and g are both epi, then their image is dense. Then the algebraic tensor product
of im(f) and im(g) is dense in X ⊗ Y and it is contained in im(f ⊗ g), which is hence
dense. This means that f ⊗ g is epi.

9We thank Yuki Arano for explaining this to us.
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If f and g are both mono, then f † and g† are both epi. But then f † ⊗ g† = (f ⊗ g)† is
epi and hence f ⊗ g is mono.

The next lemma shows in particular that an RFA in Hilb has a Hilbert basis with at
most countably many elements.

Lemma 2.13. Let A ∈ Hilb be an RFA.

1. The Hilbert space underlying A is separable.

2. For all a ∈ R>0, Pa is a trace class operator (and hence compact).

Proof. Part 1: Let {φj | j ∈ I } be a complete set of orthonormal vectors in A and write
γa2(1) =

∑
k,l∈I φk ⊗ φl γkla2

. By [Kub, Cor. 5.28], independently of the countability of the
indexing set I, there are at most countably many non-zero terms in the above sum. Thus
for a given a2 there is a countable set of pairs (k, l) ∈ I × I such that γkla2

6= 0. Define
I(a2) ⊆ I to be the countable set of all elements of I that appear in such a pair. Let

J :=
⋃

n∈Z>0

I(1/n) ⊆ I and AJ := span{φj | j ∈ J } ⊆ A . (2.29)

Note that J is countable and AJ is separable. By (2.20), for every v ∈ A and n ∈ Z>0 we
have that

P1/n(v) ∈ AJ and lim
n→∞

P1/n(v) = v , (2.30)

since limn→∞ P1/n = idA in the strong operator topology. Since AJ is closed, v is an element
of AJ . We have shown that AJ = A, and hence that A is separable.

Part 2: First let us compute the following expression for some a1, a2 ∈ R>0:

βa1 ◦ σ ◦ γa2(1) =
∑
j,k∈I

βa1(φj ⊗ φk)γkja2
. (2.31)

This is an absolutely convergent sum, since the lhs is a composition of bounded linear
maps. We can rewrite this expression using (2.20) to get

βa1 ◦ σ ◦ γa2(1) =
∑
j,k,l∈I

βa1(φj ⊗ φk)γkla2
〈φj|φl〉

=
∑
j,k,l∈I

〈φj|(βa1 ⊗ idA)φj ⊗ φk ⊗ φlγkla2
〉〉

=
∑
j∈I

〈φj|(βa1 ⊗ idA)φj ⊗
∑
k,l∈I

φk ⊗ φlγkla2
〉〉

=
∑
j∈I

〈φj|(βa1 ⊗ idA) ◦ (idA⊗γa2(1))φj〉

=
∑
j∈I

〈φj|Paφj〉 ,

(2.32)
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which is again an absolutely convergent sum. By [Con, Ex. 18.2] Pa is a trace class operator
if and only if

∑
j∈I〈φj|Paφj〉 is absolutely convergent for every choice of orthonormal basis

{φj}, which we just have shown. In this case we have that

tr(Pa) =
∑
j∈I

〈φj|Paφj〉 . (2.33)

Let A ∈ Hilb be an RFA. By the Part 2 of Lemma 2.13 and [EN, Thm. II.4.29], a 7→ Pa
(for a > 0) is norm continuous. The following corollary shows that if we had defined Hilb
to have the norm operator topology on hom-sets all examples of RFAs in Hilb with self
adjoint Pa would be finite dimensional.

Corollary 2.14. Let A ∈ Hilb be an RFA such that lima→0 Pa = idA in the norm topology
on B(A). Then A is finite dimensional.

Proof. By [EN, Thm. I.3.7], Pa = eaH for some H ∈ B(A). In particular the spectrum
sp(H) of H is bounded. By the spectral mapping theorem [Con, Thm. VII.4.10] one has
sp(Pa) = sp(eaH) = ea·sp(H), in particular 0 6∈ sp(Pa). So altogether we have that Pa is
invertible. From Lemma 2.13 (2) we know that Pa is compact. Since a bounded operator
composed with a compact operator is compact, the identity idA = P−1

a Pa shows that idA
is compact. The identity on A is compact if and only if dim(A) <∞.

The following lemma will be instrumental in showing that various joint continuity
conditions hold automatically in Hilb. A similar statement can be found in [KMD, Sec. 2].

Lemma 2.15. Let Hi ∈ Hilb (i = 1, 2). Let X be a subset of a finite dimensional normed

vector space (e.g. X = R≥0). Equip X with the induced topology and let a 7→ S
(i)
a be two

continuous maps X → B(Hi). Then the map X2 → B(H1 ⊗ H2), (a, b) 7→ S
(1)
a ⊗ S(2)

b is
jointly continuous.

Proof. We will first show that the map a 7→
∥∥∥S(i)

a

∥∥∥ is bounded on compact subsets of

X. Let K ⊂ X be compact. By strong continuity we have that for every h ∈ Hi the

map a 7→ S
(i)
a (h) is continuous, so in particular the map a 7→

∥∥∥S(i)
a (h)

∥∥∥ is continuous,

hence bounded on K. By the Uniform Boundedness Principle [Con, Ch. III.14] the map

a 7→
∥∥∥S(i)

a

∥∥∥ is bounded on K.

Now we turn to the claim in the lemma. Let a0, b0 ∈ X and κ, ε ∈ R>0 be fixed. We
will show that the map (a, b) 7→ S

(1)
a ⊗ S(2)

b is continuous at (a0, b0).
For T ∈ H1 ⊗H2 take a sequence {Tn}n in the algebraic tensor product of H1 and H2

such that Tn
n→∞−−−→ T . We have the estimate∥∥∥(S(1)

a ⊗ S
(2)
b − S

(1)
a0
⊗ S(2)

b0
)T
∥∥∥

≤
∥∥∥(S(1)

a ⊗ S
(2)
b − S

(1)
a0
⊗ S(2)

b0
)
∥∥∥ · ‖T − Tn‖+

∥∥∥(S(1)
a ⊗ S

(2)
b − S

(1)
a0
⊗ S(2)

b0
)Tn

∥∥∥ .
(2.34)
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We give an estimate for the first term on the rhs of (2.34). Fix some δ1 > 0. Then
by the above boundedness result there is a κ > 0 such that for every a, b ∈ X with
|a− a0|+ |b− b0| < δ1 we have∥∥S(1)

a

∥∥ < κ and
∥∥∥S(2)

b

∥∥∥ < κ . (2.35)

So we have ∥∥∥S(1)
a ⊗ S

(2)
b − S

(1)
a0
⊗ S(2)

b0

∥∥∥ ≤∥∥S(1)
a

∥∥ · ∥∥∥S(2)
b

∥∥∥+
∥∥S(1)

a0

∥∥ · ∥∥∥S(2)
b0

∥∥∥
≤ κ2 +

∥∥S(1)
a0

∥∥ · ∥∥∥S(2)
b0

∥∥∥ =: Nκ
a0,b0

.
(2.36)

Since Tn
n→∞−−−→ T , we can choose n (which we keep fixed from now on) such that

‖T − Tn‖ <
ε

2Nκ
a0,b0

. (2.37)

Putting (2.36) and (2.37) together we get∥∥∥(S(1)
a ⊗ S

(2)
b − S

(1)
a0
⊗ S(2)

b0
)
∥∥∥ · ‖T − Tn‖ ≤ ε

2
. (2.38)

We give an estimate for the last term in (2.34). Recall that each Tn was chosen in the
algebraic tensor product of H1 and H2. Thus Tn is a finite sum of elementary tensors,

Tn =
tn∑
j=1

xjn ⊗ yjn (2.39)

for tn ∈ Z≥1, xjn ∈ H(1) and yjn ∈ H(2). Using this, we get:∥∥∥(S(1)
a − S(1)

a0
)⊗ S(2)

b Tn + S(1)
a0
⊗ (S

(2)
b − S

(2)
b0

)Tn

∥∥∥
≤

tn∑
j=1

(∥∥(S(1)
a − S(1)

a0
)xjn
∥∥ · ∥∥∥S(2)

b

∥∥∥ · ∥∥yjn∥∥+
∥∥(S(1)

a0

∥∥ · ∥∥xjn∥∥ · ∥∥∥(S
(2)
b − S

(2)
b0

)yjn

∥∥∥) .
(2.40)

By strong continuity of a 7→ S
(i)
a we can chose δ2 > 0 such that for every a, b ∈ X with

|a− a0|+ |b− b0| < δ2 we have∥∥(S(1)
a − S(1)

a0
)xjn
∥∥ < ε

4tnκ
∥∥yjn∥∥ and

∥∥∥(S
(2)
b − S

(2)
b0

)yjn

∥∥∥ < ε

4tn

∥∥∥S(1)
a0

∥∥∥ · ∥∥xjn∥∥ , (2.41)

for every j = 1, . . . , tn, since these are only finitely many conditions to satisfy. Let δ :=
min {δ1, δ2}. Then for every a, b ∈ X with |a− a0|+ |b− b0| < δ we have that∥∥∥(S(1)

a ⊗ S
(2)
b − S

(1)
a0
⊗ S(2)

b0
)Tn

∥∥∥ ≤ ε

2
. (2.42)
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Finally, using (2.38) and (2.42) we have that∥∥∥(S(1)
a ⊗ S

(2)
b − S

(1)
a0
⊗ S(2)

b0
)T
∥∥∥ < ε . (2.43)

By iterating the previous lemma we see that the definition of a regularised algebra
simplifies in Hilb. Namely it is enough to check that a 7→ Pa is continuous, rather than
having to consider multiple tensor products.

Corollary 2.16. The continuity condition (2.4) in Hilb is automatically satisfied for any
n ≥ 2 if it holds for n = 1.

2.3 Examples of regularised algebras and RFAs in Vectfd and Hilb
Let Vectfd denote the symmetric monoidal category of finite dimensional complex vector
spaces with the usual tensor product of vector spaces and the topology on the hom-sets
induced by any norm on the vector spaces. In the following we list examples of regularised
algebras and RFAs in Vectfd and Hilb.

1. Let A be a algebra in Vectfd with multiplication µ and unit η and set µa := µ · eaσ,
ηa := η · eaσ for some σ ∈ C. Then A is a regularised algebra. One can similarly
obtain an RFA from a Frobenius algebra.

A Frobenius algebra in Vectfd is always finite-dimensional. In Example 1 we equipped
them with an RFA structure for which all a → 0 limits exist. The converse also holds in
the following sense.

Proposition 2.17. Let A ∈ RFrob (Hilb). The following are equivalent.

1. A is finite dimensional.

2. All of the following limits exist:

lima→0 ηa , lima→0 µa , lima→0 εa , lima→0 ∆a .

Proof. (1⇒ 2): If A is finite dimensional, then the map a 7→ Pa is norm continuous, hence
Pa = eaH for some H ∈ B(A). Then η0 := e−aHηa is independent of a and ηa = Pa ◦ η0,
hence lima→0 ηa = η0 exists. One similarly proves that the other limits exist as well.

(1⇐ 2): The morphisms given by these limits define a Frobenius algebra structure on
A, hence A is finite dimensional.

2. Consider the polynomial algebra C[x] and complete it with the Hilbert space structure
given by 〈xn, xm〉 = δn,mf(m) for some monotonously decreasing function f : N →
(0, 1] ⊂ R and denote by C[x] its Hilbert space completion. Let Pa(x

n) := eaσxxn
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for σ ∈ R (note the x in the exponent). We now show that this defines a bounded
operator. Let y ∈ C[x] with y =

∑
n∈N ynx

n. Then

‖Pa(y)‖2 =
∑
n,m∈N

(
am

m!

)2

f(n+m)|yn|2 ≤
∑
n,m∈N

a2m

(2m)!
f(n)|yn|2 ≤ ea ‖y‖2 .

where we used that f is monotonously decreasing.

Let us assume that

sup
k∈N

{
k∑
l=0

f(k)f(l)f(k − l)

}
<∞ (2.44)

holds, e.g. f(m) = (1 +m)−2 or f(m) = e−m. Then the operator

M : C[x]→ C[x]⊗ C[x]

xk 7→
k∑
l=0

f(k)xk−l ⊗ xl
(2.45)

is bounded. The adjoint of M is the standard multiplication

µ : C[x]⊗ C[x]→ C[x]

xk ⊗ xl 7→ xk+l ,
(2.46)

which is therefore also a bounded operator. Then defining µa := Pa ◦ µ and ηa(1) :=
Pa(1) gives a regularised algebra in Hilb. Note, however, that this regularised algebra
cannot be turned into a regularised Frobenius algebra because Pa is not trace class,
cf. Lemma 2.13.

3. Consider the Frobenius algebra A := C[x]/〈xd〉 in Vectfd with ε(xk) = δk,d−1. Let
h ∈ A and define Pa(f) := eahf , εa := ε ◦ Pa, ηa := Pa ◦ η and µa := Pa ◦ µ. Then
C[x]/〈xd〉 is an RFA, denoted Ah. Unless d = 1, this RFA is not separable.

Proposition 2.18. Let I be a countable (possibly infinite) set. For k ∈ I let Fk ∈ Hilb be
a (possibly infinite-dimensional) RFA. Then

⊕
k∈I Fk (the completed direct sum of Hilbert

spaces) is an RFA in Hilb if and only if, for every a ∈ R>0,

sup
k∈I

∥∥µka∥∥ <∞ and sup
k∈I

∥∥∆k
a

∥∥ <∞ , (2.47)∑
k∈I

∥∥εka∥∥2
<∞ and

∑
k∈I

∥∥ηka∥∥2
<∞ , (2.48)

where µka, ∆k
a, ε

k
a and ηka denote the structure maps of Fk.
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Proof. Let F :=
⊕

k∈I Fk and fix the value of a.

(⇒): Let us write xk for the k’th component of x ∈ F =
⊕

k∈I Fk. Then for every k ∈ I∥∥∆k
a

∥∥ = sup
xk∈Fk
‖xk‖=1

∥∥∆k
a(xk)

∥∥ = sup
xk∈Fk
‖xk‖=1

‖∆a(xk)‖ ≤ sup
xk∈Fk
‖xk‖=1

‖∆a‖ · ‖xk‖ = ‖∆a‖ <∞ ,

so in particular supk
∥∥∆k

a

∥∥ < ∞. A similar proof applies to the case of µa. We calculate
the norm of ηa:

‖ηa‖2 = ‖ηa(1)‖2 =
∑
k∈I

∥∥ηka(1)
∥∥2

=
∑
k∈I

∥∥ηka∥∥2
,

which is finite if and only if ηa is a bounded operator. If εa is bounded, then by the Riesz
Lemma there exists a unique v ∈ F such that εa(x) = 〈v, x〉 and ‖εa‖ = ‖v‖. Then
〈vk, xk〉 = 〈v, xk〉 = εa(xk) = εka(xk). So again by the Riesz Lemma

∥∥εka∥∥ = ‖vk‖. We have
that

‖εa‖2 = ‖v‖2 =
∑
k∈I

‖vk‖2 =
∑
k∈I

∥∥εka∥∥2
.

(⇐): The operators ηa and εa are bounded by the previous discussion. For ∆a one has
that

‖∆a‖2 = sup
x∈F
‖x‖=1

‖∆a(x)‖2 = sup
x∈F
‖x‖=1

∥∥∥∥∥∑
k∈I

∆a(xk)

∥∥∥∥∥
2

= sup
x∈F
‖x‖=1

∑
k∈I

∥∥∆k
a(xk)

∥∥2

≤ sup
x∈F
‖x‖=1

∑
k∈I

∥∥∆k
a

∥∥2 ‖xk‖2 ≤
(

sup
l

∥∥∆l
a

∥∥2
)
· sup
x∈F
‖x‖=1

∑
k∈I

‖xk‖2 = sup
l

∥∥∆l
a

∥∥2
<∞ ,

so ∆a is bounded. For µa the proof is similar.
Then one needs to check that a 7→ Pa :=

∑
k∈I P

k
a is continuous. Let ε ∈ R>0, a0 ∈ R≥0

and f ∈
⊕

k∈I Fk with components fk be fixed. Let a′ > a0 and 0 < E < ε be arbitrary.
Since Pa−Pa0 is a bounded operator, one can find Ja′ ⊂ I finite, such that for every a < a′∑

j∈I\Ja′

∥∥(P j
a − P j

a0
)fj
∥∥2
< E .

Then let δ′ > 0 be such that for every |a− a0| < δ′∑
j∈Ja′

∥∥(P j
a − P j

a0
)fj
∥∥2
< ε− E ,

which can be chosen since the sum is finite and each P j
a is continuous by assumption.

Finally let δ := min {δ′, a′ − a0}. By construction we have that for every |a− a0| < δ,

‖(Pa − Pa0)f‖2 =
∑
j∈I

∥∥(P j
a − P j

a0
)fj
∥∥2
< ε .

21



All examples of RFAs known to us are of the above form. For Hermitian RFAs, which
we will introduce in Section 2.5, we can show that they are necessarily of the above form.
Note that the same RFA Fk cannot appear infinitely many times.

Now we continue our list of examples with some special cases.

4. Let (εk, σk)k∈I be a countable family of pairs of complex numbers such that for all
a > 0

sup
k∈I

∣∣εke−aσk∣∣ <∞ and
∑
k∈I

∣∣∣∣e−aσkεk

∣∣∣∣2 <∞ . (2.49)

Then Aε,σ :=
⊕

k∈I Cfk, the Hilbert space generated by orthonormal vectors fk,
becomes an RFA by Proposition 2.18 via

µa(fk ⊗ fj) := δk,jεkfke
−aσk , ηa(1) :=

∑
k∈I

fk
εk
e−aσk , (2.50)

∆a(fk) :=
fk ⊗ fk
εk

e−aσk , εa(fk) := εke
−aσk . (2.51)

This RFA is strongly separable (with τa = ηa) and commutative.

5. Let I := Z>0 and consider the one dimensional Hilbert spaces Cfk and Cgk with
‖fk‖2 = k2 and ‖gk‖2 = k−1. Let F :=

⊕∞
k=1 Cfk and G :=

⊕∞
k=1 Cgk be the Hilbert

space direct sums, so that

〈fk, fj〉F = δk,jk
2 and 〈gk, gj〉G = δk,jk

−1 . (2.52)

Define the maps

µFa (fk ⊗ fj) :=δk,je
−ak2

fk , ηFa (1) :=
∞∑
k=1

e−ak
2

fk ,

∆F
a (fk) :=e−ak

2

fk ⊗ fk , εFa (fk) :=e−ak
2

,

(2.53)

and similarly for G by changing fk to gk. These formulas define strongly separable
(with τa = ηa) commutative RFAs by the previous example with (εk, σk) = (k−1, k2)
for F and with (εk, σk) = (k, k2) for G. Note that lima→0 µ

F
a exists and has norm

1, but lima→0 µ
G
a does not: the set

{∥∥µG0 (gk ⊗ gk)
∥∥ / ‖gk ⊗ gk‖ = k

∣∣ k ∈ Z>0

}
is not

bounded.

Define the morphism of RFAs ψ : F → G as

ψ(fk) = gk for k = 1, 2, . . . .

It is an operator with ‖ψ‖ = 1 and is mono and epi, but it does not have a bounded
inverse, as the set { ‖ψ−1(gk)‖ / ‖gk‖ = k2 | k ∈ Z>0 } is not bounded. This is an ex-
ample illustrating that the categoryHilb is not abelian: a morphism can be mono and
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epi without being invertible. The example also shows that RFA morphisms which are
mono and epi need not preserve the existence of zero-area limits. Isomorphisms, on
the other hand, being continuous with continuous inverse, do preserve the existence
of limits.

6. Consider L2(G), the Hilbert space of square integrable functions on a compact
semisimple Lie group G with the following morphisms:

ηa(1) :=
∑
V ∈Ĝ

e−aσV dim(V )χV , µ(F )(x) :=

∫
G

F (y, y−1x)dy ,

Pa(f) := µ(ηa(1)⊗ f) , µa := Pa ◦ µ ,

εa(f) :=

∫
G

ηa(1)(x)f(x−1)dx , ∆(f)(x, y) := f(xy) , ∆a := ∆ ◦ Pa ,

(2.54)

where f ∈ L2(G), F ∈ L2(G×G) ∼= L2(G)⊗ L2(G), Ĝ is a set of representatives of
isomorphism classes of finite dimensional simple unitary G-modules, σV is the value
of the Casimir operator of the Lie algebra of G in the simple module V , χV is the
character of V , and

∫
G

denotes the Haar integral on G. These formulas define a
strongly separable RFA in Hilb (with τa = ηa), for details see Section 5.1.

7. The centre of the previous RFA is Cl2(G), the Hilbert space of square integrable class
functions on G, with multiplication, unit and counit given by the same formulas, but
with the following coproduct:

∆a(f) =
∑
V ∈Ĝ

e−aσV (dim(V ))−1 χV ⊗ χV fV , (2.55)

where f =
∑

V ∈Ĝ fV χV ∈ Cl2(G). This is a strongly separable RFA in Hilb (with

τa(1) =
∑

V ∈Ĝ e
−aσV (dim(V ))−1 χV and τ−1

a (1) =
∑

V ∈Ĝ e
−aσV (dim(V ))3 χV ). For

more details see Section 5.1.

2.4 Tensor products of RFAs and finite-dimensional RFAs

We denote the category of regularised algebras in S by RAlg (S) and the category of RFAs
in S by RFrob (S). In this section we investigate under which conditions one can endow
these categories with a monoidal structure. Then we describe the case S = Vectfd in detail.

Proposition 2.19. Any morphism of RFAs is mono and epi.

Proof. Let ϕ : A→ B be a morphism of RFAs and let ψa,b := (idA⊗βBb ) ◦ (idA⊗ϕ⊗ idB) ◦
(γAa ⊗ idB). Then ϕ ◦ψa,b = PB

a+b and ψa,b ◦ϕ = PA
a+b. We show that ϕ is epi, showing that

it is mono is similar. Let f, g ∈ S(B,X) for an object X such that f ◦ ϕ = g ◦ ϕ. After
composing with ψa,b from the right for a, b ∈ R>0 we get f ◦ PB

a+b = g ◦ PB
a+b. This last

equation holds for every a, b ∈ R>0, so we can take the limit a, b→ 0 to get f = g.
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Remark 2.20. As we saw in Example 5, not every morphism of RFAs in Hilb is invertible,
hence RFrob (Hilb) is not a groupoid.

However we have the following:

Corollary 2.21. The category RFrob
(
Vectfd

)
is a groupoid.

Proposition 2.22. Assume that S has a symmetric structure σ and that for A,B ∈
RFrob (S) the assignments

(a1, . . . , an) 7→ PA
a1
⊗ PB

a1
⊗ · · · ⊗ PA

an ⊗ P
B
an (2.56)

are jointly continuous for every n ≥ 1. Then A⊗B is an RFAs by

µA⊗Ba :=
(
µAa ⊗ µBa

)
◦ (id⊗σ ⊗ id) , ηA⊗Ba := ηAa ⊗ ηBa ,

∆A⊗B
a := (id⊗σ ⊗ id) ◦

(
∆A
a ⊗∆B

a

)
, εA⊗Ba := εAa ⊗ εBa .

(2.57)

Proof. Checking the algebraic relations is straightforward. The continuity of the maps in
(2.56) assures that the continuity condition holds for the tensor product.

If condition (2.56) holds for every pair A,B ∈ RFrob (S) we can define a symmetric
monoidal structure on RFrob (S), where the symmetric structure is inherited from S. The
tensor unit is the trivial RFA.

Proposition 2.23. RFrob (Hilb) and RFrob
(
Vectfd

)
are symmetric monoidal categories

with the above tensor product.

Proof. In Vectfd the tensor product is continuous, so there the statement is trivial. In Hilb
Corollary 2.16 assures that the condition (2.56) holds for every pair A,B ∈ RFrob (Hilb).

Finite dimensional regularised algebras and regularised Frobenius algebras

In the rest of this section we classify finite dimensional regularised (Frobenius) algebras.
The forgetful functor from finite dimensional Hilbert spaces to Vectfd is an equivalence
of categories, therefore in this subsection we will only consider regularised (Frobenius)
algebras in the latter.

Denote with AlgZ
(
Vectfd

)
the category with objects pairs (F,H), where F ∈ Vectfd is

an algebra and H ∈ Z(H) is an element in the centre of F , and morphisms φ : (F,H) →
(F ′, H ′) such that φ : F → F ′ is a morphism of algebras and φ(H) = H ′. Analogously,
denote with FrobZ

(
Vectfd

)
the category of pairs of Frobenius algebras and elements in

their centre.
We define a functor D : RAlg

(
Vectfd

)
→ AlgZ

(
Vectfd

)
as follows: on objects as

D(A) := (A, d
da
ηa(1)|a=0) and on morphisms as identity. The same definition also gives a

functor D : RFrob
(
Vectfd

)
→ FrobZ

(
Vectfd

)
.

Proposition 2.24. The functorsD : RAlg
(
Vectfd

)
→ AlgZ

(
Vectfd

)
andD : RFrob

(
Vectfd

)
→

FrobZ
(
Vectfd

)
are equivalences of categories.
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Proof. The inverse functor sends (A,H) to the regularised algebra A with Pa := eaH ,
µa := Pa ◦ µ and ηa := Pa ◦ η, where µ and η are the multiplication and unit of A.

Remark 2.25. Let (A,H) ∈ AlgZ(V ect). Then

D−1(A,H) =
⊕
λ∈SpH

D−1 (Aλ, P rAλ(H))

as regularised algebras, where Aλ denotes the generalised eigenspace of H corresponding
to the eigenvalue λ and PrAλ is the projection onto it. If D−1(A,H) is furthermore an
RFA then the above decomposition is valid as RFAs.

2.5 Hermitian RFAs in Hilb
We start by recalling the notion of a dagger (or †-) symmetric monoidal category S, e.g.
from [Sel]. A dagger structure on S is a functor (−)† : S → Sopp which is identity on
objects, (−)†† = idS , (f ⊗ g)† = f † ⊗ g† for any morphisms f, g and σ†U,V = σV,U .

Let S be as in the beginning of Section 2.1 and fix a †-structure on S. We do not
require (−)† to be continuous on hom-spaces, cf. Remark 2.11.

Definition 2.26. A Hermitian regularised Frobenius algebra (or †-RFA for short) in S
is an RFA in S for which µ†a = ∆a and η†a = εa (and therefore Pa = P †a ). We denote by
†-RFrob (S) the full subcategory of RFrob (S) with objects given by †-RFAs.

In the following we specialise to S = Hilb with dagger structure given by the adjoint.
Note that †-RFrob (Hilb) is symmetric monoidal.

Example 2.27. Let us look at the examples from Section 2.3. In Example 1, if the
Frobenius algebra A ∈ Hilb is a †-Frobenius algebra (see e.g. [Vic, Def. 3.3]) and if σ ∈ R
then Pa is self-adjoint and hence A is a †-RFA. In Section 5.1 we will show that the RFAs
in Examples 6 and 7 are †-RFAs. The two RFAs in Example 5 are not †-RFAs, as one can
easily confirm that the summands Cfk and Cgk for k > 1 are not †-RFAs. We compute
e.g. for Cfk that

〈fk, µa(fk ⊗ fk)〉 = e−ak
2

k2 and 〈∆a(fk), fk ⊗ fk〉 = e−ak
2

k4 , (2.58)

so clearly, if k > 1 then µ†a 6= ∆a.

Let †-FrobF (Hilb) denote the category which has objects countable families Φ =
{Fj, σj}j∈I of †-Frobenius algebras Fj and real numbers σj, such that for every a ∈ R>0

sup
j∈I

{
e−aσj ‖µj‖

}
<∞ and

∑
j∈I

e−2aσj ‖ηj‖2 <∞ . (2.59)

A morphism Ψ : Φ → Φ′ consists of a bijection f : I
∼−→ I ′ which satisfies σj = σf(j) and

a family of morphisms of Frobenius algebras ψj : Fj → F ′f(j) (which are automatically

invertible [Koc, Lem. 2.4.5]). We will write Ψ =
(
f, {ψj}j∈I

)
.
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Let Φ ∈ †-FrobF (Hilb) with the notation from above. Then by Proposition 2.24,
D−1(Fj, σj idFj) for j ∈ I is an RFA. Using Proposition 2.18, we get an RFA structure on⊕

j∈I Fj. The next theorem shows that the resulting functor is an equivalence.

Theorem 2.28. There is an equivalence of categories †-FrobF (Hilb) → †-RFrob (Hilb)
given by Φ 7→

⊕
j∈I Fj.

10

Proof. We define the inverse functor. Let F ∈ †-RFrob (Hilb) and fix a ∈ R>0. Then Pa is
self-adjoint and therefore can be diagonalised. Let sppt(Pa) denote the point spectrum11 of
Pa. Furthermore, by Lemma 2.13 Pa is of trace class, and hence compact. Thus it has at
most countably many eigenvalues and the eigenspaces with non-zero eigenvalues are finite
dimensional. Let

F =
⊕

α∈sppt(Pa)

Fα (2.60)

be the corresponding eigenspace decomposition of Pa.

Claim: The eigenvalue α of Pa on Fα is of the form e−aσα for some σα ∈ R. In particular
0 is not an eigenvalue.
To show this, first assume that c(a) := α 6= 0, so that Fα is finite dimensional, and
simultaneously diagonalise Pa, Pb and Pa+b on Fα. Then on a subspace where all three
operators are constant with values c(a), c(b) and c(a+ b) one has that c(a)c(b) = c(a+ b).
Furthermore a 7→ c(a) is a continuous function R≥0 → R and c(0) = 1 since a 7→ Pa is
strongly continuous at every a ∈ R≥0 and lima→0 Pa = idF . So the unique solution to the
above functional equation is c(a) = e−aσα for some σα ∈ R.
Finally let us assume that α = 0. Clearly, ker(Pa) ⊆ ker(Pa+b) for every b ∈ R≥0. Since Pa
is self adjoint, we have for v ∈ F0 that 0 = Pa(v) = P †a/2 ◦ Pa/2(v). But then Pa/2(v) = 0

and similarly, for every n ∈ Z≥0 we have that Pa/2n(v) = 0. Altogether we have that
F0 = ker(Pa) = ker(Pb) for every b ∈ R≥0. So lima→0 Pa = idF implies that F0 = {0}.
Claim: The eigenspaces are †-Frobenius algebras by restricting and projecting the structure
maps of F .
To show this, first confirm that the structure maps do not mix eigenspaces of Pa, because
Pa commutes with them. Then checking †-RFA relations is straightforward and these are
†-Frobenius algebras, cf. Proposition 2.17.

Claim: The convergence conditions in (2.59) are satisfied by the above obtained family of
†-Frobenius algebras Fα and real numbers σα.
This can be shown directly by computing the norm of the structure maps.

Showing that the two functors give an equivalence of categories is now straightforward.

10We would like to thank André Henriques for explaining to us this decomposition of †-RFAs, or rather
the corresponding decomposition of Hermitian area-dependent QFT’s via Corollary 3.14.

11The point spectrum of a bounded operator is the set of eigenvalues. Every compact operator on an
infinite-dimensional Hilbert space has 0 in its spectrum, but it need not be an eigenvalue.
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Corollary 2.29. Let A ∈ Hilb be a †-RFA. Then Pa is mono and epi.

Proof. From the proof of Theorem 2.28 we see that Pa is mono. Since Pa is self-adjoint we
get that Pa is epi.

Lemma 2.30. Every †-Frobenius algebra in Hilb is semisimple.

Proof. Let F denote a †-Frobenius algebra in Hilb and let ζ := µ◦∆ = ∆∗ ◦∆, which is an
F -F -bimodule morphism and an F -F -bicomodule morphism. It is a self-adjoint operator,
so it can be diagonalised and F decomposes into Hilbert spaces as

F =
⊕

α∈sp(ζ)

Fα , (2.61)

where Fα is the eigenspace of ζ with eigenvalue α.
Now we show that (2.61) is a direct sum of Frobenius algebras. Let α 6= β and take

a ∈ Fα, b ∈ Fβ. We have

ζ(ab) =aζ(b) = βab

=ζ(a)b = αab
(2.62)

since ζ is a bimodule morphism. Then (2.62) shows that ab = 0, so (2.61) is a decomposition
as algebras.

Similarly one shows that equation 2.61 is a decomposition as coalgebras. We have for
∀a ∈ Fα, using Sweedler notation:

∆(ζ(a)) =ζ(a(1))⊗ a(2) = a(1) ⊗ ζ(a(2))

=α∆(a) = αa(1) ⊗ a(2) ,
(2.63)

which shows that the comultiplication restricted to Fα lands in Fα ⊗ Fα.
We now show that 0 is not in the spectrum. Let us assume otherwise. Then F0 is a

Frobenius algebra. We have ζ(x) = ∆∗ ◦∆(x) = 0 for every x ∈ F0, and so also ∆(x) = 0,
which is a contradiction to counitality. Therefore 0 is not in the spectrum of ζ, i.e. ζ is
injective.

Now the only thing left to show is that each summand Fα is semisimple. Take ∆(1)·α−1

projected on Fα ⊗ Fα. This is a separability idempotent for the algebra Fα, hence Fα is
separable, hence semisimple.

Let ε ∈ C \ {0}, σ ∈ R and let Cε,σ denote the one dimensional †-RFA structure on C
given by

εa(1) = e−aσε , ∆a(1) =
e−aσ

ε
1⊗ 1 ,

ηa(1) = e−aσε∗1 , µa(1⊗ 1) =
e−aσ

ε∗
1 .

(2.64)
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Let C ∈ Hilb be a 1-dimensional †-RFA and c ∈ C. Then by Proposition 2.24, εa = ε0◦Pa.
Set ε := ε0(c) ∈ C and σ ∈ R to be such that Pa(c) = e−aσc. Then

C → Cε,σ

c 7→ 1
(2.65)

is an isomorphism of RFAs.

Corollary 2.31. Let C be a commutative †-RFA in Hilb. Then there is a family of
numbers {εj, σj}j∈I , where εj ∈ C and σj ∈ R, satisfying

sup
j∈I

{
e−aσj |εj|−1

}
<∞ and

∑
j∈I

e−2aσj |εj|2 <∞ (2.66)

for every a ∈ R>0 such that C ∼=
⊕

j∈I Cεj ,σj as RFAs.

Proof. By Theorem 2.28 and Lemma 2.30, C is a direct sum of semisimple algebras. By
the Wedderburn-Artin theorem every semisimple commutative algebra is a direct sum of
1-dimensional algebras. Using the isomorphism (2.65) we get the above family of numbers.
The finiteness conditions come from (2.59).

Remark 2.32. In some cases none of the structure maps of a commutative Hermitian
RFA admit an a→ 0 limit. A concrete example can be given as follows. Fix 1/2 > δ > 0.
Then the family of numbers

{
n1/2+δ, n

}
n∈Z>0

satisfies (2.66) and the structure maps µa,

∆a, ηa, εa of the corresponding commutative †-RFA from Corollary 2.31 do not have an
a→ 0 limit.

Lemma 2.33. Let ϕ : Cε,σ → Cε′,σ′ be a morphism of RFAs. Then ϕ(1) = ε/ε′ ∈ U(1)
and σ = σ′.

Proof. From ϕ ◦ ηa = η′a one has that for every a ∈ R≥0, ϕ(1)ε∗e−aσ = (ε′)∗e−aσ
′
. Since

ε 6= 0, ε′ 6= 0 and ϕ(1) 6= 0, one must have σ = σ′ and hence ϕ(1)ε∗ = (ε′)∗. One similarly
obtains from ε′a ◦ϕ = εa that ε′ϕ(1) = ε. Combining these we get that |ϕ(1)| = 1 and that
ϕ(1) = ε/ε′.

Proposition 2.34. Every morphism of commutative †-RFAs in Hilb is unitary, in partic-
ular the category of commutative †-RFAs in Hilb is a groupoid.

Proof. Let φ : C → C ′ be a morphism of commutative †-RFAs. By Corollary 2.31 we
assume that C =

⊕
j∈I Cεj ,σj and C ′ =

⊕
j∈I′ Cε′j ,σ

′
j
. By a similar argument as in the

proof of Lemma 2.33, we see that φ does not mix the Cεj ,σj ’s with different σ’s. Let
Cσ :=

⊕
j∈I
σj=σ

Cεj ,σj and define C ′σ similarly. These are both finite dimensional, since these

are eigenspaces of the Pa’s with eigenvalue e−aσ. Let ϕ := φ|Cσ . Then ϕ is a morphism
of finite dimensional RFAs so it is a bijection by Corollary 2.21. Let us write gj = 1
(j = 1, nσ) for the generator of Cεj ,σj in Cσ and g′j = 1 (j = 1, nσ) for the generator of
Cε′j ,σ

′
j

in C ′σ and write ϕ(gj) =
∑nσ

k=1 ϕ
jkg′k.
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From the equation ϕ ◦ µ = µ′ ◦ (ϕ⊗ ϕ) one has for every j, k, l that

δjk(ε
∗
j)
−1ϕjl = ϕjlϕkl ((ε′l)

∗)
−1
.

• If j 6= k then ϕjlϕkl = 0 for every such k and for every l. This means that in the
matrix ϕjl in every row there might be at most one nonzero element. Since ϕ is
bijective there is also at least one nonzero element in every row in the latter matrix
and the same holds for every column. We conclude that the matrix of ϕ is the product
of a permutation matrix π and a diagonal matrix D.

• If j = k and if ϕjl 6= 0 then ϕjl = (ε′l/εj)
∗, which give the nonzero elements of the

diagonal matrix.

Now π−1 ◦ ϕ restricts to RFA morphisms of the 1-dimensional components, hence by
Lemma 2.33 the diagonal matrix D is unitary. Therefore ϕ is unitary, φ is the direct sum
of unitary matrices so φ is unitary and in particular invertible.

2.6 Modules over regularised algebras

We define modules over a regularised algebra in such a way that the action map now
depends on two real parameters. This may seem odd at first sight but is motivated by the
application to area-dependent field theory later on, see Section 3.3.

Definition 2.35. A left module over a regularised algebra A (or left A-module) in S is
an object U ∈ S together with a family of morphisms

U

(a, l)

A

ρa,l =

U

∈ S(A⊗ U,U) (2.67)

for every a, l ∈ R>0 called the action, such that they satisfy the following conditions.

1. For every a = a1 + a2 = b1 + b2 and l = l1 + l2

ρa1,l1 ◦ (idA⊗ρa2,l2) = ρb1,l ◦ (µb2 ⊗ idU) . (2.68)

and the morphisms
QU
a,l := ρa1,l1 ◦ (ηa2,l2 ⊗ idU) (2.69)

satisfy lima,l→0Q
U
a,l = idU .

2. The assignment

(R2
>0 ∪ {0})→ S(U,U)

(a, l) 7→ QU
a,l

(2.70)

is jointly continuous.
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One similarly defines right modules.

Note that the morphisms QU
a,l form a semigroup,

QU
a1,l1
◦QU

a2,l2
= QU

a1+a2,l1+l2
, (2.71)

and we have a continuous semigroup homomorphism R2
≥0 → S(U,U), (a, l)→ QU

a,l.

Remark 2.36. As in the case of regularised algebras, one would want to impose (2.70) for
n-fold tensor products for every n ≥ 1. However in Section 4.6 we will see that the natural
condition would be to have this for a set of different modules, which would lead to the
notion of “sets of mutually jointly continuous modules”, which is cumbersome to define.
Instead, we will impose this condition later in Section 4.6. When considering regularised
algebras and modules in Hilb, this continuity condition will be automatic, see Lemma 2.15.

The definition of bimodules in terms of left and right modules requires an extra conti-
nuity assumption, so we spell it out in detail:

Definition 2.37. An A-B-bimodule over regularised algebras A and B is an object U ∈ S
together with a family of morphisms

U

(a, l, b)

A

ρa,l,b =

U

B

∈ S(A⊗ U ⊗B,U) (2.72)

for every a, l, b ∈ R>0 such that the following conditions hold.

1. For every a = a1 + a2 = a′1 + a′2, b = b1 + b2 = b′1 + b′2 and l = l1 + l2

ρa1,l1,b1 ◦ (idA⊗ρa2,l2,b2 ⊗ idB) = ρa′1,l,b′1 ◦
(
µAa′2 ⊗ idU ⊗µBb′2

)
, (2.73)

the morphisms QU
a,l,b := ρa1,l,b1 ◦

(
ηAa2
⊗ idU ⊗ ηBb2

)
satisfies that lima,l,b→0Q

U
a,l,b = idU

and

2. the map

(R3
>0 ∪ {0})→ S(U,U)

(a, l, b) 7→ QU
a,l,b

(2.74)

is jointly continuous.

A bimodule is called transmissive, if ρa,l,b depends only on a+ b, or, in other words, if
ρa+u,l,a−u is independent of u. As with the inclusion of the extra parameter l, the notion
of transmissivity is motivated by the application to area-dependent quantum field theory,
see Section 3.3.
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Remark 2.38. Let U be a left A-module and a right B-module such that the left and
right actions ρLa,l and ρRb,m commute. That is for every a, b ∈ R>0 and l1 + l2 = m1 +m2

ρa,l,b := ρLa,l1 ◦
(
ρRb,l2 ⊗ idB

)
= ρRa,m1

◦
(
idA⊗ρLb,m2

)
. (2.75)

If ρa,l,b is jointly continuous in the parameters, then U is an A-B-bimodule. Note that in
contrast to the case of usual bimodules over associative algebras, which are defined to be
left- and right modules with commuting actions, here we have to impose the extra condition
of joint continuity.
Conversely, let U be an A-B-bimodule with action ρa,l,b. If the limit

ρLa,l := lim
b→0

ρa,l,b1 ◦ (idA⊗U ⊗ηBb2) (2.76)

with b = b1 +b2 exists for every a, l ∈ R>0 and remains jointly continuous in the limit, then
U becomes a left A-module with action ρLa,l. Similarly, if the analogous a→ 0 limit exists
then U becomes a right B-module. In Appendix A we give an example which illustrates
that these limits do not always exist.

Example 2.39. Let AutRFrob(S)(A) denote the invertible morphisms in RFrob (S)(A,A).
Then for α, β ∈ AutRFrob(S)(A) we can define a transmissive bimodule structure αAβ on A
by twisting the multiplication from the two sides and letting the l-dependence be trivial.
That is, for every a, b, l ∈ R>0 we define the action to be

ρa,l,b := µa ◦ (id⊗µb) ◦ (α⊗ idA⊗β) , (2.77)

which is jointly continuous in the parameters, since the composition in S is separately
continuous, and since we can rewrite ρa,l,b = Pc ◦ ρa′,l,b′ with a′ + b′ + c = a+ b. Note that
β−1 : αAβ → β−1◦αAidA is a bimodule isomorphism, so it is enough to consider twisting on
one side.

The proof of the following proposition is similar to that of Proposition 2.18.

Proposition 2.40. Let F =
⊕

k∈I Fk and G =
⊕

j∈J Gj be RFAs in Hilb as in Propo-

sition 2.18. Let Mkj ∈ Hilb be a Fk-Gj-bimodule with action ρ
Mkj

a,l,b for k ∈ I and j ∈ J .
Then M :=

⊕
k∈I, j∈JMkj is a F -G-bimodule in Hilb if and only if for every a, l, b ∈ R>0

sup
k∈I, j∈J

{∥∥∥ρMkj

a,l,b

∥∥∥} <∞ . (2.78)

A morphism U
φ−→ V of left modules over a regularised algebra A is a morphism in S

which respects the action:

φ ◦ ρUa,l = ρVa,l ◦ (idA⊗φ) , (2.79)

for all a, l ∈ R>0. One similarly defines morphisms of right modules and bimodules. Denote
with A-Mod (S) the category of left modules over A in S.
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Recall from Proposition 2.24 that for a regularised algebra A ∈ Vectfd the pair D(A) =
(A,H) consists of the underlying algebra of A and an element H in its centre. Let
A-ModZ

(
Vectfd

)
denote the following category. Its objects are pairs (U,HU), where U

is a left A-module in Vectfd and HU ∈ EndA(U). Its morphisms are left A-module mor-
phisms φ : U → V , such that HV ◦ φ = φ ◦HU .

As in the case of regularised algebras in Vectfd (cf. Proposition 2.17), the semigroup
(a, l) 7→ QU

a,l is norm continuous and hence QU
a,l = ea·HA+l·HU for HA, HU ∈ EndA(U) such

that HA ◦HU = HU ◦HA.
Let us define a functor D : A-Mod

(
Vectfd

)
→ A-ModZ

(
Vectfd

)
as follows. The A-

module structure on D(U) is given by ρU = QU
−a,−l ◦ ρUa,l and HU is defined as above. On

morphisms D is the identity.

Proposition 2.41. The functorD : A-Mod
(
Vectfd

)
→ A-ModZ

(
Vectfd

)
is an equivalence

of categories.

Proof. The A-module structure on D−1(U,HU) is given by ρUa,l := eaHA+lHU ◦ ρU with
HA = ρU(H ⊗−) ∈ EndA(U), where ρU is the action on U .

Remark 2.42. Let A,B ∈ Vectfd be regularised algebras and U ∈ Vectfd an A-B-bimodule
U ∈ Vectfd. As before we have QU

a,l,b = eaHA+lHU+bHB , where HA, HU , HB ∈ EndA,B(U) are
bimodule homomorphisms. Then U is transmissive if and only if HA = HB.

Let us assume now that S is symmetric. We now introduce a notion of duals for
bimodules.

Definition 2.43. Let A,B ∈ S be regularised algebras. A dual pair of bimodules is an
A-B-bimodule U ∈ S and a B-A-bimodule V ∈ S together with families of morphisms for
every a, l, b ∈ R>0

γa,l,b ∈ S(I, V ⊗ U) , βa,l,b ∈ S(U ⊗ V, I) , (2.80)

jointly continuous in the parameters, which we denote with

(a, l, b)

βa,l,b =

U V
(a, l, b)

γa,l,b =

V U

,

I

I

, (2.81)

such that for a1 + a2 = a, b1 + b2 = b and l1 + l2 = l we have

(a2, l2, b2)

QU
a,l,b =

UV
(a1, l1, b1)

QV
a,l,b =

V U

,

(a1, l1, b1)

(a2, l2, b2)
I I

I I

, (2.82)

32



and for every a1 + a2 = a3 + a4, b1 + b2 = b3 + b4 and l1 + l2 = l3 + l4 we have

U

(a1, l1, b1)

V

A

(a
2
, l

2
, b

2
)

(a4, l4, b4)

V

A

(a
3
, l

3
, b

3
)

U

= and

V

(a1, l1, b1)

U B

(a
2
, l

2
, b

2
) (a4, l4, b4)

U

(a
3
, l

3
, b

3
)

V

=

BB B A A

. (2.83)

Let us compare this situation to Lemma 2.7. There the continuity of γa in the parameter
was automatic, but in Definition 2.43 we demanded continuity explicitly. The reason for
this is that the argument in the proof of Lemma 2.7 does not apply, as we have not required
that idV ⊗QU

a,l,b is continuous in the parameters, see Remark 2.36. However one can easily
check that for every a1 + a2 = a3 + a4, l1 + l2 = l3 + l4 and b1 + b2 = b3 + b4

(idV ⊗QU
a1,l1,b1

) ◦ γa2,l2,b2 = (QV
a3,l3,b3

⊗ idU) ◦ γa4,l4,b4 . (2.84)

Furthermore, in Hilb this is equal to γa1+a2,l1+l2,b1+b2 .
Note that (2.83) implies that the action on V is determined by the action on U :

V
(a1, l1, b1)

ρVa,l,b =

V
(a3, l3, b3)

A

(a2, l2, b2)

B

. (2.85)

We similarly define dual pairs of left and right modules and we omit the details here.

Example 2.44. Let A ∈ S be a symmetric RFA, α ∈ AutRFrob(S)(A) and αAid be the
twisted transmissive bimodule from Example 2.39. Then (αAid, α−1Aid) is a dual pair of
bimodules with duality morphisms

βa,l,b = εa ◦ µb ◦ (idA⊗α) and γa,l,b = (α−1 ⊗ idA) ◦∆a ◦ ηb (2.86)

for a, l, b ∈ R>0. Note that these morphisms only depend on a+ b.

Remark 2.45. If (U, V ) is a dual pair of bimodules with duality morphisms γa,l,b and
βa,l,b, then (V, U) is also a dual pair of bimodules with duality morphisms σV,U ◦ γa,l,b and
βa,l,b ◦ σV,U .

Duals of bimodules over associative algebras are unique up to unique isomorphism.
In the following we will see that under some assumptions this will be true for duals of
bimodules over regularised algebras too. Let (U, V ) and (U,W ) be two dual pairs of
bimodules and define

U

V
(a2, l2, b2)

ϕa,l,b :=

(a1, l1, b1) W

U

W

ψa,l,b :=

V

,

(a2, l2, b2)

(a1, l1, b1)

, (2.87)
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which satisfy for a = a1 + a2, b = b1 + b2 and l = l1 + l2 that

ϕa1,l1,b1 ◦ ψa2,l2,b2 = QV
a,l,b and ψa1,l1,b1 ◦ ϕa2,l2,b2 = QW

a,l,b . (2.88)

Using separate continuity of the composition and (2.88) one can show the following (we
omit the details):

Lemma 2.46. If the limits

lim
a,l,b→0

ϕa,l,b and lim
a,l,b→0

ψa,l,b (2.89)

exist, then ϕ0,0,0 and ψ0,0,0 are mutually inverse bimodule isomorphisms between V and
W .

In general we do not know if V ∼= W , not even in Hilb.

Remark 2.47. A related concept of duals was introduced in [ABP] where duals are
parametrised by Hilbert-Schmidt maps. The authors introduced the notion of a nu-
clear ideal in a symmetric monoidal category, which in Hilb consists of Hilbert-Schmidt
maps HSO(H,K) for H,K ∈ Hilb [ABP, Thm. 5.9]. Part of the data is an isomorphism

θ : HSO(H,K)
∼=−→ B(C,H ⊗ K), where H now denotes the conjugate Hilbert space. For

f ∈ HSO(H,K) and g ∈ HSO(K,L) in a nuclear ideal the “compactness” relation holds:

(idL⊗θ(f †)†) ◦ (θ(g)⊗ idH) = g ◦ f . (2.90)

Our definition of duals fits into this framework as follows. Let A,B be a regularised
algebras and U an A-B-bimodule in Hilb with dual V . Then one can show that QU

a,l,b is
a trace class map, and hence Hilbert-Schmidt, cf. Lemma 2.13. Using the above notation
let H = K = L := U ,

f :=QU
a,l,b , g :=QU

a′,l′,b′ , βUa,l,b :=θ(f †)† γUa′,l′,b′ :=θ(g) . (2.91)

Then (2.90) is exactly one half of the duality relation (2.82) and (U,U) is a dual pair of
bimodules in the sense of Definition 2.43.

2.7 Tensor product of modules over regularised algebras

Let A ∈ S be a regularised algebra, M,N ∈ S right and left A-modules respectively and
U ∈ S an A-A-bimodule. Let ρRa,l := ρUa′,l,a ◦ (ηAa′′ ⊗ idU⊗A) and ρLa,l := ρUa,l,a′ ◦ (idA⊗U ⊗ηAa′′)
for a′ + a′′ = a.

Definition 2.48. The tensor product of M and N over A is an object M ⊗A N together
with a morphism πM⊗AN : M ⊗ N → M ⊗A N in S, which is a coequaliser of ρMa,l ⊗ QN

a,l

and QM
a,l ⊗ ρNa,l for every pair of parameters (a, l) ∈ R2

>0.
If S is symmetric with braiding σ, one similarly defines the cyclic tensor product

(π	AU : U →	A U) to be a coequaliser of ρLa,l and ρRa,l ◦ σA,U for every (a, l) ∈ R2
>0.
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Let A,B,C ∈ S be regularised algebras, V a B-A-module and W an A-C-module. Let
π : V ⊗W → V ⊗AW denote a coequaliser of the morphisms

V A W V A W

V W V W

(b2, l, a) (a2, l, c2) (b2, l, a2) (a, l, c2)

c1
b1

,
a1

b1
a1c1

ρLa,b,c,l := ρRa,b,c,l := , (2.92)

for every parameter a1, a2, b1, b2, c1, c2, l ∈ R>0 with a = a1 + a2, b = b1 + b2 and c = c1 + c2

(which of course may or may not exist). If the tensor product B ⊗ (−) ⊗ C preserves
coequalisers of families of morphisms, then the universal property of the coequaliser induces
a morphism ρ̄a,b,c,l : B ⊗ (V ⊗AW )⊗ C → V ⊗AW form the morphism

(a3, l, c)(b, l, a1)

π

V ⊗AW

B CV W
a4a2

, (2.93)

where a1 + a2 = a3 + a4. If the limit ρ̄b,l,c := lima→0 ρ̄a,b,c,l exists and is jointly continuous
in all three parameters, then it gives a B-C-bimodule structure on V ⊗AW .

Definition 2.49. The tensor product of V and W over A is the B-C-bimodule V ⊗A W
with the action ρ̄b,c,l together with the coequaliser π : V ⊗W → V ⊗AW .

The following proposition shows that in Vectfd the tensor product of modules over
regularised algebras reduces to tensor product over ordinary associative algebras. The
proof is straightforward and we omit it.

Proposition 2.50. Let A be a regularised algebra in Vectfd, M and N right and left A-
modules, respectively. Let D(M) = (M,HM) and D(N) = (N,HN) be the corresponding
underlying modules and module morphisms from Proposition 2.41. Then D(M ⊗A N) =
(M⊗AN,HM⊗AHN), where M⊗AN is the tensor product of the underlying modules over
the underlying algebra and HM ⊗A HN is the induced morphism on the tensor product.

For the rest of the section let S be symmetric monoidal and idempotent complete, and
A ∈ S a strongly separable regularised algebra with separability idempotents ea. We define
the following morphisms

W

W

(a3, l, c1)

c2

ea2

(b2, l, a1)

N

N

(a3, l)

,

b1

(a1, l)

M

M

V

V

(a1, l, a3)

ea2ea2

,DM,N
a,l := DU

a,l := DV,W
a,b,c,l :=

U

U

, (2.94)
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with
∑3

i=1 ai = a, b = b1 + b2, c = c1 + c2 and l1 + l2 = l. From a direct computation it
follows that

DM,N
a1,l1
◦DM,N

a2,l2
= DM,N

a1+a2,l1+l2
(2.95)

DU
a1,l1
◦DU

a2,l2
= DU

a1+a2,l1+l2
(2.96)

DV,W
a1,b1,c1,l1

◦DV,W
a2,b2,c2,l1

= DV,W
a1+a2,b1+b2,c1+c2,l1+l2

(2.97)

for every a1, a2, l1, l2, b1, b2 ∈ R>0. So if DM,N
0 := lima,l→0D

M,N
a,l exists, then it is an

idempotent. In this case we write

DM,N
0 =

[
M ⊗N π−→ im(DM,N

0 )
ι−→M ⊗N

]
idim(DM,N0 ) =

[
im(DM,N

0 )
ι−→M ⊗N π−→ im(DM,N

0 )
] (2.98)

for the projection π and embedding ι of its image im(DM,N
0 ). Similarly, ifDU

0 := lima,l→0D
U
a,l

(resp.DV,W
0 := lima,b,c,l→0D

V,W
a,b,c,l) exists, then it is also an idempotent and we similarly write

π, ι and im(DU
0 ) (resp. im(DV,W

0 )).
Let us assume that lima,b,c,l→0D

V,W
a,b,c,l exists and define

(a3, l, c)

ea2

(b, l, a1)

π

ι

im(DV,W
0 )

im(DV,W
0 )

ρ̃V,Wa,b,c,l :=

B C

(2.99)

for a1, a2, a3, b, c, l ∈ R>0 with a = a1 + a2 + a3.

Proposition 2.51.

1. If DM,N
0 exists then (π, im(D0)M,N) is the tensor product M ⊗A N .

2. If DU
0 exists then (π, im(DU

0 )) is the cyclic tensor product 	A U .

3. IfDV,W
0 and ρ̃b,l,c := lima→0 ρ̃

V,W
a,b,c,l exists for every b, c, l ∈ R>0 and is jointly continuous

in the parameters then (π, im(D0)V,W ) with action ρ̃b,l,c is the tensor product V ⊗AW .

Proof. We will only treat the third case, in the other two cases one proceeds analogously.
We show that (π, im(DV,W

0 )) is a coequaliser of the morphisms in (2.92). Let p := (a, b, c, l),
p′ := (a′, b′, c′, l′) and ϕ : V ⊗W → Y be such that

ϕ ◦ ρLp = ϕ ◦ ρRp . (2.100)
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Let ϕ̃ := ϕ ◦ ι. We need to show that ϕ = ϕ̃ ◦ π and that ϕ̃ is unique. Compose both sides
of (2.100) with

(a′1, l
′, c′1)

c′2
ea′2

(b′1, l
′, a′1)

b′2

a′2

V A W

V W

with a′1 + a′2 = a′, b′1 + b′2 = b′ and c′1 + c′2 = c′ to get

ϕ ◦DV,W
p+p′ = ϕ ◦

(
QV
p+p′ ⊗QW

p+p′

)
.

Now taking the limit p, p′ → 0 gives ϕ ◦DV,W
0 = ϕ, which we needed to show. Uniqueness

of ϕ̃ follows from π ◦ ι = idim(DV,W0 ).

It is easy to see that the morphism ρ̄a,b,c,l induced by (2.93) is the morphism in (2.99).

Corollary 2.52. Consider A as a bimodule over itself. If DA
0 exists then (ι :	A A → A)

is the centre of A.

Proof. Using the previous notation we show that ι :	A A → A satisfies the universal
property of the centre. So let ϕ : Y → A be such that

µa ◦ (idA⊗ϕ) = µa ◦ σ ◦ (idA⊗ϕ) . (2.101)

Set ϕ̃ := π◦ϕ. We need to show that ι◦ϕ̃ = ϕ. From (2.101) one obtains thatDa◦ϕ = Pa◦ϕ.
Then taking the limit a→ 0 gives D0◦ϕ = ϕ which is what we needed to show. Uniqueness
of ϕ̃ follows again from π ◦ ι = id	AA.

Example 2.53. Let A ∈ S be a strongly separable symmetric RFA, α, β ∈ AutRFrob(S)(A)

αAid, βAid be the twisted transmissive bimodules from Example 2.39. Let us assume that

lima→0D
αAid,βAid
a from (2.94), lima→0 µa and lima→0 ∆a exist. Then (αAid) ⊗A (βAid) =

α◦βAid and the projection π : αAid ⊗ βAid → α◦βAid is given by π = µ0 ◦ (β ⊗ idA).

Remark 2.54. For A strongly separable symmetric Frobenius, the tensor product over A
actually automatically satisfies a stronger coequaliser condition. Let us illustrate this in
the first case of Proposition 2.51: define La1,a2,l := ρMa1,l

⊗QM
a2,l

and Ra3,a4,l := QM
a3,l
⊗ ρNa4,l

for ai > 0. Then π : M ⊗ N → M ⊗A N is defined as the coequaliser of La,a,l and Ra,a,l,
but it is straightforward to verify that also π ◦La1,a2,l = π ◦Ra3,a4,l holds for all ai > 0 such
that a1 + a2 = a3 + a4.

Using Proposition 2.51 and the dual action in (2.85) one can show the following.
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Lemma 2.55. Let (V, V̄ ) be a dual pair of B-A-bimodules and (W, W̄ ) a dual pair of

A-C-bimodules. Let us assume that DV,W
0 and DW̄,V̄

0 exist and that lima→0 ρ̃
V,W
a,b,c,l and

lima→0 ρ̃
W̄,V̄
a,b,c,l exist and are jointly continuous in their parameters. Let for a, b, c, l ∈ R>0

β̃V,Wa,b,c,l :=

(b, l, a;V )

ι ι

V ⊗AW W̄ ⊗A V̄

(a, l, c;W )

γ̃V,Wa,b,c,l :=

(b, l, a;V )

π π

V ⊗AWW̄ ⊗A V̄

(a, l, c;W )

and . (2.102)

If lima→0 γ̃
V,W
a,b,c,l and lima→0 β̃

V,W
a,b,c,l exist for every b, c, l ∈ R>0 and are jointly continuous,

then (V ⊗AW, W̄ ⊗A V̄ ) is a dual pair of B-C-bimodules.

2.8 Tensor products in Hilb
We now consider the case S = Hilb. Note that in Hilb cokernels exist. If f : X → Y
is a morphism in Hilb then π : Y → Y/im(f) is a cokernel of f where π is the canonical
projection and im(f) is the closure of im(f).

After some preparatory lemmas we will discuss tensor products of modules over regu-
larised algebras.

Lemma 2.56. Tensoring with identity in Hilb preserves cokernels.

Proof. Let f : X → Y , πf = coker(f) : Y → Y/im(f), Z ∈ Hilb and πf⊗idZ := coker(f ⊗
idZ) : Y ⊗Z → Y ⊗Z/im(f ⊗ idZ). The claim of the lemma boils down to the observation
that im(f)⊗Z = im(f ⊗ idZ), which in turn follows since both sides are closed and contain
im(f)⊗ Z as a dense subset.

Lemma 2.57. LetA be a regularised algebra, and letM andN be right and leftA-modules
and U an A-A-bimodule. Let p, q ∈ (R>0)2 arbitrary and set ϕp := ρMp ⊗QN

p −QM
p ⊗ ρNp .

If QN
r and QM

r are epi for every r ∈ (R>0)2, then im(ϕp) = im(ϕq).

Proof. Let p := (p1, p2) and q := (q1, q2). It is enough to show that im(ϕp) = im(ϕq) in the
case when p1 > q1 and p2 > q2. Then we have that

ϕp = ϕq ◦
(
QM
p−q ⊗ idA⊗QN

p−q
)
, (2.103)

from which we directly get that im(ϕp) ⊂ im(ϕq).

Now we show that im(ϕq) ⊂ im(ϕp). We write R := QM
p−q ⊗ idA⊗QN

p−q and choose an
arbitrary y ∈ M ⊗ A ⊗ N . Let x = ϕq(y). By Lemma 2.12, R is epi, so we can choose a
sequence (zn)n∈N in M ⊗ A⊗N , for which limn→∞R(zn) = y. Applying ϕq to both sides

gives limn→∞ ϕp(zn) = x, and thus x ∈ im(ϕp).
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Proposition 2.58. Let A be a regularised algebra, and let M and N be right and left
A-modules and U an A-A-bimodule. If QM

l,b, Q
N
a,l and QU

a,l,b are epi for every a, l, b ∈ R>0

then the following tensor products exist:

M ⊗A N , 	A U . (2.104)

Proof. Let us use the notation of Lemma 2.57. Let π be the projection

M ⊗N →M ⊗N/im(ϕp) (2.105)

for some p ∈ (R>0)2, which is independent of p by Lemma 2.57. But this means exactly
that π is the cokernel of ϕp for every p ∈ (R>0)2, and is hence a tensor product M ⊗A N .

A similar argument shows that 	A U exists.

Lemma 2.59. If V ∈ Hilb is a left B-module and a right A-module such that the two
actions commute as in (2.75) then it is a B-A-bimodule via ρVa,l,b as in (2.75).

Proof. The algebraic conditions are clear, and it remains to show that the two sided action
ρVa,l,b is jointly continuous in all three parameters. Since the composition is separately
continuous and we have QV

a,l,b ◦ ρVa′,l′,b′ = ρVa+a′,l+l′,b+b′ , it is enough to show that QV
a,l,b is

jointly continuous in all 3 parameters. Let ρLa,l be the left action and ρRl,b be the right action.
Then we have QV

a,l,b = QL
a,l1
◦QR

l2,b
for any a, b, l, l1, l2 ∈ R>0 with l1 + l2 = l.

Let ε > 0 and v ∈ V . We show that QV
a,l,b is continuous at (a0, l0, b0) ∈ (R>0)3. Let us

fix 0 < l′0 < l0. For l > l′0 we have the estimate∥∥(QV
a,l,b −QV

a0,l0,b0
)v
∥∥ =

∥∥∥((QL
a,l−l′0

−QL
a0,l0−l′0

)QR
l′0,b0

+QL
a,l−l′0

(QR
l′0,b
−QR

l′0,b0
)
)
v
∥∥∥

≤
∥∥∥(QL

a,l−l′0
−QL

a0,l0−l′0
)QR

l′0,b0
v
∥∥∥+

∥∥∥QL
a,l−l′0

∥∥∥ · ∥∥∥(QR
l′0,b
−QR

l′0,b0
)v
∥∥∥ .

(2.106)

Using the joint continuity of QL
a,l at the point (a0, l0 − l′0) we can find δ1 > 0 such that for

every a, l ∈ R>0 with |a − a0| + |(l − l′0) − (l0 − l′0)| < δ1 the first term in the second line
of (2.106) is smaller than ε/2. For a, l ∈ R>0 with |a− a0|+ |l − l0| ≤ δ1 and l′0 ≤ l there

exists a K > 0 such that
∥∥∥QL

a,l−l′0

∥∥∥ < K since (a, l) →
∥∥QL

a,l

∥∥ is continuous. Finally since

QR
l′0,b

is continuous in b we can choose δ2 > 0 such that
∥∥∥(QR

l′0,b
−QR

l′0,b0
)v
∥∥∥ < ε/(2K) for

every b ∈ R>0 with |b − b0| < δ2. Altogether we have that
∥∥(QV

a,l,b −QV
a0,l0,b0

)v
∥∥ < ε for

every a, l, b ∈ R>0 with |a− a0|+ |l − l0|+ |b− b0| < min {δ1, δ2, l0 − l′0}.

Recall that the converse statement of Lemma 2.59 is not true. In Appendix A we give
an example of a bimodule in Hilb which is not a left module.

Proposition 2.60. Let A,B,C be regularised algebras in Hilb, V a B-A-bimodule, W an
A-C-bimodule, both coming from left/right modules as in Lemma 2.59. If QV

b,l,a and QW
a,l,c

are epi for every a, b, c, l ∈ R>0, then the tensor product of bimodules exists:

V ⊗AW . (2.107)
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Proof. By the assumption V is a right A-module and W is a left A-module. Since QV
b,l,a

and QW
a,l,c are epi, the Q’s for the corresponding right and left module structures on V and

W are epi as well. Let π : V ⊗W → V ⊗AW be the tensor product of these right and left
modules, which exists by Proposition 2.58. Since the left and right actions for V and W
commute as in (2.75), π is a coequaliser for (2.92).

By Lemma 2.56, tensoring with identity preserves cokernels, so the universal property
of the cokernel induces a morphism ρ̄a,b,c,l : B⊗(V ⊗AW )⊗C → V ⊗AW from (2.93). Since
V is a left B-module and W is a right C module, the morphism in (2.93) with parameter
a = 0 exists and induces the morphism ρ̄0,b,c,l, which is clearly the a→ 0 limit of ρ̄a,b,c,l and
which is clearly jointly continuous in its parameters. So altogether we have shown that
V ⊗AW as the tensor product of bimodules exists.

For the rest of this section we restrict our attention to tensor products over strongly
separable regularised algebras.

Lemma 2.61. Let A,M,N,U be as in Lemma 2.57 and suppose that A is strongly sepa-
rable. If QM

a,l, Q
N
a,l and QU

a,l are epi for every a, l, b ∈ R>0, then the following limits of the
maps in (2.94) exist:

lim
a,l→0

DM,N
a,l , lim

a,l→0
DU
a,l . (2.108)

The above idempotents are projectors onto the respective tensor products.

Proof. We will only show that the first limit exists, the second can be shown similarly.
Abbreviate p = (a, l) and Dp = DM,N

a,l . Recall the morphism ϕp from Lemma 2.57. Let us

identify M⊗N/im(ϕp) with the orthogonal complement of im(ϕp) in M⊗N and let D0 be
the projection onto this closed subspace. Since on this subspace the left and right actions
are identified, one has that Dp = D0 ◦

(
QM
p1
⊗QN

p2

)
, for appropriate p, p1, p2 ∈ (R>0)2, so

limp→0Dp = D0. By Proposition 2.58 we know that the image of D0 is the tensor product
M ⊗A N .

Proposition 2.62. Let A be a strongly separable algebra and let V be a B-A-bimodule
and W an A-C-bimodule, such that QV

b,l,a and QW
a,l,c are epi for every a, b, c, l ∈ R>0.

1. If the limit lima→0 ρ̃a,b,c,l of the morphism in (2.99) exists, then the tensor product

V ⊗AW (2.109)

exists and is a B-C-bimodule via ρ̃V,W0,b,c,l as in Proposition 2.51.

2. If V and W are transmissive then V ⊗AW exists and is transmissive as well.

Proof. Similarly as in Lemma 2.61, for V and W we again have that V ⊗A W exists as
a cokernel. What is left to be shown is that we get an induced action on V ⊗A W . By
Lemma 2.56, tensoring with identity preserves cokernels, so we get an induced morphism
from (2.93), which coincides with the morphism in (2.99). By our assumptions the a→ 0
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limit of this morphism exists. It can be shown by iterating Lemma 2.15 that the action on
V ⊗AW is jointly continuous in the parameters, so V ⊗AW is a bimodule.

If the bimodules were transmissive then the morphism ρ̃V,Wa,b,c,l from (2.99) depends only
on a + b + c and not on the differences of these parameters. In particular its a → 0 limit
and hence the tensor product V ⊗AW exists and the tensor product is transmissive.

We have seen two different conditions for the existence of tensor product of bimodules.
In the state sum construction we will use both and our main examples will satisfy both
of these conditions, too. Note that the existence of tensor product does not automatically
mean that it closes on bimodules with duals. For the natural candidate for the dual of
V ⊗AW to exist one would need to establish the existence of the limits in (2.102).

3 Area-dependent QFTs with and without defects as

functors

In this section we define the symmetric monoidal categories of two-dimensional bordisms
with area, with and without defects. Using these, area-dependent QFTs are defined as
symmetric monoidal functors from such bordisms to a suitable target category S. In
the case without defects we classify such functors in terms of commutative regularised
Frobenius algebras in S, mirroring the result for two-dimensional topological field theories.

Below, by manifold we will always mean an oriented smooth manifold.

3.1 Bordisms with area and aQFTs

We first recall the definition of the category of 2-dimensional oriented bordisms, and then
extend this definition to include an assignment of an area to each connected component of
a bordism. Using these notions we define area-dependent QFT as a symmetric monoidal
functor with depends continuously on the area.

Let S be a compact closed 1-manifold. A collar of S is an open neighbourhood of S in
S × R. An ingoing (outgoing) collar of S is the intersection of S × [0,+∞) (respectively
S× (−∞, 0]) with a collar of S. Let Srev denote S with the reversed orientation. A surface
is a compact 2-dimensional manifold. A boundary parametrisation of a surface Σ is:

1. A pair of compact closed 1-manifolds S and T .

2. A choice of an ingoing collar U of S and an outgoing collar V of T .

3. A pair of orientation preserving smooth embeddings

φin : U ↪→ Σ←↩ V : φout , (3.1)

such that φin t φout maps (S × {0})rev t (T × {0}) diffeomorphically to ∂Σ.
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For two compact closed 1-manifolds S, T , a bordism Σ : S → T is a surface Σ together with
a boundary parametrisation. The in-out cylinder over S is the bordism S × [0, 1] : S → S.

Let Σ : S → T be a bordism as in (3.1) and let Σ′ : S → T with

ψin : X ↪→ Σ′ ←↩ Y : ψout (3.2)

be another bordism. The two bordisms Σ,Σ′ : S → T are equivalent if there exist an
orientation preserving diffeomorphism f : Σ→ Σ′, as well as ingoing and outgoing collars
C and D of S and T contained in the collars U , X and V , Y , respectively, such that the
diagram

U Σ V

C D

X Σ′ Y

ϕin

f

ϕout

ψin ϕout

(3.3)

commutes.
Given two bordisms Σ : S → T and Ξ : T → W , we define Ξ ◦ Σ : S → W to be

the surface glued using the boundary parametrisations φΣ
out and φΞ

in and with φΣ
in and φΞ

out

parametrising the remaining boundary. The composition [Ξ] ◦ [Σ] := [Ξ ◦ Σ] : S → W is
well defined, that is, it is independent of the choice of representatives Ξ, Σ of the classes
to be glued.

The category of bordisms Bord2 has compact closed 1-manifolds as objects and equiv-
alence classes of bordisms as morphisms.

The category Bord2 becomes a †-category as follows. Let the functor (−)† : Bord2 →
Bord2 be identity on objects. Let S ∈ Bord2 and let us define the inversions

ιS : S × R→ S × R
(s, t) 7→ (s,−t) .

(3.4)

Let Σ : S → T be a bordism with boundary parametrisation maps as in (3.1). We define
(Σ)† : T → S to be the bordism

φ′in := φout ◦ ιT : ι(V ) ↪→ Σrev ←↩ ι(U) : φ′out := φin ◦ ιU , (3.5)

with reversed orientation and new boundary parametrisation maps φ′in and φ′out.

After this quick review we can introduce the bordism category we are interested in:

Definition 3.1. A bordism with area (Σ,A : π0(Σ)→ R≥0) : S → T consists of a bordism
Σ : S → T and an area map A, which is only allowed to take value 0 on connected
components equivalent to in-out cylinders. The value A(c) for c ∈ π0(Σ) is called the area
of the component c.
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Two bordisms with area (Σ,A), (Σ′,A′) : S → T are equivalent if the underlying
bordisms are equivalent with diffeomorphism f : Σ → Σ′ and if the following diagram
commutes:

π0(Σ)

R≥0 ,

π0(Σ′)

f∗

A

A′

(3.6)

where f∗ : π0(Σ)→ π0(Σ′) is the map induced by f .

Remark 3.2. Allowing zero area for connected components which are equivalent to in-out
cylinders will ensure that the category of bordisms with area defined below has identities.
Allowing zero area for all surfaces, in particular for “in-in” and “out-out” cylinders, would
make state spaces of corresponding area-dependent quantum field theories finite dimen-
sional, see Remark 3.11 below. Requiring all surface components to have strictly positive
area and adding identities to the category by hand would – at least in the example that
the area-dependent theory takes values in Hilb and under some natural assumptions – not
give a richer theory. Hence we opted for the definition above.

Given two bordisms with area (Σ,AΣ) : X → Y and (Ξ,AΞ) : Y → Z, the glued
bordism with area (Ξ ◦ Σ,AΞ◦Σ) : X → Z is the glued bordism together with the new
area map AΞ◦Σ defined by assigning to each new connected component the sum of areas
of the connected components which were glued together to build up the new connected
component.

Let [(Ξ,AΞ)] : T → W and [(Σ,AΣ)] : S → T be equivalence classes of bordisms with
area. The composition [(Ξ,AΞ)]◦[(Σ,AΣ)] := [(Ξ◦Σ,AΞ◦Σ)] : S → W is again independent
of the choice of representatives (Ξ,AΞ), (Σ,AΣ) of the classes to be glued. In the following
we will by abuse of notation write the same symbol (Σ,A) for a bordism with area (Σ,A)
and its equivalence class [(Σ,A)].

Definition 3.3. The category of bordisms with area Bord area2 has the same objects as
Bord2 and equivalence classes of bordisms with area as morphisms.

Both Bord2 and Bord area2 are symmetric monoidal categories with tensor product on
objects and morphisms given by disjoint union. The identities and the symmetric structure
are given by equivalence classes of in-out cylinders (with zero area). There is a forgetful
functor

F : Bord area2 → Bord2 , (3.7)

which forgets the area map.
Next we introduce the following topology on hom-sets of Bord area2 . Fix a bordism

Σ : S → T in Bord2. Define the subset UΣ ⊂ Bord area2 (S, T ) as

UΣ := F−1(Σ) =
{

(Σ,A)
∣∣A : π0(Σ)→ R≥0

} ∼= (R>0)Nn × (R≥0)Nc , (3.8)
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where Nc is the number of connected components of Σ equivalent to a cylinder over a
connected 1-manifold and Nn = |π0(Σ)| − Nc. The topology on UΣ is that of (R>0)Nn ×
(R≥0)Nc . We define the topology on Bord area2 (S, T ) to be the disjoint union topology of
the sets UΣ. One can quickly convince oneself of the following fact:

Lemma 3.4. The composition and the tensor product of Bord area2 are jointly continuous.

After these preparations we can finally define:

Definition 3.5. Let S be a symmetric monoidal category whose hom-sets are topological
spaces and whose composition is separately continuous. An area-dependent quantum field
theory with values in S or aQFT in short is a symmetric monoidal functor Z : Bord area2 →
S, such that for every S, T ∈ Bord area2 the map

ZS,T : Bord area2 (S, T )→ S(Z(S),Z(T )) (3.9)

(Σ,A) 7→ Z(Σ,A)

is continuous.

The continuity requirement can equivalently be stated as follows. For every bordism
Σ : S → T in Bord2, the map

UΣ
∼= (R>0)Nn × (R≥0)Nc → S(Z(S),Z(T )) (3.10)

(A(x))x∈π0(Σ) 7→ Z(Σ,A)

is continuous.
The following lemma shows that it is enough to require this continuity condition to

hold for cylinders with area. The proof is similar to the proof of Part 4 of Lemma 2.2 and
we omit it.

Lemma 3.6. Let Z : Bord area2 → S be a symmetric monoidal functor and for every
S ∈ Bord area2 let (S × [0, 1],A) denote a cylinder with area. If for every S ∈ Bord area2 the
assignment

(R≥0)|π0(S)| → S(Z(S),Z(S))

(A(x))x∈π0(S) 7→ Z(S × [0, 1],A),
(3.11)

is continuous, then Z is an aQFT.

aQFTs together with natural transformations form a category aQFT(S). Assume that
for Z1,Z2 ∈ aQFT(S) and all S, T ∈ Bord area2 the map

(Z1 ⊗Z2)S,T : Bord area2 (S, T )→ S(Z1(S)⊗Z2(S),Z1(T )⊗Z2(T )) (3.12)

(Σ,A) 7→ Z1(Σ,A)⊗Z2(Σ,A)

is continuous. Then (3.12) defines an aQFT which we denote with Z1⊗Z2. If the continuity
condition (3.12) holds for every Z1,Z2 ∈ aQFT(S) then aQFT(S) becomes a symmetric
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monoidal category. For example, combining Lemma 2.15 and Lemma 3.6 we see that
aQFT(Hilb) is symmetric monoidal.

The category Bord area2 becomes a †-category via the functor which is the same as (3.5)
on the bordisms and which does not change the area maps. Following the terminology of
[Tur, Sec. 5.2] we define:

Definition 3.7. Let us assume that S is a †-category. We call an aQFT Z : Bord area2 → S
Hermitian, if the diagram

Bord area2 S

Bord area2 S

(−)†

Z

(−)†

Z

(3.13)

commutes.

3.2 Equivalence of aQFTs and commutative RFAs

Let S2
n,m : (S1)tm → (S1)tn denote the (n + m)-holed sphere with m ingoing and n out-

going boundary components and let (S2
n,m, a) : (S1)tm → (S1)tn denote the corresponding

bordism with area a. Let us consider the following family of bordisms:

η̄a := (S2
1,0, a) , ε̄a := (S2

0,1, a) , µ̄a := (S2
1,2, a) , ∆̄a := (S2

2,1, a) , (3.14)

for a ∈ R>0. In addition, it is useful to set

P̄a :=
(
S2

1,1, a
)
. (3.15)

Lemma 3.8. The morphisms in (3.14) endow S1 ∈ Bord area2 with the structure of a
commutative regularised Frobenius algebra in Bord area2 .

Proof. Checking the algebraic relations (2.2), (2.3), (2.12), (2.13) and (2.16) of an RFA
and commutativity is analogous to the case of ordinary Frobenius algebras, see e.g. [Koc,
Sec. 3.1]. The morphism Pa from Part 2 in Definition 2.1 is now given by P̄a in (3.15).

The limit lima→0 P̄a = idS1 is immediate as the identities in Bord area2 are cylinders with
0 area. The continuity condition in (2.4) follows equally directly from the definition of the
topology on hom-sets in Bord area2 .

From the above lemma it is maybe not surprising that aQFTs with values in S are in
one-to-one correspondence with commutative RFAs in S, in complete analogy to topolog-
ical field theory. To give the precise statement and the equivalence functors, we need to
introduce some notation.

Let A ∈ S be a commutative RFA. Let a ∈ R>0, µ
(0)
a := ηa, µ

(1)
a := Pa, µ

(2)
a := µa and

for n ≥ 3

µ(n)
a := µ

(n−1)
a/2 ◦ (idA⊗(n−2) ⊗µa/2) . (3.16)
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Let ∆
(0)
a := εa, ∆

(1)
a := Pa, ∆

(2)
a := ∆a and for n ≥ 3

∆(n)
a := (idA⊗(n−2) ⊗∆a/2) ◦∆

(n−1)
a/2 . (3.17)

We will use the same notation for the structure maps (3.14) of the commutative RFA
S1 ∈ Bord area2 .

For an object S ∈ Bord area2 let

ZA(S) :=
⊗

x∈π0(S)

A(x), (3.18)

where for every x ∈ π0(S) A(x) = A and the superscript keeps track of tensor factors.
Let S, T ∈ Bord area2 , (Σg,b, a) ∈ Bord area2 (S, T ) a connected bordism with area a whose

underlying surface is of genus g and has b = |π0(S)|+ |π0(T )| many boundary components.
We say that (Σg,b, a) is of normal form, if

(Σg,b, a) =

[
S

ψS−→ (S1)t|π0(S)| µ̄
(|π0(S)|)
a1−−−−−→ S1

(∆̄a2/(2g)
◦µ̄a2/(2g)

)g

−−−−−−−−−−−−→ S1 ∆̄
(|π0(T )|)
a3−−−−−→ (S1)t|π0(T )| ψT−→ T

]
(3.19)

for some a1, a2, a3 ∈ R>0 such that a1 + a2 + a3 = a and orientation preserving diffeo-
morphisms ψS and ψT . Every connected bordism with area is equivalent to a bordism
with area of normal form with the same area. By forgetting about the area, this is the
normal form for ordinary bordisms, see e.g. [Koc, Sec. 1.4.16]. Let us pick a representative
of (Σg,b, a) which is of normal form and let

ZA(Σg,b, a) :=

[
ZA(S)

ΨS−→ A⊗|π0(S)| µ
(|π0(S)|)
a1−−−−−→ A

(∆a2/(2g)
◦µa2/(2g)

)g

−−−−−−−−−−−−→ A
∆

(|π0(T )|)
a3−−−−−→ A⊗|π0(T )| ΨT−−→ ZA(T )

]
,

(3.20)

where ΨS and ΨT denote the permutation of tensor factors induced by the bijections ψS
and ψT respectively. For g = 0 the morphisms in the middle of the compositions in (3.19)
and (3.20) are idS1 and idA respectively. For a bordism with area (Σ,A), where Σ is not
necessarily connected we define

ZA(Σ,A) := ⊗c∈π0(Σ)ZA(c,A(c)) . (3.21)

Lemma 3.9.

1. Let Z ∈ aQFT(S) Then Z(S1), with structure maps given by the images of the
bordisms (3.14) under Z, is a commutative RFA.

2. Let A ∈ S be a commutative RFA. Then the assignments in (3.18) and (3.21) define
an aQFT ZA.
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Proof.
Part 1 follows directly from Lemma 3.8 and the continuity condition for Z.

Part 2: Proving that ZA is a symmetric monoidal functor is similar to the case of topological
field theories Bord2 → S [Abr, Thm. 3], and we omit it. The continuity condition (3.9)
amounts to Lemma 2.2 Part 4.

Now consider the functor

G : aQFT(S)→ cRFrob (S)

T 7→ T (S1),(
T

θ−→ T ′
)
7→
(
T (S1)

θT (S1)−−−→ T ′(S1)

)
.

(3.22)

Theorem 3.10. The functor G defined in (3.22) is an equivalence of categories.

Proof. Let the inverse functor H be given by the assignments in Lemma 3.9 Part 2. Then
it is easy to see that G ◦H ∼= idcRFrob(S). The rest of the proof is very similar to the proof
of [Abr, Thm. 3], on the equivalence between 2-dimensional topological field theories and
commutative Frobenius algebras, and we omit it.

Remark 3.11. If all zero area limits of Z ∈ aQFT(Hilb) exist, then the RFA Z(S1) is
finite dimensional. This follows from Theorem 3.10 and Proposition 2.17.

Proposition 3.12. Assume that S is a symmetric monoidal category and that the condi-
tions of Proposition 2.22 hold for every pair A1, A2 ∈ cRFrob (S). Then

1. the categories cRFrob (S) and aQFT(S) are symmetric monoidal,

2. the functor G in (3.22) is an equivalence of symmetric monoidal categories.

Proof. As we already discussed after Proposition 2.22, cRFrob (S) is a symmetric monoidal
category. The equivalence from Theorem 3.10 shows that the tensor product of aQFTs in
(3.12) equally satisfies the continuity condition. Hence aQFT(S) is monoidal (and clearly
symmetric). It is easy to see that the equivalence G is symmetric monoidal.

Combining the above proposition with Proposition 2.23, we get:

Corollary 3.13. The categories aQFT
(
Vectfd

)
and aQFT(Hilb) are symmetric monoidal.

Corollary 3.14. The restriction of the functor G in (3.22) to the category of Hermitian
aQFTs with values in S gives an equivalence to the category of †-RFAs in S.

Corollary 2.31 together with Corollary 3.14 shows that a Hermitian aQFT in Hilb is
determined by a countable family of numbers {εi, σi}i∈I satisfying convergence conditions
given in Corollary 2.31.
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1
2

c

rc

lc
d1(c)

s(d1(c)) = d2(rc)

t(d1(c)) = d2(lc)

Σ

(p,+)

d1(p)

t(d1(p)) = d2(lp) s(d1(p)) = d2(rp)
a) b)

rplp

(p,−)

d1(p)

s(d1(p)) = d2(rp) t(d1(p)) = d2(lp)

lprp

Figure 3: A neighbourhood of the submanifold X[k−1] in a k-manifold with defects.
a) case k = 1: The arrows show the orientation of the 1-manifold S, (p,+) denotes a positively
oriented point p ∈ S[0] and (p,−) denotes a negatively oriented point. These orientations allow
us to define a left and right side lp, rp ∈ π0(S[1]) of p. We require for (p,+) that t(d1(p)) = d2(lp)
and that s(d1(p)) = d2(rp) and for (p,−) that the s and t are exchanged: s(d1(p)) = d2(lp) and
t(d1(p)) = d2(rp).
b) case k = 2: The arrows marked with 1 and 2 show the orientation of the surface Σ, the arrow on
the line shows the orientation of c ∈ π0(Σ[1]). The orientations of Σ[1] and Σ[2] allow us to define
left and right side lc, rc ∈ π0(Σ[2]) of c. We require that for a defect line d1(c) the phase label on
its right side is s(d1(c)) = d2(rc) and that the phase label on its left side is t(d1(c)) = d2(lc).

3.3 Bordisms and aQFTs with defects

We start by recalling some notions from field theories with defects [DKR, Car, CRS]. Let
D1 and D2 denote sets, which we call labels for defect lines and phases, and s, t : D1 → D2

maps of sets which we call source and target respectively. These maps describe the possible
geometric configurations of defect lines and surface components, which we will explain in
the following in more detail. We refer to this set of data as a set of defect conditions and
write D := (D1, D2, s, t).

Using a fixed set of defect conditions D we introduce some notions. Let k ∈ {1, 2}. A
k-manifold with defects is a compact k-manifold X, together with (see Figure 3)

1. a finite decomposition into (k−1)- and k-dimensional submanifolds X = X[k−1]∪X[k]

and

2. maps dl : π0(X[k+l−2])→ Dl for l = 1, 2,

such that the following hold.

• X[k−1] ∩X[k] = ∅,

• X[k−1] is an embedded oriented (k−1)-dimensional submanifold, which is either closed
or ∂X[k−1] ⊂ ∂X

• X[k] is a k-dimensional submanifold with orientation induced from X and
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(p3,+) (p1,+)

(p2,−)

w3
w2

w1

u3

u2

u1

Figure 4: A collar C = C[1] ∪ C[2] of S. The dotted circle in the middle shows S × {0} with its
orientation, the dots with labels (pi,±) for i = 1, . . . , 3 show S[1] with orientations, the straight
lines with the arrows show the submanifold C[1] with its orientation. In the current figure both
C[1] and C[2] have 3 connected components, the labels wi and ui for i = 1, . . . , 3 show the values
of d1 and d2 respectively.

• d1 and d2 are compatible with the maps s and t as shown in Figure 3.

We call a closed 1-manifold with defects a defect object and a 2-manifold with defects a
surface with defects. In particular, for a defect object S the set S[0] is a finite set of distinct
oriented points. For a surface with defects Σ, every connected component of Σ[1] is the
image of a smooth embedding [−1, 1]→ Σ or S1 → Σ.

A morphism of surfaces with defects f : Σ → Σ′ is an orientation preserving smooth
map of surfaces such that the restrictions f |Σ[k]

map the submanifolds Σ[k] onto Σ′[k], they
are diffeomorphisms onto their image, and they make the diagrams

π0(Σ[k]) π0(Σ′[k])

Dk

dk

f∗

d′k

(3.23)

commute for k = 1, 2.
Let S be a defect object. A collar of S is a surface with defects C = C[1] ∪ C[2] such

that

• C is an open neighbourhood of S × {0} in S × R and

• C[1] is the intersection of S[1]×R with C with orientation induced from the orientation
of S[1] as shown in Figure 4,

• dk(c) = dk (c ∩ (S × {0})) for c ∈ π0(C[k]) and k = 1, 2.
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An example of a collar is shown in Figure 4. An ingoing (outgoing) collar with defects
is the intersection of a collar with defects and S × [0,+∞) (respectively S × (−∞, 0]).

A boundary parametrisation of a surface with defects Σ consists of the following:

1. A pair of defect objects S and T .

2. An ingoing collar U of S and an outgoing collar V of T .

3. A pair of morphisms of surfaces with defects

φin : U ↪→ Σ←↩ V : φout , (3.24)

We require that φin t φout maps (S × {0})rev t T × {0} diffeomorphically onto ∂Σ.

A bordism with defects Σ : S → T is a surface Σ together with a boundary parametri-
sation. The in-out cylinder over S is the bordism with defects S× [0, 1] : S → S. We define
the equivalence of bordisms with defects similarly as in Section 3.1, now using diffeomor-
phisms of surfaces with defects that are compatible with the boundary parametrisation
on common collars of defect objects. Given two bordisms with defects Σ : S → T and
Ξ : T → W , we can glue them along the boundary parametrisations to obtain a bordism
with defects Ξ◦Σ : S → W . This glueing procedure is compatible with the above notion of
equivalence. The category of bordisms with defects Bord def2,D has defect objects as objects
and equivalence classes of bordisms with defects as morphisms.

After this preparation we turn to bordisms with area and defects.

Definition 3.15. A bordism with area and defects (Σ,A,L) : S → T consists of a bordism
with defects Σ : S → T , an area map A : π0(Σ[2])→ R≥0 and a length map L : π0(Σ[1])→
R≥0, which are only allowed to take value 0 on connected components of Σ equivalent to
in-out cylinders with defects. The value A(c) for c ∈ π0(Σ[2]) is called the area of the
component c and the value of L(x) for x ∈ π0(Σ[1]) is called the length of the defect line x.

Two bordisms with area and defects (Σ,A,L), (Σ′,A′,L′) : S → T are equivalent if the
underlying bordisms with defects are equivalent with diffeomorphism f : Σ → Σ′ and if
the following diagrams commute:

π0(Σ[2])

R≥0

π0(Σ′[2])

f∗

A

A′

and

π0(Σ[1])

R≥0 .

π0(Σ′[1])

f∗

L

L′

(3.25)

Given two bordisms with area and defects (Σ,AΣ,LΣ) : X → Y and (Ξ,AΞ,LΞ) :
Y → Z, the glued bordism with area and defects (Ξ ◦ Σ,AΞ◦Σ,LΞ◦Σ) : X → Z is the the
glued bordism with defects together with the new area map AΞ◦Σ defined by assigning to
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Figure 5: Collars on the opposite sides of S1 × {0}.

each new connected component of (Ξ ◦ Σ)[2] the sum of areas of the connected components
which were glued together to build up the new connected component and with a similarly
defined new length map LΞ◦Σ. As before, this glueing procedure is compatible with the
above notion of equivalence.

Definition 3.16. The category of bordisms with area and defects Bord area,def2,D has the

same objects as Bord def2,D and equivalence classes of bordisms with area and defects as
morphisms.

Both Bord def2,D and Bord area,def2,D are symmetric monoidal categories with tensor product
on objects and morphisms given by disjoint union. The identities and the symmetric
structure are given by equivalence classes of in-out cylinders (with zero area and length).

We introduce a similar topology on hom-sets of Bord area,def2,D as for Bord area2 only that
we now need to take into account the topology related to the lengths.

Definition 3.17. Let S be a symmetric monoidal category whose hom-sets are topological
spaces and composition is separately continuous. A defect area-dependent quantum field
theory with values in S (or defect aQFT for short) is a symmetric monoidal functor Z :
Bord area,def2,D → S, such that for every S, T ∈ Bord area,def2,D the map

ZS,T : Bord area,def2,D (S, T )→ S(Z(S),Z(T )) (3.26)

(Σ,A,L) 7→ Z(Σ,A,L)

is continuous.

Remark 3.18. Checking the continuity condition in (3.26) can be done by checking only
for cylinders, similarly as in Lemma 3.6 for aQFTs without defects. To see this, one needs
to cut surfaces with defects along circles which intersect with every defect line.

We turn the categories Bord def2,D andBord area,def2,D into †-categories in a similar way as
Bord2 and Bord area2 in Section 3.1. That is, if M : S → T is a bordism with area
and defects, then M † : T → S is a bordism with area and defects with (M †)[k] = M[k]

for k = 1, 2 with opposite orientation and with the same area maps and same defect
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labels. The boundary parametrisation is changed in the following way. The new collars are
obtained from the old collars by extending the old ones and restricting them to the other
side of S1×{0} as illustrated in Figure 5. The boundary parametrisation maps are the old
ones composed with the maps ιS and ιT from (3.4). We stress that in the definition of the
dagger structure on Bord area,def2,D we have not included an involution on the set of defect
labels D. This is important since we want the dagger to act as identity on objects. With
these conventions it makes sense to consider M † ◦M : T → T , which is relevant when
considering reflection positivity, see e.g. [GJ, Ch. 6]. For a cylinder C = S × [0, 1] we have
that C† = C.

Let us assume that S is a dagger category. We call a defect aQFT Z : Bord area,def2,D → S
Hermitian if it is compatible with the dagger structures.

In Section 4.5 we give state-sum construction of defect aQFTs, and in Section 5.3 we
discuss our main example, 2d YM theory with Wilson lines.

4 State-sum construction of aQFTs with defects

The state-sum constructions of two-dimensional TFTs (see [BP, FHK] and e.g. [LP, DKR])
has a straightforward generalisation to aQFTs which we investigate in this section. We
start by giving the conditions on weights for plaquettes, edges and vertices in order to
obtain state-sum aQFT without defects, and we explain the relation of these weights to
RFAs, as well as the connection to the classification of aQFTs in terms of commutative
RFAs assigned to S1 (Sections 4.1–4.3). Then we extend this state-sum construction to
aQFTs with defects and show that the weights for plaquettes traversed by defect lines are
given by bimodules. We define the fusion of defect lines and show that it matches the
tensor product of bimodules (Sections 4.4–4.7).

4.1 PLCW decompositions with area

In Section 4.2 we will use PLCW decompositions [Kir] to build aQFTs. For a compact
surface Σ this consists of three sets Σ0, Σ1 and Σ2 whose elements are subsets of Σ. Their
elements are called vertices, edges and faces. Faces are embeddings of polygons with n ≥ 1
edges, edges are embeddings of intervals and vertices are just points in Σ. Faces are glued
along edges so that vertices are glued to vertices. For example a PLCW decomposition of
a cylinder S1 × [0, 1] could consist of a rectangle with two opposite edges glued together.
From this one can obtain a PLCW decomposition of a torus S1 × S1 by glueing together
the other two opposite edges. For more details on PLCW decomposition we refer to [Kir]
and for a short summary to [RS, Sec. 2.2].

We are going to need PLCW decompositions of surfaces with area, which we define now.
Let (Σ,A) be a surface with strictly positive area for each connected component and let
Σ0, Σ1, Σ2 be a PLCW decomposition of Σ. Let Ak : Σk → R>0 be maps for k ∈ {0, 1, 2},
which assign to vertices, edges and faces an area, such that for every connected component
x ∈ π0(Σ) the sum of the areas of vertices, edges and faces of x is equal to its area A(x).
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a) b)

v v′ v v′

e

e′
e

f

w w

w′ w′

w′′

f ′f ′
f ′

f

f

f ′′

Figure 6: Elementary moves of between PLCW decompositions with area. Figure a) shows
edges e, e′ and between faces f and f ′. (The two faces are allowed to be the same.) When we
remove the vertex w′′ and the edge e′, the new area maps should be such that the area of the
connected component of the surface does not change. In Figure b), shows an edge e between two
faces f and f ′. When we remove the edge e and merge the faces f and f ′ to f ′′, the new area
maps should be such that the area of the connected component of the surface does not change.

A PLCW decomposition of a surface with area (Σ,A) consists of a choice of Σk and Ak
for k ∈ {0, 1, 2}.

Definition 4.1. An elementary move on a PLCW decomposition of a surface is either

• removing or adding a bivalent vertex as shown in Figure 6 a), or

• removing or adding an edge as shown in Figure 6 b).

By [Kir, Thm. 7.4], any two PLCW decompositions can be related by these elementary
moves. The elementary moves in Figure 6 map PLCW decompositions with area to PLCW
decompositions with area.

4.2 State-sum construction without defects

Let us fix a symmetric monoidal idempotent complete category S with symmetric struc-
ture σ which has topological spaces as hom-sets and separately continuous composition of
morphisms.

Let A ∈ S be an object and consider the following families of morphisms

ζa ∈ S(A,A) , βa ∈ S(A⊗2, I) and W n
a ∈ S(I, A⊗n) (4.1)

for a ∈ R>0 and n ∈ Z≥1. We call βa the contraction and W n
a the plaquette weights. We

will use the following graphical notation for these morphisms:

ζa = a

a

βa =

a;n

. . .W n
a =

A A A

A A A A

(4.2)
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We introduce the morphisms Pa, Da : A→ A in order to be able to state the conditions
these morphisms need to satisfy:

Pa1+a2 :=

a1

a2; 2

and Da0+a1+a2+a3 :=

a0; 4

a1

a2a3

, (4.3)

for every a0, a1, a2, a3 ∈ R>0.
Consider the following conditions on the morphisms in (4.1): for every a, a0, a1, a2, a3 ∈

R>0, and for every n ∈ Z≥1,

1. Cyclic symmetry:

a;n

. . .

a;n

=
. . .

. . . and =

a a

. (4.4)

2. Glueing plaquette weights:

a0

a2;ma1;n

. . . . . .

a0 + a1 + a2;n+m− 2

. . .=
. (4.5)

3. Removing a bubble:

a1 + a2 + a3;n

. . .=

a3;n+ 2

. . .
a1

a2

. (4.6)

4. “Moving ζa around”:

a1 + a2 − a3;n

. . .=

a2;n

. . .
a1 a3

a1 + a2 − a3

=

a2

a1
a3

and
. (4.7)

5. lima→0 Pa = idA and the assignments

(R≥0)n → S(A⊗n, A⊗n)

(a1, . . . , an) 7→ Pa1 ⊗ · · · ⊗ Pan
(4.8)

are jointly continuous for every n ≥ 1.
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6. The limit lima→0Da exists.

Definition 4.2. We call the family of morphisms in (4.1) satisfying the above conditions
state-sum data and denote it with

A = (A, ζa, βa,W
n
a ) . (4.9)

Lemma 4.3. Let A = (A, ζa, βa,W
n
a ) denote state-sum data. Then the assignments a 7→

ζa, a 7→ βa and a 7→ W n
a are continuous for every n ≥ 1.

Proof. We only sketch that a 7→ W n
a and a 7→ ζa are continuous. By using Condition 2 we

have that

ε1

ε2, 2a− ε;n

. . .

a;n

. . .
=

a− ε;n

. . .
=

Pε
, (4.10)

for every a ≥ ε ∈ R>0 with ε = ε1 + ε2. So by separate continuity of the composition and
Condition 5, the assignment a 7→ W n

a is continuous. To see continuity of ζa we first use
Conditions 2 and 4 and we get that

ζa ◦ Pb+c = ζa+b ◦ Pc (4.11)

for every a, b, c ∈ R>0. Condition 5 now allows us to take the limit c→ 0, and continuity
again follows from that of Pb+c.

Let us fix state-sum data A using the notation of (4.9). In the rest of this section we
define a symmetric monoidal functor ZA : Bord area2 → S using this data.

The next lemma is best proved after having established the relation between state-sum
data and RFAs in Lemma 4.7 below, when it becomes a direct consequence of Lemma 4.10
and we omit the proof.

Lemma 4.4. We have that

Da ◦Db = Da+b (4.12)

for every a, b ∈ R≥0. In particular, the morphism D0 := lima→0Da ∈ S(A,A) is idempo-
tent.

Recall that we assumed that S is idempotent complete, so the idempotent D0 splits:
let Z(A) ∈ S denote its image and let us write

D0 =
[
A

πA−→ Z(A)
ιA−→ A

]
,

[
Z(A)

ιA−→ A
πA−→ Z(A)

]
= idZ(A) , (4.13)

We define the aQFT ZA on objects as follows: Let S ∈ Bord area2 . Then

ZA(S) :=
⊗

x∈π0(S)

Z(A)(x) , (4.14)
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(e, l)

e

β
(e)
A1(e)=

(e, r)
(e, l) (e, r)

a) b) A1(e)

β
(f)
A1(f)=

(f, l) (f, in)

c) A1(f)

Figure 7: a) Left and right sides (e, l) and (e, r) of an inner edge e, determined by the orientation
of Σ (paper orientation) and of e (arrow). b) Convention for connecting tensor factors belonging
to edge sides (e, l) and (e, r) of an inner edge e with the tensor factors belonging to the morphism

β
(e)
A1(e). c) Conventions for the labels of the tensor factors for an ingoing boundary edge f with

(f, l) ∈ E.

where Z(A)(x) = Z(A) and the superscript is used to label the tensor factors.
In the remainder of this section we give the definition of ZA on morphisms. Let (Σ,A) :

S → T be a bordism with area and let us assume that (Σ,A) has no component with zero
area. Choose a PLCW decomposition with area Σk, Ak for k ∈ {0, 1, 2} of the surface with
area (Σ,A), such that the PLCW decomposition has exactly 1 edge on every boundary
component. By this convention π0(S)tπ0(T ) is in bijection with vertices on the boundary
and with edges on the boundary.

Let us choose an edge for every face before glueing, which we call marked edge, and let
us choose an orientation of every edge. For a face f ∈ Σ2 which is an nf -gon let us write
(f, k), k = 1, . . . , nf for the sides of f , where (f, 1) denotes the marked edge of f , and the
labeling proceeds counter-clockwise with respect to the orientation of f . We collect the
sides of all faces into a set:

F := { (f, k) | f ∈ Σ2, k = 1, . . . , nf } . (4.15)

We double the set of edges by considering Σ1 × {l, r}, where “l” and “r” stand for left
and right, respectively. Let E ⊂ Σ1 × {l, r} be the subset of all (e, l) (resp. (e, r)), which
have a face attached on the left (resp. right) side, cf. Figure 7 a). Thus for an inner edge
e ∈ Σ1 the set E contains both (e, l) and (e, r), but for a boundary edge e′ ∈ Σ1 the set E
contains either (e′, l) or (e′, r). By construction of F and E we obtain a bijection

Φ : F
∼−−→ E , (f, k) 7→ (e, x) , (4.16)

where e is the k’th edge on the boundary of the face f lying on the side x of e, counted
counter-clockwise from the marked edge of f .

For every vertex v ∈ Σ0 in the interior of Σ or on an ingoing boundary component of
Σ choose a side of an edge (e, x) ∈ E for which v ∈ ∂(e). Let

V : Σ0 \ π0(T )→ E (4.17)

be the resulting function.
To define ZA(Σ,A) we proceed with the following steps.
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1. Let us introduce the tensor products

OF :=
⊗

(f,k)∈F

A(f,k) , OE :=
⊗

(e,x)∈E

A(e,x) ,

Oin :=
⊗

b∈π0(S)

A(b,in) , Oout :=
⊗

c∈π0(T )

A(c,out) .
(4.18)

Every tensor factor is equal to A, but the various superscripts will help us distinguish
tensor factors in the source and target objects of the morphisms we define in the
remaining steps.

2. Recall that by our conventions there is one edge in each boundary component and
that we identified outgoing boundary edges with π0(T ). Define the morphism

C :=
⊗

e∈Σ1\π0(T )

β
(e)
A1(e) : Oin ⊗OE → Oout , (4.19)

where β
(e)
A1(e) = βA1(e), and where the tensor factors in Oin⊗OE are assigned to those

of βA1(e) according to Figure 7 b) and c).

3. Define the morphism

Y :=
∏

v∈Σ0\π0(T )

ζ
(V (v))
A0(v) ∈ S(OE,OE) , (4.20)

where

ζ(e,x)
a = id⊗ · · · ⊗ ζa ⊗ · · · ⊗ id ∈ S(OE,OE) , (4.21)

where ζa maps the tensor factor A(e,x) to itself.

4. Assign to every face f ∈ Σ2 obtained from an nf -gon the morphism

W f
A2(f) = W

(nf )

A2(f) : I→ A(f,1) ⊗ · · · ⊗ A(f,nf ) (4.22)

and take their tensor product:

F :=
⊗
f∈Σ2

(
W f
A2(f)

)
: I→ OF . (4.23)

5. We will now put the above morphisms together to obtain a morphism L : Ain → Aout.
Denote by ΠΦ the permutation of tensor factors induced by Φ : F → E,

ΠΦ : OF → OE . (4.24)

Using this, we define

K :=
[
I F−→ OF

ΠΦ−→ OE
Y−→ OE

]
, (4.25)

L :=

[
Oin

idOin
⊗K

−−−−−→ Oin ⊗OE
C−→ Oout

]
. (4.26)
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6. Using the embedding and projection maps ιA, πA from (4.13) we construct the mor-
phisms:

Ein :=
⊗

b∈π0(S)

ι
(b)
A : ZA(S)→ Oin , Eout :=

⊗
c∈π0(T )

π
(c)
A : Oout → ZA(T ) , (4.27)

where ι
(b)
A = ιA : Z(A)(b) → A(b) and π

(b)
A = πA : A(b) → Z(A)(b). We have all

ingredients to define the action of ZA on morphisms:

ZA(Σ,A) :=
[
ZA(S)

Ein−→ Oin
L−→ Oout

Eout−−→ ZA(T )
]
. (4.28)

Now that we defined ZA(D) on bordisms with strictly positive area, we turn to the
general case. Let (Σ,A) : S → T be a bordism with area and let Σ+ : S+ → T+ denote
the connected component of (Σ,A) with strictly positive area. We have that in Bord area2

(Σ,A) = (Σ+,A+) t (Σ \ Σ+, 0) , (4.29)

where A+ denotes the restriction of A to π0(Σ+). The bordism with zero area (Σ \ Σ+, 0)
defines a permutation κ : π0(S \ S+) → π0(T \ T+). Let ZA(Σ \ Σ+, 0) : ZA(S \ S+) →
ZA(T \ T+) be the induced permutation of tensor factors. We define

ZA(Σ,A) := ZA(Σ \ Σ+, 0)⊗ZA(Σ+,A+) , (4.30)

where ZA(Σ+,A+) is defined in (4.28).

Theorem 4.5. Let A be state-sum data.

1. The morphism defined in (4.28) is independent of the choice of the PLCW decom-
position with area, the choice of marked edges of faces, the choice of orientation of
edges and the assignment V .

2. The state-sum construction yields an aQFT ZA : Bord area2 → S whose action on
objects and morphisms is given by (4.14) and (4.30), respectively.

Proof. Part 1:
First let us fix a PLCW decomposition with area. Independence on the choice of edges
for faces and orientation of edges follows directly from Condition 1. Independence on the
assignment V follows from iterating Conditions 1 and 4.

In order to show independence on the PLCW decomposition with area first notice
that all conditions on A depend on the sum of the parameters. This implies that the
construction is independent of the distribution of area, i.e. the maps Ak (k ∈ {0, 1, 2}).
We need to check that the construction yields the same morphism for two different PLCW
decompositions, but for this it is enough to check invariance under the elementary moves
in Figure 6. Invariance under removing or adding an edge (Figure 6 b)) follows from
Condition 2. To show invariance under splitting an edge by adding a vertex (Figure 6 a))
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Figure 8: A face with a univalent vertex.

we use the trick used in the proof of [DKR, Lem. 3.5]. There the edge splitting is done
inside a 2-gon, and that move in turn follows if one is allowed to add and remove univalent
vertices as shown in Figure 8 (together with adding edges as in Figure 6 b)). But this
follows from Condition 3.

Part 2:
We start by showing that if (S × [0, 1],A) : S → S is an in-out cylinder with positive area
then the assignment

(A(x))x∈π0(S×[0,1]) 7→ ZA(S × [0, 1],A) (4.31)

is continuous and the limit

lim
A→0
ZA(S × [0, 1],A) : ZA(S)→ ZA(S) (4.32)

is a permutation of tensor factors.
Let us consider one connected component of S× [0, 1]. By Part 1, we can pick a PLCW

decomposition of this cylinder which consists of a square with two opposite edges identified,
and the other two edges being the in- and outgoing boundary components. The morphism
L from (4.26) is exactly Da from (4.3), where a is the area of this component.

Now by looking at ZA(S× [0, 1],A) with different area maps, we see that the difference
is in the L maps in (4.26), and is given by a factor of

⊗
x∈π0(S) Pax for some ax ∈ R≥0 .

Therefore by separate continuity of the composition in S and by Condition 5, the assign-
ments in (4.31) are continuous for all positive parameters. By Condition 6 the limits in
(4.32) exist, and we get the required permutations.

Next we show functoriality. We now assume that all components of the following
bordisms have positive area. This is not a restriction since we can always take the areas
of in-out cylinders to zero to get arbitrary bordisms with area. Let[

S
(Σ,AΣ)−−−−→ T

(Ξ,AΞ)−−−−→ W
]

be two bordisms with area. Pick PLCW decompositions with area so that at every outgoing
boundary component of (Σ,AΣ) there is a square with two opposite edges identified and
one edge on the boundary. Applying ZA on them we get

ZA(Σ,AΣ) :=

[
ZA(S)

EΣ
in−→ OΣ

in

ψ◦LΣ

−−−→ OΣ
out

EΣ
out−−→ ZA(T )

]
,

ZA(Ξ,AΞ) :=

[
ZA(T )

EΞ
in−→ OΞ

in
LΞ

−→ OΞ
out

EΞ
out−−→ ZA(W )

]
,
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where ψ =
⊗

x∈π0(T ) Dax for some ax ∈ R>0. Note that OΣ
out = OΞ

in. Composing these

morphisms yields using (4.13) the morphism

ZA(Ξ,AΞ) ◦ ZA(Σ,AΣ) =

[
ZA(S)

EΣ
in−→ OΣ

in

ψ◦LΣ

−−−→ OΣ
out

ψ0−→ OΞ
in
LΞ

−→ OΞ
out

EΞ
out−−→ ZA(W )

]
,

where ψ0 =
⊗

x∈π0(T ) D0. For the composition of these bordisms with area (Ξ◦Σ,AΞ◦Σ) pick
the PLCW decomposition with area obtained by glueing the two decompositions together at
the boundary components corresponding to T . By construction, LΞ◦Σ contains a copy of Da

for every connected component of T . Notice that when we compute ZA(Ξ,AΞ)◦ZA(Σ,AΣ),
by (4.13), we also get a copy of D0 for every connected component of T . Since Da◦D0 = Da

by Lemma 4.4, D0 can be omitted and the above composition is equal to ZA(Ξ ◦Σ,AΞ◦Σ).
The continuity conditions of Lemma 3.6 hold, as we have already checked them before;

monoidality and symmetry follow from the construction, so altogether we have shown that
ZA is indeed an aQFT.

Remark 4.6. By looking at this proof we see that Conditions 1-6 are not only sufficient,
but also necessary, at least if one requires independence under the elementary moves of
PLCW decompositions locally, that is, for the corresponding maps I→ A⊗m.

4.3 State-sum data from RFAs

In this section we investigate the connection between state-sum data for a given object in
S and some particular RFA structures on the same object. We find in Theorem 4.9 that
there is a one-to-one correspondence between these two. Finally we show in Theorem 4.11
that the state-sum aQFT given in terms of an RFA is classified by the centre of this RFA,
cf. Theorem 3.10. We will keep using the notation of the previous section.

Lemma 4.7. The state-sum data A determines a strongly separable symmetric regularised
Frobenius algebra structure on A ∈ S by setting

ηa1 := W 1
a1
, µa1+a2 :=

(
idA ⊗ B̃2

a1

)
◦
(
W 3
a2
⊗ idA⊗2

)
, (4.33)

εa1+a2 := βa1 ◦
(
W 1
a2
⊗ idA

)
, ∆a1+a2 := (idA⊗2 ⊗ βa1) ◦

(
W 3
a2
⊗ idA

)
, (4.34)

for every a1, a2 ∈ R>0. In terms of the graphical calculus these morphisms are:

a; 1
=

a ,
a2; 3

=

a1/2
a1/2a1 + a2 , (4.35)

a1; 1
=

a1 + a2
a2

,
a2; 3

= a1a1 + a2 (4.36)

Let κ(A) denote this RFA.
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Proof. We are going to show that (2.2) holds. Checking the rest of the algebraic relations
of an RFA is similar and it uses the algebraic relations listed in Conditions 1-4. The rhs
of (2.2) is

a′′1 ; 3

def.
=

a′1/2

a′1/2
a1

a2
a2; 1

Cond. 2
=

a1; 2

def.
= Pa1+a2

a2

,

using Condition 2. The lhs is

def.
=a1

a2
a1; 2

def.
= Pa1+a2

a2

a′′1 ; 3

a′1/2

a′1/2

a2; 1 a′′1 ; 3

a′1/2

a′1/2

a2; 1

Cond. 2
=

a1; 2

a2
Cond. 1

=
Cond. 1

= .

The continuity conditions for tensor products of Pa’s hold by Condition 5, which also
states that lima→0 Pa = idA. We have now shown that A is an RFA. It is symmetric by
Condition 1. To show that A is strongly separable, by Proposition 2.10 we need to check
that the window element of A is invertible. Similar to the calculation above, and using
Condition 3, one checks that ζa1 ◦W 1

a2
is inverse to the window element.

Lemma 4.8. Let A ∈ S be a strongly separable symmetric regularised Frobenius algebra
with separability idempotent ea ∈ S(I, A⊗2). Define the following families of morphisms
for a1, a2, a3 ∈ R>0, n ∈ Z≥1,

ζa1+a2+a3 := (εa1 ⊗ µa2) ◦ (ea3 ⊗ idA) , βa1+a2 := εa1 ◦ µa2 , (4.37)

W n
a1+a2

:= ∆(n)
a1
◦ ηa2 , D̃a1+a2+a3 := ζa1 ◦ µa2 ◦ σA,A ◦∆a3 , (4.38)

where ∆
(n)
a1 is as in (3.17). Suppose that lima→0 D̃a exists. Then the families of morphisms

ζa, βa and W n
a define state-sum data, which we denote with Ω(A). Also, the morphism Da

defined in (4.3) is the same as the morphism D̃a defined in (4.38) for every a ∈ R≥0.

Proof. Conditions 5 and 6 are satisfied by our assumptions. The algebraic conditions can be
checked by direct computation, here we only give the ideas how one can do this. Cyclicity
in Condition 1 follows from the Frobenius relation (2.16) and A being symmetric. The
glueing condition Condition 2 follows from the Frobenius relation (2.16) from counitality
(2.12) and from coassociativity (2.13). Condition 3 follows from A being strongly separable,
Condition 4 follows from the fact that the window element of A is commutative.

Let us fix an object A ∈ S and denote the sets

• L := {state-sum data on A },

61



• F := {strongly separable symmetric RFA structures on A such that lima→0 D̃a exists}.

From a direct calculation one can show the following theorem.

Theorem 4.9. Let κ and Ω denote the maps of sets

L F

κ

Ω
(4.39)

defined by Lemmas 4.7 and 4.8 respectively. Then κ and Ω are inverse to each other.

In the following we make use of the notion of RFAs in order to prove some technical
results used in the state-sum construction in Section 4.2. The following lemma is a direct
generalisation of [LP, Prop. 2.20] and was partially proved in Corollary 2.52.

Lemma 4.10. Let A be state-sum data and let A denote the corresponding RFA from
Lemma 4.7. Then Da ◦Db = Da+b for every a, b ∈ R>0 and the image of the idempotent
D0 := lima→0Da is the centre Z(A) of the RFA A. It is an RFA with the restricted
structure maps of A.

Using Lemma 4.10 and Theorem 3.10, we have the direct translation of [LP, Thm. 4.7].

Theorem 4.11. Let A be state-sum data, let A denote the corresponding RFA and let
Z(A) denote its centre. Let ZA denote the state-sum aQFT of Theorem 4.5 and let G be
the equivalence in (3.22). Then

Z(A) = G(ZA) . (4.40)

The following lemma gives a concise expression for the value of a state-sum area-
dependent QFT on a genus g surface with b outgoing boundary components.

Lemma 4.12. Let A be state-sum data and A the corresponding RFA.

1. We have the following identities:

=
, =ϕa := , (4.41)

2. Let (Σg,b, a) : ∅ → (S1)tb be a connected bordism of genus g with b ≥ 1 outgoing
boundary components and area a. Then

ZA(Σg,b, a) = π⊗b ◦∆(b)
ag ◦

g∏
j=1

ϕaj ◦ (ζa′)
1−b ◦ ηa0 , (4.42)

with a = b · a′ +
∑g+1

j=0 aj.
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Figure 9: A convenient PLCW decomposition of Σg,b using a single face, which is a (4g+3b)-gon.
The dots show the vertices and the thick lines the edges.

3. Let (C, a) : S1tS1 → ∅ be a cylinder with two ingoing components and area a. Then

ZA(C, a) = εa0 ◦ ζa1 ◦ µa2 ◦ (ι⊗ ι) , (4.43)

with a = a0 + a1 + a2.

Proof. Parts 1 and 3 follow from a simple calculation.
We will only sketch the proof for Part 2. Pick a PLCW decomposition of Σg,b as shown

on Figure 9 and apply the state-sum construction to get the morphism L of (4.26), which
is:

L = . . . . . . . (4.44)

The rest of the calculation is straightforward, but tedious, therefore we omit it here. Note
that in order to get the D0’s at the boundary components, which then cancel with the π’s,
we need to insert b− 1 factors of ζa′ ’s and their inverses.

In the rest of this section we discuss how one can build Hermitian aQFTs via the state-
sum construction. Let us assume that S is equipped with a †-structure. The state-sum
data A is called Hermitian if it satisfies

ζ†a = ζa , β†a = W 2
a and

a− a1;n

. . .
. . .

a1/n

a1/n
a1/n

(W n
a )† = , (4.45)

for every a, a0 ∈ R>0 and n ∈ Z≥1.
One can easily check the following statements. If A is Hermitian, then the RFA κ(A)

from Lemma 4.7 is a †-RFA. Conversely, let A be a †-RFA. Then the state-sum data Ω(A)
is Hermitian. Also, if A is Hermitian, then the state-sum aQFT ZA is Hermitian.
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f

a2

la1e a′1

l′

a′2

e′

b

Figure 10: A face with defect f ∈ Σdefect
2 , the defect line is marked with a thick line with the

arrow showing its orientation. For example, the edge e lies in Σdefect
1 and the edge e′ in Σempty

1 .
The area maps have values Adefect

2 (f) = (a1, l, a2), Adefect
1 (e) = (a′1, l

′, a′2) and Aempty
1 (e′) = b for

this particular face and two edges.

4.4 PLCW decompositions with defects

In this section we introduce a cell decomposition of bordisms with defects, which is used
in Section 4.5 to build defect aQFTs. We will use the notation of Sections 3.3 and 4.1 and
fix a set of defect conditions D = (D1, D2, s, t).

Let Σ = Σ[1] ∪ Σ[2] be a surface with defects. A PLCW decomposition with defects
of Σ is a PLCW decomposition Σ0, Σ1, Σ2 of the surface Σ which satisfies the following
conditions.

1. For every p ∈ Σ0 the intersection p ∩ Σ[1] = ∅ is empty.

2. Every intersection of an element of Σ1 and Σ[1] is transversal.

3. For every e ∈ Σ1, e ∩ Σ[1] is either empty or consists of precisely one point.

4. For every f ∈ Σ2, if f ∩ Σ[1] 6= ∅, then it is diffeomorphic to an interval with the
boundary points on edges of f .

5. For every boundary component b ∈ π0(∂Σ) for which b∩Σ[1] = ∅, there is 1 boundary
edge.

6. For every boundary component b ∈ π0(Σ) for which b ∩ Σ[1] 6= ∅, every boundary
edge contains exactly one point in Σ[1].

If the above conditions hold then the sets of faces and edges split in two disjoint sets. For
k ∈ {1, 2} let Σempty

k ⊆ Σk be the subset of cells which do not intersect with Σ[1] (empty
cells) and let Σdefect

k := Σk \ Σempty
k be the subset of cells which intersect with Σ[1] (cells

with a defect). An example is shown in Figure 10. Let

V̄ : Σ0 → Σ1 (4.46)

be a map which assigns to a vertex v an edge e for which v ∈ ∂(e), similarly as in (4.17).
This map splits Σ0 into two disjoint sets Σempty

0 := V̄ −1(Σempty
1 ) and Σdefect

0 := V̄ −1(Σdefect
1 ).
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a) b)

c)

Figure 11: Additional elementary moves of PLCW decompositions with defects. In Figure a),
an edge which is crossed by a defect line (curved line with arrow) is split in two by adding a new
vertex (denoted with a dot). In Figure b), an edge which is crossed by a defect line is removed.
In Figure c), an edge which is not crossed by any defect line is removed. Note that here only one
of the faces can be crossed by defect lines.

Let (Σ,A,L) be a surface with area and defects with strictly positive areas and lengths
and let Σ0, Σ1, Σ2 be a PLCW decomposition with defects of Σ = Σ[1] ∪ Σ[2]. Let

Aempty
k :Σempty

k → R>0 , (4.47)

for k ∈ {0, 1, 2} be maps which assign to empty vertices, edges and faces an area, and let

Adefect
k :Σdefect

k → (R>0)3 , (4.48)

for k ∈ {0, 1, 2} be maps which assign to vertices, edges and faces with defects an area
on the half edges and half faces at the two sides of a defect line and a length of a defect
line as explained in Figure 10. We require of the maps in (4.47) and (4.48) that for every
connected component x ∈ π0(Σ[2]) the sum of the areas of corresponding vertices, (half)
edges and (half) faces of x is equal to its area A(x). We require the analogous condition
on lengths of defect lines. In the case k = 0 in (4.48) the three parameters Adefect

k (v) for a
vertex v contribute to the same components as those of the edge V̄ (v).

In the following we will write Ak(x) for both Adefect
k (x) and Aempty

k (x) and mean the
latter depending on the type of x ∈ Σk. A PLCW decomposition of a surface with area
and defects (Σ,A,L) consists of a choice of a PLCW decomposition with defects and a
choice of maps as in (4.47) and (4.48).

Elementary moves on a PLCW decomposition with defects of a surface with defects
(and area) are elementary moves of PLCW decompositions which respect the conditions
listed above. The additional moves are shown if Figure 11. In [DKR, Lem. 3.6] it is argued
that any two PLCW decompositions with defects can be related by these elementary moves.
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4.5 State-sum construction with defects

After introducing PLCW decompositions with defects let us turn to the state-sum con-
struction of defect aQFTs. We will again use the notation of Sections 3.3 and 4.4 and fix
a set of defect conditions D = (D1, D2, s, t).

State sum data and some preparatory notions

As for the state-sum construction without defects in Section 4.2, we start with giving
state-sum data with defects A(D). This consists of

1. state-sum data Ay = (Ay, ζ
y
a , β

y
a ,W

y,n
a ) for every y ∈ D2 as in Definition 4.2,

2. a pair of objects Xx, X̄x ∈ S for every x ∈ D1 together with the following families of
morphisms:

ζx,εa,l,b ∈ S(Xε
x, X

ε
x) , βxa,l,b ∈ S(Xx ⊗ X̄x, I) ,

W x,n,m
a,l,b ∈ S(I, X̄x ⊗ A⊗nt(x) ⊗Xx ⊗ A⊗ms(x))

(4.49)

for every a, l, b ∈ R>0, every n,m ≥ 0 and ε ∈ {±}, where we used the following
notation:

X+
x := Xx and X−x := X̄x . (4.50)

We will use the following graphical notation for these morphisms. For y ∈ D2,

(a; y)

βya =

a; y, n

. . .W y,n
a =

Ay Ay

Ay Ay

and

Ay

ζya = (a; y) ,

Ay

Ay

, (4.51)

P
(y)
a ∈ S(Ay, Ay) from (4.3) and for x ∈ D1

(a, l, b;x)

βxa,l,b =

a, l, b;x, n,m

. . .W x,n,m
a,l,b =

Xx X̄x

X̄x At(x)At(x)

. . .

XxAs(x) As(x)

andζx,εa,l,b = ,

Xε
x

Xε
x

(a, l, b;x, ε) . (4.52)

Let us define

s(x,+) := s(x) , t(x,+) := t(x) ,

s(x,−) := t(x) , t(x,−) := s(x) .
(4.53)

By a defect list of length n we mean an equivalence class of ordered lists

x := [(x1, ε1, . . . , xn, εn)] , (4.54)

66



where xi ∈ D1 and εi ∈ {±} (i = 1, . . . , n). The xi, εi have to satisfy, for i = 1, . . . , n and
setting xn+1 := x1, εn+1 := ε1,

s(xi, εi) = t(xi+1, εi+1) . (4.55)

Two such lists (x1, ε1, . . . , xn, εn) and (x′1, ε
′
1, . . . , x

′
n, ε
′
n) are equivalent if they are related

by a cyclic permutation. Let us introduce the shorthand, for a chosen representative of x,

Xx := Xε1
x1
⊗ · · · ⊗Xεn

xn . (4.56)

Different choices of representatives are related by cyclic permutations of tensor factors. Let
us introduce the following morphisms:

Q
(x,−)
a,l,b :=

(a1, l1, b1, x)

a2, l2, b2;x, 0, 0

Q
(x,+)
a,l,b :=

(a1, l1, b1, x)

a2, l2, b2;x, 0, 0

Xx

Xx X̄x

X̄x

,
, (4.57)

where a = a1 + a2, b = b1 + b2 and l = l1 + l2,

F
(x,+)
a,l,b :=

(a1, l1, b1, x)

a2, l2, b2;x, 1, 1

Xx

As(x)

,

XxAt(x)

F
(x,−)
a,l,b :=

(a1, l1, b1, x)

a2, l2, b2;x, 1, 1

As(x)X̄xAt(x)

X̄x

(a0, t(x))

(a
0
,t

(x
))

, (4.58)

where a = a0 + a1 + a2, b = b1 + b2 and l = l1 + l2 and

(a′2, y2)

Xε1
x1

F
(x1,ε1)

a′′1 ,l,a2
F

(x2,ε2)

a′′2 ,l,a3

Xε1
x1

Xε2
x2

Xε2
x2

(a′3, y3) (a′n, yn)

Xεn
xn

Xεn
xn

. . .
F

(xn,εn)
a′′n,l,a1

(a′1, y1)

Ex
a := , (4.59)

where a = (a1+a′1+a′′1, . . . , an+a′n+a′′n, l) ∈ (R>0)n+1 and the values of yi are determined by
x via (4.55), i.e. yi = s(xi, εi) = t(xi+1, εi+1). Different choices of representatives of x induce
different morphisms via (4.59), which are related by conjugating with cyclic permutations
of tensor factors.

With these preparations, we can now state the conditions state-sum data with defects
A(D) has to satisfy. Namely, let x ∈ D1, ε ∈ {±} and let x be a defect list. Then:
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1. Glueing plaquette weights with defects:

(a0, l0, b0;x)

=

a1, l1, b1;x, n1,m1

. . .
. . .

a2, l2, b2;x, n2,m2

. . . . . .
a, l, b;x, n,m

. . . . . .

At(x) At(x)
At(x)As(x) As(x) As(x)X̄x XxXxX̄x

, (4.60)

for every a = a0 + a1 + a2, n = n1 + n2, etc.

2. Glueing plaquette weights with and without defects:

(a0; t(x))

=

a1, l, b;x, n1,m

. . .
. . .

a2; s(x), n2

. . .
a, l, b;x, n,m

. . . . . .

At(x) At(x) At(x)As(x) As(x)X̄x XxX̄x

. . .

Xx

, (4.61)

for every a = a0 + a1 + a2, l, b ∈ R>0, n = n1 + n2. A similar condition needs to hold
with the role of s(x) and t(x) exchanged.

3. “Moving ζ’s around”:

a2, l2, b2;x, n,m

. . . . . .

a, l, b2;x, n,m

. . . . . .

(a1, l1, b1;x,+) (b1; s(x))

a, l, b2;x, n,m

. . . . . .

(b1; s(x))

a2, l2, b2;x, n,m

. . . . . .

a2, l, b;x, n,m

. . . . . .

(a1, l1, b1;x,−) (a1; t(x))

a2, l, b;x, n,m

. . . . . .

(a1; t(x))

= =

= =

,

.

(4.62)

for a1 + a2 = a, b1 + b2 = b, l1 + l2 = l, n,m ≥ 0.

4. The limit lima→0E
x
a exists, and lima,b,l→0Q

(x,ε)
a,l,b = idXε

x
.

5. For every n,m ≥ 0 with n+m ≥ 1, (xi, εi) ∈ D1 × {±} for i = 1, . . . , n, pj ∈ D2 for
j = 1, . . . ,m the assignment

(R≥0)3n+m → S

(
n⊗
i=1

Xεi
xi
⊗

m⊗
j=1

Apj ,

n⊗
i=1

Xεi
xi
⊗

m⊗
j=1

Apj

)

(a1, l1, b1, . . . , an, ln, bn, c1, . . . , cm) 7→
n⊗
i=1

Q
(xi,εi)
ai,li,bi

⊗
m⊗
j=1

P (pj)
cj

(4.63)

is jointly continuous.

We have the analogue of Lemma 4.4, which can be proven using Conditions 1, 2 and 4.
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Lemma 4.13. For every defect list x of length n ∈ Z≥1 and a, a′ ∈ (R≥0)n+1,

Ex
a ◦ E

x
a′ = Ex

a+a′ . (4.64)

In particular, the morphism

Ex
0 := lim

a→0
Ex
a ∈ S(Xx, Xx) (4.65)

is idempotent.

Let us fix state-sum data with defects A(D). In the rest of this section we define a
symmetric monoidal functor ZA(D) : Bord area,def2,D → S using this data.

By our assumptions, the idempotents in (4.65) split. Let Z(Xx) ∈ S denote the image
and write πx and ιx for the projection and embedding, i.e.

Ex
0 =

[
Xx

πx−→ Z(Xx)
ιx−→ Xx

]
, idZ(Xx) =

[
Z(Xx)

ιx−→ Xx
πx−→ Z(Xx)

]
. (4.66)

Note that different choices of representative in (4.56) give the same image Z(Xx) since the
idempotents Ex

0 commute with cyclic permutations.

We will also write X
(b)
() = Ad2(b),

ι
(b)
() = ιAd2(b)

: Z(Ad2(b))→ Ad2(b) and π
(b)
() = πAd2(b)

: Ad2(b) → Z(Ad2(b)) . (4.67)

Defining ZA(D)

We define the aQFT ZA(D) on objects as follows: Let S ∈ Bord area,def2,D and c ∈ π0(S). If

c ∩ S[0] = ∅ then let x(c) := () be the empty list, and Z(X())
(c) := Z(Ad2(c)). Otherwise,

for every c ∈ π0(S) let

x(c) := [(d1(v), ε(v))v∈c∩S[0]
] (4.68)

be the defect list given by the defect labels d1(v) and orientations ε(v) of the defects in c
in the cyclic order determined by the orientation of c. We define ZA(D) on objects as

ZA(D)(S) :=
⊗

c∈π0(S)

Z(Xx(c))
(c) , (4.69)

where as in (4.14) the superscript is used to label the tensor factors.

The definition of ZA(D) on morphisms is again more involved. Let (Σ,A,L) : S → T
be a bordism with area and defects and assume that it has no component with zero area
or length. Choose a PLCW decomposition with area and defects (with the same notation
as in Section 4.4) of the surface with area and defects (Σ,A,L).

Let us choose a marked edge for every face in Σempty
2 and for every face in Σdefect

2 let
the marked edge be the one where the defect line leaves. Also let us choose an orientation
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e
c

Figure 12: Positive crossing of an oriented edge e and a defect line c.

f1
f2

e1

e3

p
p

q
x

e2

Figure 13: Notation for phase labels of empty cells and defect line labels of cells with defects.
The phase label of the surface component left to the defect line is p, the phase label of the surface
component to the right is q and the defect label is x, i.e. t(x) = p and s(x) = q. The face p1 and
the edges e1 and e2 on the left are empty, i.e. p1 ∈ Σempty

2 and e1, e2 ∈ Σempty
1 . The corresponding

phase labels are d2(f1) = d1(f1) = d2(e1) = d1(e1) = d2(e2) = d1(e2) = p. The face f2 on the
right and the edge e3 on the right are intersected by a defect line, i.e. f2 ∈ Σdefect

2 and e3 ∈ Σdefect
1 .

The corresponding defect labels are d1(f2) = d1(e3) = x.

of every edge, requiring that the orientation of edges in Σdefect
1 are such that the edges and

the defect lines cross positively as shown in Figure 12.
We introduce the sets of sides of faces F for faces and the set of sides of edges E and the

bijection Φ : F → E from (4.16) as in Section 4.2. We choose the map V : Σ0 \π0(T )→ E
as in (4.17) so that the map V̄ from (4.46) satisfies

V̄ |Σ0\π0(T ) =
[
Σ0 \ π0(T )

V−→ E
forget−−−→ Σ1

]
, (4.70)

where the map ‘forget’ is (e, x) 7→ e. In addition, V has to satisfy that if v is on the left side
of the defect line crossing the edge V̄ (v) then V (v) = (V̄ (v), r), otherwise V (v) = (V̄ (v), l).

It will be convenient for the state-sum construction to know the phase labels of surface
components in which faces and edges that are not intersected by defect lines lie. Similarly
we will need to know the defect line labels of components intersected by faces and edges.
Therefore we introduce the following for k ∈ {1, 2}:

• if x ∈ Σempty
k we write d2(x) = d1(x) = d2(p) for the component p ∈ π0(Σ[2]) in which

x lies,

• if x ∈ Σdefect
k we write d1(x) = d1(q) for the defect line q ∈ π0(Σ[1]) intersected by x,

which we illustrate in Figure 13.
After introducing these notations we are ready to define ZA(D)(Σ,A,L). We proceed

with the following steps.
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At(x)

As(x)

X̄x

t(x)

s(x)

x

As(x)

Xx

Figure 14: Objects from the state sum data with defects assigned to edges crossed by a defect
line with defect line label x ∈ D1.

1. Let f ∈ Σ2 be a face with nf sides. If f ∈ Σempty
2 then let R(f,k) := Ad2(f). If

f ∈ Σdefect
2 then let nof be the number of the edge where the defect with label x enters

f . Then let

R(f,k) : =


X̄x if k = 1,

At(x) if 1 < k < nof ,

Xx if k = nof ,

As(x) if nof < k,

(4.71)

and for a side of an edge (e, y) ∈ E

R(e,y) : = RΦ−1(e,y) . (4.72)

For these conventions see Figure 14.

Let us introduce the tensor products

OF :=
⊗

(f,k)∈F

R(f,k) , OE :=
⊗

(e,y)∈E

R(e,y) ,

Oin :=
⊗

b∈π0(S)

X
(b,in)
x(b) , Oout :=

⊗
c∈π0(T )

X
(c,out)
x(c) ,

(4.73)

using the notation from (4.66) and (4.71). The various superscripts will help us
distinguish tensor factors in the source and target objects of the morphisms we define
in the remaining steps.

2. We define the morphism

C :=
⊗

e∈Σ1\π0(T )

β(e) : Oin ⊗OE → Oout , (4.74)

where β(e) = β
d1(e)
A1(e) with the tensor factors given in Figure 7.

3. We define the morphism

Y :=
∏

v∈Σ0\π0(T )

ζ
(V (v))
A0(v) ∈ S(OE,OE) , (4.75)
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where

ζ(e,y)
a =

{
id⊗ · · · ⊗ ζd2(e)

a ⊗ · · · ⊗ id ; if e ∈ Σempty
1

id⊗ · · · ⊗ ζd1(e),+/−
a ⊗ · · · ⊗ id ; if e ∈ Σdefect

1

∈ S(OE,OE) , (4.76)

where ζa maps the tensor factor R(e,y) to itself, and a ∈ R>0 or a ∈ R3
>0.

4. For f ∈ Σdefect
2 let nf and nof be as in step 1 and

W f
A2(f) := W

d1(f),nf−nof ,n
o
f−2

A2(f) ; (4.77)

for f ∈ Σempty
2 let nf be as before and

W f
A2(f) := W

d1(f),nf
A2(f) . (4.78)

In both cases the labeling of tensor factors is such that it matches (4.71). Define the
morphism

F :=
⊗
f∈Σ2

(
W f
A2(f)

)
: I→ OF . (4.79)

5. We again put the above morphisms together as in Step 5 of Section 4.2:

K :=
[
I F−→ OF

ΠΦ−→ OE
Y−→ OE

]
, (4.80)

L :=

[
Oin

idOin
⊗K

−−−−−→ Oin ⊗OE
C−→ Oout

]
, (4.81)

where ΠΦ is defined as in (4.24).

6. Using the embedding and projection maps from (4.66) we construct the following
morphisms:

Ein :=
⊗

b∈π0(S)

ι
(b)
x(b) : ZA(D)(S)→ Oin , Eout :=

⊗
c∈π0(T )

π
(c)
x(c) : Oout → ZA(D)(T ) . (4.82)

We finally define the action of ZA(D) on morphisms:

ZA(D)(Σ,A,L) :=
[
ZA(D)(S)

Ein−→ Oin
L−→ Oout

Eout−−→ ZA(D)(T )
]
. (4.83)

We defined ZA(D) on bordisms with defects with strictly positive area and length and
now we give the definition in the general case. Let (Σ,A,L) : S → T be a bordism with
area and defects and let Σ+ : S+ → T+ denote the connected component of (Σ,A) with
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strictly positive area and length. The complement of Σ+ again defines a permutation of
tensor factors as in Section 4.2, so we define:

ZA(D)(Σ,A,L) := ZA(D)(Σ \ Σ+, 0, 0)⊗ZA(D)(Σ+,A+,L+) , (4.84)

where A+ denotes the restriction of A to π0((Σ+)[k]), k = 1, 2, and L+ is defined similarly
and ZA(D)(Σ+,A+,L+) is defined in (4.83).

We have the analogous theorem of Section 4.2.

Theorem 4.14. Let A(D) be state-sum data with defects.

1. The morphism defined in (4.83) is independent of the choice of the PLCW decom-
position with area and defects, the choice of marked edges of faces, the choice of
orientation of edges and the assignment V .

2. The state-sum construction yields an aQFT ZA(D) : Bord area,def2,D → S given by (4.69)
and (4.84), respectively.

Sketch of proof. We only sketch some part of the proof of Part 1. We will check invariance
under the additional elementary moves in Figure 11. Invariance under moves b) and c)
directly follow from Condition 1 and 2 respectively. Invariance under move a) can be
shown using the same trick as in the proof of Theorem 4.5 Part 1 by combining the moves
b) and c) together with the move in Figure 8. We note that one needs to use Condition 3
to show independence of the choice of the map V .

Let (C,A,L) be a cylinder over a circle with defects with defect list x and equal defect
line lengths. The morphism in (4.81) associated to (C,A,L) is Ex

a from (4.59).
The proof of Part 2 goes along the same lines as the proof of Part 2 of Theorem 4.14.

Joint continuity in the areas and lengths follows from Condition 5.

4.6 State-sum data with defects from bimodules

The purpose of this section is to give an algebraic characterisation of state-sum data
with defects. We show that given state-sum data with defects for some objects we get
a particular RFA and bimodule structure on the objects. This suggests that conversely
given a particular RFA and bimodule structure on some objects we can get state-sum data
on these objects. As before, we keep the notation form the previous sections.

Lemma 4.15. For every p ∈ D2 and x ∈ D1 let us fix objects Ap and Xx in S and
state-sum data with defects A(D) for these objects. For a = a1 + a2 + a3, l = l1 + l2 and
b = b1 + b2 let

ρxa,l,b :=

(a
1
,l

1
,b

1
,x

)

a2, l2, b2;x, 1, 1

Xx As(x)

Xx

At(x)

(a3, t(x))
(b1, s(x))

ρ̄xb,l,a :=

(a1, l1, b1, x)

a2, l2, b2;x, 1, 1

X̄xAs(x)

X̄x

At(x)

(a3, t(x))

(b1, s(x))

, . (4.85)
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Then the state-sum data A(D) determines

• a strongly separable symmetric RFA structure on Ap for every p ∈ D2 as in Lemma 4.7
and

• a structure of a dual pair of At(x)-As(x)-bimodules on (Xx, X̄x) for every x ∈ D1,
where the actions on Xx and X̄x are given by ρxa,l,b and ρ̄xa,l,b from (4.85) respectively,

and the pairing by βxa,l,b and the copairing by γxa,l,b := W x,0,0
a,l,b .

Proof. Checking associativity (2.73) can be easily done using the graphical calculus and
Conditions 1 and 2. The rest of the conditions on the action follow directly from the other
conditions. Also checking that the duality morphisms satisfy (2.82) is straightforward.

Remark 4.16. We note that contrary to the state-sum construction of topological field
theories, in general one cannot define left and right actions on the object Xx as the action
(4.85) always comes with three strictly positive additive parameters. If for example the

limit limb→0 ρ
x
a,l,b1
◦ (idAt(x)⊗Xx

⊗ηAs(x)

b2
) exists, then one can define a left action on Xx, cf.

Remark 2.38. Note, however, that these limits need not exist, see Appendix A for an
example.

The previous lemma indicates that one should be able to give state-sum data with
defects from a set of strongly separable symmetric RFAs and bimodules with duals. The
following lemma shows that if these bimodules satisfy some conditions pairwise, then we
indeed can obtain state-sum data, in particular the limits lima→0E

a
x in Condition 4 exists.

Proposition 4.17. For every p ∈ D2 and x ∈ D1 let Ap be a strongly separable symmetric
RFA and (Xx, X̄x) a dual pair of At(x)-As(x)-bimodules with pairing βxa,l,b and copairing γxa,l,b.
For n,m ∈ Z≥0 set

Xx

γxa′,l′,b′

. . .. . .

A⊗n
t(x)︷ ︸︸ ︷X̄x

W x,n,m
a,l,b :=

A⊗m
s(x)︷ ︸︸ ︷

, (4.86)

with some distribution of the parameters on the rhs which sums up to a, b and l. Further-
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more, let

ζx,εa,l,b :=
(a2, l1, b2;x, ε)

τ−1
a1

Xε
x

(b1; t(x, ε))

Xε
x

, (4.87)

where τ−1
a denotes the inverse of the window element of As(x,ε). Suppose the following two

conditions hold:

1. Let (x1, ε1;x2, ε2) ∈ (D1 × {±})2 be such that s(x1, ε1) = t(x2, ε2) from (4.55). Let

Yi := Xεi
xi

for i = 1, 2 and recall the morphisms D
Yi,Yi+1

a,b,c,l and DYi
a,l from (2.94). We

require that the limits

lim
a,b,c,l→0

D
Yi,Yi+1

a,b,c,l and lim
a,l→0

DYi
a,l (4.88)

exist.

2. For every n,m ∈ Z≥0 with n + m ≥ 1, (xi, εi) ∈ D1 × {±} for i = 1, . . . , n, pj ∈ D2

for j = 1, . . . ,m the assignment

(R3
>0 ∪ {0})n × (R≥0)m → S

(
n⊗
i=1

Xεi
xi
⊗

m⊗
j=1

Apj ,
n⊗
i=1

Xεi
xi
⊗

m⊗
j=1

Apj

)

(a1, l1, b1, . . . , an, ln, bn, c1, . . . , cm) 7→
n⊗
i=1

Q
X
εi
xi

ai,li,bi
⊗

m⊗
j=1

P
Apj
cj

(4.89)

is jointly continuous.

Then (4.37), (4.38), (4.86), (4.87) and βxa,l,b define state-sum data with defects.

Proof. From Lemma 4.8 we get the part of the state-sum data for elements of D2, so we
turn directly to the part of the data for D1.

Checking the algebraic relations of Conditions 1, 2 and 3 can be done easily using the
graphical calculus, and is similar to the case of RFAs and state-sum data without defects.

The last part of Condition 4 follows directly from Xε
x being bimodules over RFAs.

Condition 5 is just (4.89).
The only thing left to show is the first part of Condition 4, namely that for every defect

list x of length n ≥ 1 the limit lima→0E
x
a exists. Let us introduce the shorthand Yi := Xεi

xi
.

If n = 1 then Ex
a = DYi

a+b,l from (2.94) and the limit a, b, l → 0 exists by assumption. Now
let n ≥ 2. First rewrite Ex

a as

Ex
a = σY1⊗···⊗Yn−1,Yn ◦

(
DYn,Y1

a1,b1,c1,li
⊗ id

)
◦ σ−1

Y1⊗···⊗Yn−1,Yn
◦
n−1∏
i=1

id⊗DYi,Yi+1

ai,bi,ci,li
⊗ id (4.90)
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with the appropriate distribution of the parameters. Since the limits in (4.88) exist, we
can rewrite (4.90) as

Ex
a =

(
QYn
pn ⊗

n−1⊗
i=1

QYi
pi

)
◦ Ẽx

0 , (4.91)

with some distribution of the parameters, where Ẽx
0 is the morphism obtained by taking

the limits in the parameters of D
Yi,Yi+1

ai,bi,ci,li
to 0 in (4.90) separately. The joint continuity

condition in (4.89) together with (4.91) shows that the joint limit exists and is given by

Ẽx
0 .

Remark 4.18. For strongly separable symmetric RFAs and dual pairs of bimodules in
Hilb, conditions 1 and 2 in Proposition 4.17 are automatically satisfied, see Lemmas 2.15
and 2.61.

4.7 Defect fusion and tensor product of bimodules

In this section we are going to assume that the state-sum data is given in terms of strongly
separable symmetric RFAs and dual pairs of bimodules for which the conditions of Propo-
sition 4.17 hold. In Theorem 4.19 we show that the state spaces (4.69) can be explicitly
computed in terms of tensor products of the bimodules over the intermediate RFAs, and
in Theorem 4.20 we give the compatibility between the tensor product of bimodules and
the fusion of defect lines.

Theorem 4.19. Let A(D) be state-sum data given in terms of RFAs and bimodules as
in Proposition 4.17, ZA(D) the state-sum aQFT from Section 4.5 and S ∈ Bord area,def2,D be
connected with corresponding defect list x of length n ≥ 1. Let us assume that for every
(xi, εi) ∈ D1 × {±} (i = 1, 2) satisfying s(x1, ε1) = t(x2, ε2) of (4.55) the limit

lim
a→0

ρ̃
X
ε1
x1
,X

ε2
x2

a,b,c,l (4.92)

of the morphism in (2.99) exists. Then with Bi := As(xi,εi) we have

ZA(D)(S) = Z(Xx) =	Bn X
ε1
x1
⊗B1 · · · ⊗Bn−1 X

εn
xn . (4.93)

Proof. We will prove the theorem for n = 3, for general n the proof is similar. Let Yi := Xεi
xi

for i = 1, 2, 3. Let D23 := lima,b,c,l→0D
Y2,Y3

a,b,c,l from (2.94) and let π23 and ι23 denote the
corresponding projection and embedding of its image Y2 ⊗B2 Y3. By Proposition 2.51

76



Y2 ⊗B2 Y3 is a B1-B3-bimodule. We show that D123 := lima,b,c,l→0D
Y1,Y2⊗B2

Y3

a,b,c,l exists:

lim
a,b,c,l→0

D
Y1,Y2⊗B2

Y3

a,b,c,l = lima,b,c,l→0

(a3, l, c1)

ea2

(b1, l, a1)

b2 c2

Y2 ⊗B2 Y3

Y2 ⊗B2 Y3

Y1

Y1

(a′3, l, c1)

ea′2

(a3, l, a′1)

π23

ι23

def.
= lima,a′,b,c,l→0

ea2

(b1, l, a1)

b2

Y1

Y1

Y2 ⊗B2 Y3

Y2 ⊗B2 Y3

=

π23

ι23

D12

D23

Y2 ⊗B2 Y3Y1

Y2 ⊗B2 Y3Y1

c2
,

(4.94)

where in the last equation we used associativity of the action on Y2 and took the limits
separately (the joint limit exists for the same reason as in the proof of Proposition 4.17).
Let π123 and ι123 denote the projection and embedding of the image of D123 which is
Y1 ⊗B1 Y2 ⊗B2 Y3. Note that the projectors for (Y1 ⊗B1 Y2)⊗B2 Y3 and Y1 ⊗B1 (Y2 ⊗B2 Y3)
are the same, hence they have the same image and we can omit the brackets.

Similarly one shows using (4.90) that

=

π123

ι123

Y1 ⊗B1 Y2 ⊗B2 Y3

Y1 ⊗B1 Y2 ⊗B2 Y3

(a1, l, a3)

ea2

D
Y1⊗B1

Y2⊗B2
Y3

0 = lima,l→0

ι23

π23

Ex
0

Y1 ⊗B1 Y2 ⊗B2 Y3

Y1 ⊗B1 Y2 ⊗B2 Y3

. (4.95)

Let π	 and ι	 denote the projection and embedding of the image of DY1⊗B1
Y2⊗B2

Y3 which

77



is 	B3 Y1 ⊗B1 Y2 ⊗B2 Y3. Now a simple computation shows that

ι := ι123

Y1 ⊗B1 Y2 ⊗B2 Y3

ι23

ι	

Y1 Y2 Y3

π := π123

Y1 ⊗B1 Y2 ⊗B2 Y3

π23

π	

Y1 Y2 Y3

and (4.96)

satisfy ι ◦ π = Ex
0 and π ◦ ι = id	B3

Y1⊗B1
Y2⊗B2

Y3 , that is the image of Ex
0 is exactly

	B3 Y1 ⊗B1 Y2 ⊗B2 Y3.

Let Σ be a bordism with defects. We say that two defect lines x0, x1 ∈ Σ[1] are parallel
if there is an isotopy rel boundary t 7→ xt between them such that for every t ∈ (0, 1) xt
does not intersect any defect line. Let us consider two bordisms with area and defects:

1. (Σ,A,L), which has two parallel defect lines with length l labeled with a B-A-
bimodule V and an A-C-bimodule W , and with a surface component with area a
between them and

2. (Σ′,A′,L′) which is the same as (Σ,A,L) except that the defect line x0 is removed
from Σ[1] and the surface component between x0 and x1 is collapsed. The remaining
defect line x1 is labeled by V ⊗AW . The length of x1 is l and the area and length of
the other defect lines and surface components are unchanged.

Theorem 4.20. Let A(D) be state-sum data satisfying the conditions of Theorem 4.19.
Let us assume that, in addition, the limits

lim
a→0

γ̃V,Wa,b,c,l and lim
a→0

β̃V,Wa,b,c,l (4.97)

exist for every b, c, l ∈ R>0 Then we have

ZA(D)(Σ
′,A′,L′) = lim

a→0
ZA(D)(Σ,A,L). (4.98)

Sketch of proof. Let us choose a PLCW decomposition of Σ which contains two rectangles,
each of which is containing one of the parallel defect lines. For Σ′ we choose a PLCW
decomposition which contains a rectangle containing the defect line. Depending on where
the defect lines start and end we have 4 essentially different cases that we need to consider
and which we show in Figure 15 Parts a)-d).

The corresponding detail of the morphism ZA(D)(Σ,A,L) is shown in Figure 15 Parts a′)-
d′). We see that after taking the limit a→ 0, and looking at the definition of the bimodule
Y1 ⊗A Y2 and its dual Ȳ2 ⊗A Ȳ1 in Definition 2.49 and in Lemma 2.55, we obtain exactly
ZA(D)(Σ

′,A′,L′).
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a) b) c) d)

ι

a′) b′) c′) d′)

ι

ea2

Y1 ⊗A Y2 Ȳ2 ⊗A Ȳ1

B1
B2

2

3

4
π π

ea2

Y1 ⊗A Y2Ȳ2 ⊗A Ȳ1

B1 B2

ι

ea2

Y1 ⊗A Y2

B1
B2

π

Y1 ⊗A Y2

B1 B2

1

1 4
4

3

2

1 1 4

2

3

5

6

ea2

Figure 15: Detail of the chosen PLCW decomposition of Σ depending on the starting and end-
ing point of the parallel defect lines (Parts a)-d)) and the part of the corresponding morphisms
given by the state-sum construction (Parts a′)-d′)). In Part a) the defect lines start and end
on an ingoing boundary component, in Part b) they start on an ingoing and end on an outgo-
ing boundary component, in Part c) they start and end on an outgoing boundary component
and in Part d) the defect lines are closed loops. In Parts a′)-d′) the numbers attached to the
vertices for readability relate to the parameters as follows: 1=̂(b1, l1, a1;Y1), 2=̂(b2, l2, a4;Y1),
3=̂(a3, l2, c2;Y2), 4=̂(a5, l1, c1;Y2), 5=̂(b3, l3, a6;Y1), 6=̂(a7, l3, c3;Y2).

Remark 4.21. For RFAs and bimodules in Hilb which are left and right modules as well
and for which Qa,l,b is epi for every a, l, b ∈ R>0 (cf. Remark 2.38 and Proposition 2.60),
the conditions of Theorem 4.19 are automatically satisfied, since the limits in (4.88) exist
by Lemma 2.61 and those in (4.92) by Proposition 2.60.
We stress here that one should not necessarily expect that the limits in (4.97) exist. It
may happen that when one brings two defect lines near each other the correlators of the
quantum field theory diverge, for an example in conformal field theory see e.g. [BB].

5 Example: 2d Yang-Mills theory

The state-sum construction of 2d Yang-Mills theory has been introduced by [Mig], was
further developed for G = U(N) in [Rus], and has been summarised in [Wit]; for a review
see [CMR]. There, partition functions and expectation values of Wilson loops were calcu-
lated. The proof of convergence of the (Boltzmann) plaquette weights has been shown in a
different setting in [App]. In this section we will heavily rely on the representation theory
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of compact Lie groups, a standard reference is e.g. [Kna].

5.1 Two RFAs from a compact group G

Let G be a compact semisimple Lie-group and
∫
dx the Haar integral on G with the

normalisation
∫
G

1 dx = 1. We denote with L2(G) the Hilbert space of square integrable
complex functions on G, where the scalar product of f, g ∈ L2(G) is given by 〈f, g〉 :=∫
f(x)∗g(x)dx.

Let Ĝ denote representatives of isomorphism classes of finite dimensional simple uni-
tary G-modules. Then for V ∈ Ĝ with inner product 〈−,−〉V and an orthonormal basis

{eVi }
dim(V )
i=1 let

fVij : G→ C
g 7→ (dim(V ))1/2〈eVi , g.eVj 〉V

(5.1)

denote a matrix element function and let MV denote the linear span of these. The matrix
element functions are orthonormal [Kna, Cor. 4.2]: for V,W ∈ Ĝ, i, j ∈ {1, . . . , dim(V )}
and k, l ∈ {1, . . . , dim(W )}

〈fVij , fWkl 〉 = δikδjlδV,W (5.2)

where δV,W = 1 if V = W and 0 otherwise. The character of V is defined as

χV = (dim(V ))−1/2

dim(V )∑
i=1

fVii . (5.3)

The Peter-Weyl theorem provides a complete orthonormal basis of L2(G) in terms of matrix
element functions and of the square integrable class functions Cl2(G) in terms of characters:

L2(G) ∼=
⊕
V ∈Ĝ

MV and Cl2(G) ∼=
⊕
V ∈Ĝ

C.χV (5.4)

as Hilbert space direct sums. Note that L2(G)⊗L2(G) ∼= L2(G×G) and Cl2(G)⊗Cl2(G) ∼=
Cl2(G×G) isometrically by mapping f ⊗ f ′ to the function (g, g′) 7→ f(g)f ′(g′). We will
often use these isomorphisms without further notice.

In the following we will define a †-RFA structure on L2(G) and Cl2(G). Let us start
with defining the operator

∆ : L2(G)→ L2(G)⊗ L2(G)

f 7→ ∆(f) = [(x, y) 7→ f(xy)] ,
(5.5)

which has norm 1. Let µ := ∆† : L2(G)⊗L2(G)→ L2(G) be its adjoint, which is given by
the convolution product. For F ∈ L2(G)⊗ L2(G)

µ(F )(y) =

∫
G

F (x, x−1y) dx . (5.6)
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Let V ∈ Ĝ and let us denote with σV ∈ R the value of the Casimir operator of G in the
module V . We define for a ∈ R>0

ηa : C→ L2(G)

1 7→ ηa(1) =
∑
V ∈Ĝ

e−aσV dim(V )χV . (5.7)

Lemma 5.1. The sum in (5.7) is absolutely convergent for every a ∈ R>0.

Proof. This follows from [App, Sec. 3], which we explain now. Let us fix a maximal torus
of G and let T denote its Lie algebra, let Λ+ ⊂ T ∗ denote the set of dominant weights and
let (−,−) be the inner product on T ∗ induced by the Killing form and | − | the induced
norm. We will use that, since G is semisimple, there is a bijection of sets [Kna, Thm. 5.5]

Ĝ
∼=−→ Λ+

V 7→ λV

Vλ 7→λ
. (5.8)

From [Sug, (1.17)] and [App, (3.2)] we have that (by the Weyl dimension formula) for
V ∈ Ĝ with dominant weight λV ∈ Λ+

dim(V ) ≤ N |λV |m , (5.9)

where N ∈ R>0 is a constant independent of V and 2m = dim(G)− rank(G).
From [Sug, Lem. 1.1] we can express the value of the Casimir element in V using the

highest weight λV of V and the half sum of simple roots ρ as

σV = (λV , λV + 2ρ) . (5.10)

It follows directly [App, (3.5)] that

|λV |2 ≤ σV . (5.11)

We can give an estimate for the norm of λV as follows. The choice of simple roots gives
a bijection Zrank(G) → Λ+ which we write as n 7→ λ(n). Using the proof of [Sug, Lem. 1.3]
there are C1, C2 ∈ R≥0 such that for every n ∈ Zrank(G)

C1 ‖n‖ ≤ |λ(n)| ≤ C2 ‖n‖ , (5.12)

where ‖n‖2 =
∑rank(G)

i=1 n2
i .

Let b(j) denote the number of n ∈ Zrank(G) with ‖n‖2 = j. We can easily give a (very
rough) estimate of this by the volume of the rank(G) dimensional cube with edge length
2j1/2 + 1:

b(j) ≤ (2j1/2 + 1)rank(G) . (5.13)
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We compute the squared norm of ηa following the computation in [App, Ex. 3.4.1].

‖ηa‖2 =
∑
V ∈Ĝ

(dim(V ))2e−2aσV
(5.8)
=

∑
λ∈Λ+

(dim(Vλ))
2e−2aσVλ

(5.9)

≤ N2
∑
λ∈Λ+

|λ|2me−2aσVλ
(5.11)

≤ N2
∑
λ∈Λ+

|λ|2me−2a|λ|2

(5.12)

≤ N2C2m
2

∑
n∈Zrank(G)

‖n‖2m e−2aC1‖n‖2 = N2C2m
2

∞∑
j=1

b(j)jme−2aC1j

(5.13)

≤ N2C2m
2

∞∑
j=1

(2j1/2 + 1)rank(G)jme−2aC1j ,

(5.14)

which converges.

Finally we define the counit as εa := η†a : L2(G)→ C. Explicitly, for f ∈ L2(G),

εa(f) = 〈ηa, f〉 =
∑
V ∈Ĝ

e−aσV dim(V )

∫
G

χV (x)f(x−1) dx . (5.15)

Again for a ∈ R>0 let

Pa : L2(G)→ L2(G)

f 7→ µ(ηa ⊗ f) ,
(5.16)

µa := Pa ◦ µ and ∆a := ∆ ◦ Pa.
Proposition 5.2. L2(G), together with the family of morphisms µa, ηa, ∆a and εa for
a ∈ R>0 defined above is a strongly separable symmetric †-RFA in Hilb.

Before proving this proposition let us state a technical lemma. Let V ∈ Ĝ and define

µVa := µa|MV ⊗MV
, ηVa := e−aσV dimV χV ,

∆V
a := ∆|MV

, εVa := εa|MV
.

(5.17)

From a computation using orthogonality of the fVij we can obtain the following formulas:

Pa(f
V
ij ) = e−aσV fVij ∈MV , (5.18)

µa(f
V
ij ⊗ fVkl ) = δjke

−aσV (dim(V ))−1/2fVil ∈MV , (5.19)

∆a(f
V
ij ) = e−aσV (dim(V ))−1/2

dim(V )∑
k=1

fVik ⊗ fVkj ∈MV ⊗MV , (5.20)

εa(f
V
ij ) = e−aσV (dim(V ))1/2δij . (5.21)

Lemma 5.3. Let V ∈ Ĝ. Then MV is a strongly separable symmetric †-RFA in Hilb with
the structure maps in (5.17).
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Proof. Checking the algebraic relations is a straightforward calculation. As an example,
we compute the window element of MV .

µVa1
◦∆V

a2
◦ ηVa3

=

dim(V )∑
l=1

µVa1
◦∆V

a2
(fVll )e−a3σV (dim(V ))1/2

=

dim(V )∑
k,l=1

µVa1
(fVlk ⊗ fVkl )e−(a2+a3)σV

=

dim(V )∑
k,l=1

fVll e
−(a1+a2+a3)σV (dim(V ))−1/2

= e−(a1+a2+a3)σV dim(V )χV = ηVa1+a2+a3
,

(5.22)

which is clearly invertible.

Proof of Proposition 5.2. Let V ∈ Ĝ and let us compute the following norms.

∥∥ηVa ∥∥2
= e−2aσV (dim(V ))2〈χV , χV 〉 = e−2aσV dim(V )

dim(V )∑
k,l=1

〈fVkk, fVll 〉

= e−2aσV (dim(V ))2 .

(5.23)

Let ϕ =
∑dim(V )

i,j=1 ϕijf
V
ij ∈MV and compute

∥∥∆V
a (ϕ)

∥∥2
= e−2aσV (dim(V ))−1

dim(V )∑
i,j,k=1

|ϕij|2
∥∥fVik ⊗ fVkj∥∥2

= e−2aσV ‖ϕ‖2 , (5.24)

so
∥∥∆V

a

∥∥ = e−aσV . Since MV is a †-RFA,
∥∥εVa ∥∥ =

∥∥ηVa ∥∥ and
∥∥µVa ∥∥ =

∥∥∆V
a

∥∥.

We now would like to take the direct sum of the RFAs MV for all V ∈ Ĝ, so we check
the conditions of Proposition 2.18: the sum is convergent since it is the squared norm of
ηa ∈ L2(G) and the supremum is clearly bounded. Therefore L2(G) is an RFA.

Checking that L2(G) is strongly separable, symmetric and Hermitian is straightforward
using Lemma 5.3.

Now we turn to define an RFA structure on Cl2(G).

Proposition 5.4. The centre of L2(G) is Cl2(G) and it is a commutative †-RFA.

Proof. Let us compute the morphism Da from (4.3), which is the same as D̃a from (4.38)
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by Lemma 4.8. For ϕ =
∑

V ∈Ĝ
∑dim(V )

i,j=1 ϕVijf
V
ij ∈ L2(G) we find:

Da(ϕ) = µa2 ◦ σL2(G),L2(G) ◦∆a1(ϕ)

= µa2 ◦ σL2(G),L2(G)

∑
V ∈Ĝ

dim(V )∑
i,j,k=1

ϕVijf
V
ik ⊗ fVkj

 e−a1σV (dim(V ))−1/2

=
∑
V ∈Ĝ

dim(V )∑
i,j,k=1

ϕVije
−aσV (dim(V ))−1δijf

V
kk

=
∑
V ∈Ĝ

dim(V )∑
i=1

ϕViie
−aσV (dim(V ))−1/2χV .

(5.25)

From this equation we immediately have that Da|Cl2(G) = Pa|Cl2(G). We now show that
Da|(Cl2(G))⊥ = 0. Using (5.4), we have that ϕ ∈ (Cl2(G))⊥ ⊂ L2(G) if and only if for every

W ∈ Ĝ 〈χW , ϕ〉 = 0. We can compute this using the orthogonality relation (5.2) to get the

following: ϕ ∈ (Cl2(G))⊥ if and only if for every W ∈ Ĝ we have that
∑dim(W )

k=1 ϕWkk = 0.
By (5.25) we get that Da(ϕ) = 0.

Altogether, this shows that the limit lima→0Da (in the strong operator topology) exists
and D0 is an orthogonal projection onto Cl2(G). Therefore by Lemma 4.10 the centre of
L2(G) is Cl2(G). It is a †-RFA, since L2(G) is a †-RFA and D0 is self adjoint.

For completeness we give the comultiplication ∆
Cl2(G)
a of Cl2(G). For ϕ =

∑
V ∈Ĝ ϕ

V χV ∈
Cl2(G)

∆Cl2(G)
a (ϕ) =

∑
V ∈Ĝ

ϕV e−aσV (dim(V ))−2χV ⊗ χV . (5.26)

Remark 5.5. Note that for both L2(G) and Cl2(G), the a→ 0 limit of the multiplication
and comultiplication exists (by definition), but the a→ 0 limit of the unit and counit does
not.

5.2 State-sum construction of 2d Yang-Mills theory

In this section we give state-sum data for the 2d YM theory following [Wit]. The plaquette
weights W k

a : C→ (L2(G))⊗k for k ∈ Z≥0 and a ∈ R > 0 are

W k
a (1)(x1, . . . , xk) =

∑
V ∈Ĝ

e−aσV dim(V )χV (x1 · · · xk) , (5.27)

and the contraction and ζa are given by

βa :=
(
W 2
a

)†
, ζa := Pa , (5.28)

where Pa is as in (5.16).
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Proposition 5.6. The morphisms (5.27) and (5.28) define state-sum data.

Proof. We prove this by showing that the morphisms in (5.27) and (5.28) can be obtained
from the RFA L2(G) via Lemma 4.8.

Since the inverse of the window element of L2(G) is simply ηa, we immediately get that
ζa = Pa. Let us look at the morphisms W k

a . For k = 1 we have W 1
a = ηa. Let us assume

that for k > 1 we have W k
a1+a2

= ∆
(k)
a1 ◦ ηa2 . Then for k + 1 we see that

(id⊗ · · · ⊗ id⊗∆a3) ◦W k
a1+a2

(1)

= (id⊗ · · · ⊗ id⊗∆a3)

∑
V ∈Ĝ

e−(a1+a2)σV dim(V )χV (x1 · · ·xk)


=
∑
V ∈Ĝ

e−(a1+a2+a3)σV dim(V )χV (x1 · · ·xkxk+1) .

That βa = (W 2
a )
†

follows from L2(G) being a †-RFA.
Finally we need to check that the limit lima→0Da exists, which we have already checked

in the proof of Proposition 5.4.

After this preparation we are ready to define 2d YM theory, which maps S1 to the
centre of L2(G).

Definition 5.7. The 2-dimensional Yang-Mills (2d YM) theory with gauge group G is the
area-dependent QFT

ZGYM : Bord area2 → Hilb
S1 7→ Cl2(G)

(5.29)

of Theorem 4.5 obtained from the state-sum data in (5.27) and (5.28).

Next we compute ZGYM on connected surfaces with area and b ≥ 0 outgoing boundary
components. For b = 0 the result agrees with [Wit, Eqn. (2.51)] (see also [Rus, Eqn. (27)]).

Proposition 5.8. Let (Σ, a) : (S1)tbin → (S1)tbout be a connected bordism of genus g with
bin ingoing and bout outgoing boundary components and with area a. Then for Vj ∈ Ĝ for
j = 1, . . . , bout we have

ZGYM (Σ,a) (χV1 ⊗ · · · ⊗ χVbin )

=


∑

V ∈Ĝ e
−aσV (dim(V ))χ(Σ) · (χV )⊗bout if bin = 0

e−aσV1 (dim(V1))χ(Σ) · (χV1)⊗bout if bin ≥ 1 and V1 = · · · = Vbin
0 else

,
(5.30)

where χ(Σ) = 2− 2g− bin− bout is the Euler characteristic of Σ. For bin = 0 (bout = 0) the
source (the target) is C and the factors of χV or χVj are absent.
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Proof. We first consider the case that b := bout ≥ 1 and bin = 0. The map ϕa from (4.41)
is given by

ϕa(f
V
ij ) = µ ◦

(
id⊗(µ ◦ σL2(G),L2(G)

)dim(V )∑
k,l=1

e−aσV (dim(V ))−1fVik ⊗ fVkl ⊗ fVlj


=

dim(V )∑
k,l=1

e−aσV (dim(V ))−2δjkδklf
V
il = e−aσV (dim(V ))−2fVij .

(5.31)

Using this, we compute for a0, . . . , ag+1 ∈ R>0 with a =
∑g+1

i=0 ai that

∆(b)
ag+1
◦

g∏
i=1

ϕai ◦ ηa0 = ∆(b)
ag+1

∑
V ∈Ĝ

e−(a−ag+1)σV (dim(V ))1−2gχV


=

(x1, . . . , xb) 7→

∑
V ∈Ĝ

e−aσV (dim(V ))1−2gχV (x1 . . . xb)

 .

(5.32)

Finally, according to Part 2 of Lemma 4.12, we need to compose (5.32) with π⊗b to get
(5.30), where π : L2(G) → Cl2(G) is the projection onto the image of D0. To arrive at
(5.30), we further compute

π⊗b(χV (x1 . . . xb)) = π⊗b

 dim(V )∑
k1,...,kb=1

(dim(V ))−b/2fVk1k2
(x1) . . . fVkbk1

(xb)


= (dim(V ))1−bχV (x1) . . . χV (xb) .

(5.33)

For the case bin = bout = 0 we use functoriality. Let Σ′ the surface obtained by cutting
out a disk from Σ. Compose ZGYM (Σ′, a− a′) with εa′ and use (5.21).

For the case bin 6= 0 we need to turn back outgoing boundary components by composing
with cylinders with two ingoing boundary components and with area a, which we denote
with (C, a). Using Part 3 of Lemma 4.12, for U,W ∈ Ĝ we have

ZGYM(C, a)(χU , χW ) = e−aσU δU,V . (5.34)

Using the result for the bin = 0 case and (5.34) we get the claimed expression.

Remark 5.9. As already noted in Remark 5.5, ηa and εa|Cl2(G), i.e. the value of ZGYM on
a disc with one outgoing (resp. one ingoing) boundary component, do not have zero area
limits. On the other hand, the expression (5.30) has a zero area limit if g + bin+bout

2
≥ 2.

Indeed, the χV are orthogonal for different V and have norm ‖χV ‖ = 1, and for a given
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α ∈ Z the sum
∑

V ∈Ĝ(dim(V ))α converges if α ≤ −2. To see this, use the bijection from
(5.8) and the estimate from (5.9) to get∑

V ∈Ĝ

(dim(V ))α ≤
∑
λ∈Λ+

(dim(Vλ))
α ≤ N

∑
λ∈Λ+

|λ|mα , (5.35)

which converges for −mα > rank(G) by [Sug, Lem. 1.3]. Then use that m = (dim(G) −
rank(G))/2 and that 3 rank(G) ≤ dim(G) to get α < −1, and since α is an integer α ≤ −2.
These limits are related in [Wit] to volumes of moduli spaces of flat connections (see e.g.
[KMT] for more results and references). For example for G = SU(2) we have, for g ≥ 2
and bin = bout = 0,

lim
a→0
ZSU(2)

YM (Σ, a) (1) =
∞∑
n=1

n−2g+2 = ζ(2g − 2) , (5.36)

where ζ is the Riemann zeta-function. For general G, these functions are also referred to
as Witten zeta-functions, see e.g. [KMT].

5.3 Wilson lines and other defects

As we learned in Section 4.6, defect lines in the state-sum construction can be obtained
from some bimodules over RFAs. In order to describe Wilson line observables in 2d YM
theory, we are going to consider bimodules over L2(G) induced from finite dimensional
unitary G-modules.

Let V ∈ Ĝ and consider the Hilbert space V ⊗ L2(G). Let us define a map

ξ : V ⊗ L2(G)→ L2(G)⊗ V ⊗ L2(G)

v ⊗ f 7→ [(x, y) 7→ f(xy) y.v]
. (5.37)

One can easily check that ‖ξ‖ = 1. We define the left action of L2(G) on V ⊗ L2(G) via
the adjoint of ξ:

ρL0,0 := ξ† : L2(G)⊗ V ⊗ L2(G)→ V ⊗ L2(G)

ϕ⊗ v ⊗ f 7→
[
x 7→

∫
G

ϕ(y) y.v f(y−1x) dy

]
,

(5.38)

and for a, l ∈ R>0

ρLa,l := ρL0,0(ηa ⊗−) ◦ ρL0,0 , (5.39)

with trivial l-dependence. In the rest of this section all length-dependence will be trivial,
hence we drop the index l from the notation:

ρLa := ρLa,l , QL
a := QL

a,l , etc. (5.40)
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In Proposition 5.10 we prove that this is indeed an action, however one can also understand
this from a different argument. If we consider L2(G) with pointwise multiplication and the
same comultiplication ∆, then it is a unital and non-counital Hopf algebra. This Hopf
algebra coacts on V via v 7→ [x 7→ x.v], where we identified L2(G) ⊗ V with L2(G, V ).
Then L2(G) coacts on V ⊗ L2(G) as in (5.37) and taking the adjoint gives the action
(5.39).

We define the right action of L2(G) on V ⊗ L2(G) to be multiplication on the second
factor:

ρRb : V ⊗ L2(G)⊗ L2(G)→ V ⊗ L2(G)

v ⊗ f ⊗ ϕ 7→ v ⊗ µb(f ⊗ ϕ) .
(5.41)

We will often write ρL0 (ϕ⊗ v⊗ f) = ϕ.(v⊗ f), etc. By acting with ηa and ηb from the left
and right, respectively, we get

Q
V⊗L2(G)
a,b (v ⊗ f)(x) =

∫
G2

ηa(y) y.v f(y−1xz−1)ηb(z) dy dz . (5.42)

Similarly as for V ⊗ L2(G), we define the left action of L2(G) on L2(G) ⊗ V to be
multiplication on the first tensor factor:

ρ̄La : L2(G)⊗ L2(G)⊗ V → L2(G)⊗ V
ϕ⊗ f ⊗ v 7→ µa(ϕ⊗ f)⊗ v ,

(5.43)

and we define the right action of L2(G) on L2(G)⊗ V as follows. First let

ρ̄R0 : L2(G)⊗ V ⊗ L2(G)→ L2(G)⊗ V

f ⊗ v ⊗ ϕ 7→
[
x 7→

∫
G

f(xy−1) y−1.v ϕ(y) dy

]
,

(5.44)

and finally

ρ̄Rb := ρ̄R0 (−⊗ ηb) ◦ ρ̄R0 . (5.45)

Next we define the duality morphisms for the pair (V ⊗L2(G), V ∗⊗L2(G)) of bimodules.

Let {eVi }
dim(V )
i=1 denote an orthonormal basis of V as in Section 5.1 and {ϑVi }

dim(V )
i=1 the dual

basis. Let

γ0,b(1) :=
∑
U∈Ĝ

dim(U)∑
k,l=1

dim(V )∑
j=1

e−bσUfUkl ⊗ ϑVi ⊗ eVi ⊗ fUlk ,

γa,b(1) := (idL2(G)⊗V ∗ ⊗ρL0 (ηa ⊗−)) ◦ γ0,b(1) ,

(5.46)

and

β0,b(v ⊗ f ⊗ ϑ⊗ g) := ϑ(v)

∫
G2

ηb(x)f(y)g(y−1x−1) dy dx ,

βa,b := β0,b ◦ (ρL0 (ηa ⊗−)⊗ idL2(G)⊗V ∗) .

(5.47)
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Recall that we identified V ⊗ L2(G) with square integrable functions on G with values
in V , which we denote with L2(G, V ). We will be particularly interested in a subspace of
L2(G, V ) consisting of G-invariant functions:

L2(G, V )G :=
{
f ∈ L2(G, V )

∣∣ g.f(g−1xg) = f(x) for every g, x ∈ G
}
. (5.48)

Note that L2(G,C)G = Cl2(G).

Proposition 5.10. Let V,W ∈ Ĝ and let V ∗ be the dual G-module of V . Then

1. V ⊗L2(G) is a bimodule over L2(G) via (5.39) and (5.41), L2(G)⊗ V is a bimodule
over L2(G) via (5.43) and (5.45),

2. (V ⊗ L2(G))⊗L2(G) (W ⊗ L2(G)) = (V ⊗W )⊗ L2(G),

3. 	L2(G) (V ⊗ L2(G)) = L2(G, V )G,

4. (V ⊗ L2(G), L2(G) ⊗ V ∗) is a dual pair of bimodules with duality morphisms given
by (5.46) and (5.47).

If furthermore G is connected then

5. the bimodule V ⊗ L2(G) is transmissive if and only if V is the trivial G-module
V = C.

Proof. Part 1:
We only treat the case of V ⊗ L2(G), the proof for L2(G) ⊗ V is similar. We start by
showing associativity of the left action. Let ϕ1, ϕ2 ∈ L2(G) and v ⊗ ψ ∈ V ⊗ L2(G) and
recall that we abbreviate ρL0 (ϕ1 ⊗ v ⊗ ψ) = ϕ1.(v ⊗ ψ). Then

ϕ2.(ϕ1.(v ⊗ ψ))(x) =

∫
G2

ϕ2(z)ϕ1(y) zy.v ψ(y−1z−1x) dy dz , (5.49)

µ(ϕ2 ⊗ ϕ1).(v ⊗ ψ))(x) =

∫
G2

ϕ2(z)ϕ1(z−1w)w.v ψ(w−1x) dw dz . (5.50)

Changing the integration variable y = z−1w in (5.49) we get (5.50). Using associativity
of ρL0 and the unitality of µ, we get that lima→0Q

L
a = idV⊗L2(G) for QL

a = ρa1 ◦ (ηa2 ⊗−).
Clearly, the assignment a → ρLa is continuous, and ρLa satisfies the associativity (2.68).
Therefore V ⊗ L2(G) is a left L2(G)-module.

It is easy to see that V ⊗L2(G) is also a right L2(G)-module, so we are left to check two
conditions. First, that the two actions commute as in (2.75), which can be shown similarly
as associativity of ρLa before. Second, that the two sided action is jointly continuous in the
3 parameters, which can be shown by a similar argument as in the proof of Lemma 2.15.

Part 2:
Let Ṽ := V ⊗ L2(G), W̃ := W ⊗ L2(G), v ⊗ f ∈ Ṽ and w ⊗ g ∈ W̃ . We compute from
(2.94) that

DṼ,W̃
a (v ⊗ f ⊗ w ⊗ g)(x, y) =

∫
G2

v ⊗ t.w f(s)ηa(s
−1xt)g(t−1y) ds dt .
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So using that lima→0 Pa = id, we get that

DṼ,W̃
0 (v ⊗ f ⊗ w ⊗ g)(x, y) =

∫
G

v ⊗ t.w f(xt)g(t−1y) dt . (5.51)

By Proposition 2.51, the image of the idempotent DṼ,W̃
0 is the tensor product Ṽ ⊗L2(G) W̃ .

Let π(v⊗ f ⊗w⊗ g) := v⊗ f.(w⊗ g) and ι(v⊗w⊗ f)(x, y) := v⊗ x−1.wf(xy). Then we
have that π ◦ ι = idV⊗W⊗L2(G) and

ι ◦ π(v ⊗ f ⊗ w ⊗ g)(x, y) = v ⊗
∫
G

x−1t.w f(t)g(t−1xy) dt ,

which is equal to (5.51) after substituting t′ := x−1t. We have shown that π and ι is the

projection and embedding of the image of DṼ,W̃
0 , so in particular the image is Ṽ ⊗L2(G)W̃ =

V ⊗W ⊗ L2(G). The induced action on V ⊗W ⊗ L2(G) from (2.99) is

ρ̃Ṽ,W̃0,0 = ι ◦ (ρṼ,L0 ⊗ ρW̃,R0 ) ◦DṼ,W̃
0 ◦ π , (5.52)

which can be shown to agree with the action on V ⊗ W ⊗ L2(G) by a straightforward
calculation.

Part 3:
Recall (V ⊗ L2(G))G from (5.48). Let a ∈ R>0, v ∈ V and f ∈ L2(G). Then from (2.94)
we have

DṼ
a (v ⊗ f)(x) =

∫
G2

ηa(yz
−1x) y.v f(y−1z) dy dz

w=yz−1

=

∫
G2

ηa(wx) y.v f(y−1wy) dy dw .

(5.53)

If v ⊗ f ∈ (V ⊗ L2(G))G then DṼ
a (v ⊗ f) = (idV ⊗Pa)(v ⊗ f) and hence v ⊗ f ∈ im(DṼ

0 ).
Let h ∈ G and compute

h.DṼ
a (v ⊗ f)(h−1xh) =

∫
G2

ηa(wh
−1xh)hy.v f(y−1wy) dy dw

ηa∈Cl2(G)
=

∫
G2

ηa(hwh
−1x)hy.v f(y−1wy) dy dw

z=hwh−1

=

∫
G2

ηa(zx)hy.v f(y−1h−1why) dy dz

q=hy
=

∫
G2

ηa(zx) q.v f(q−1wq) dq dz

=DṼ
a (v ⊗ f)(x) .

(5.54)

Since h.(−) : V ⊗ L2(G)→ V ⊗ L2(G) is continuous, we can exchange it with lima→0(−),

so DṼ
0 (v ⊗ f) ∈ (V ⊗ L2(G))G. Using the identification V ⊗ L2(G) ∼= L2(G, V ) we arrive

at im(DṼ
0 ) = L2(G, V )G, which is, by Proposition 2.51, 	L2(G) (V ⊗ L2(G)).
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Part 4:
It is easy to see from the definition of βa,b and γa,b that the zig-zag identities in (2.82) hold.
So we only need to show that βa,b intertwines the actions as in (2.83). We compute

β0,b(ϕ.(v ⊗ f)⊗ g ⊗ ϑ) =

∫
G3

ηb(z)ϕ(x)ϑ(x.v)f(x−1y)g(y−1z−1) dx dy dz ,

β0,b(v ⊗ f ⊗ (g ⊗ ϑ).ϕ) =

∫
G3

ηb(z)f(y)g(y−1z−1x−1)(x−1.ϑ)(v)ϕ(x) dx dy dz

G acts on V ∗
=

∫
G3

ηb(z)ϕ(x)ϑ(x.v)f(y)g(y−1z−1x−1) dx dy dz

y=x−1u
z=x−1wx= ηb(x

−1wx)ϕ(x)ϑ(x.v)f(x−1u)g(u−1w−1) dx du dw

ηb∈Cl2(G)
=

∫
G3

ηb(w)ϕ(x)ϑ(x.v)f(x−1u)g(u−1w−1) dx du dw ,

(5.55)

which are equal. Composing with Q
V⊗L2(G)
a,0 ⊗QV ∗⊗L2(G)

a,0 shows that (2.83) holds for every
a, b ∈ R>0 too.

Part 5:
Since ρa,b = Qa,b ◦ ρ0,0, it is enough to consider Qa,b. As we already noted in (2.71),
Q−,− : (R≥0)2 → B(Ṽ ) is a two parameter strongly continuous semigroup. This defines
two one parameter semigroups Q1

a := Qa,0, Q2
b := Q0,b and Qa,b depends solely on a + b,

if and only if these two one parameter semigroups are the same, see also the discussion
before Definition 2.4 in [KS]. One parameter semigroups are completely determined by
their generators, so we calculate these now.

Let v ∈ V and W ∈ Ĝ. Then

Qa,b(v ⊗ fWij )(x) = e−bσWQa,0(v ⊗ fWij )(x)

= e−bσW
∫
G

∑
U∈Ĝ

e−aσU dim(U)χU(s) s.v fWij (s−1x) ds . (5.56)

Using this, and writing Hi for the generator of Qi for i = 1, 2, we have

H1(v ⊗ fWij )(x) =
d

da
Q1
a(v ⊗ fWij )|a=0(x)

= lim
a→0

∑
U∈Ĝ

−σUe−aσU dim(U)

∫
G

χU(s) s.v fWij (s−1x) ds
(5.57)

and H2(v ⊗ fWij ) = −σW v ⊗ fWij .
Let v := eVk and W := C. Note that MC are constant functions. Then

H1(eVk ⊗ 1) = (−σV ) dim(V )

∫
G

χV (s) s.eVk ds = −σV eVk ⊗ 1 ,
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aL aR

Figure 16: Cylinder (C, aL, aR, V ) with ingoing boundaries and a Wilson line with label V ∈ Ĝ.
The area of the surface components left and right to the Wilson line is aL and aR respectively.

which is nonzero if and only if V 6∼= C. Furthermore, H2(eVk ⊗ 1) = 0. So if V 6∼= C then
V ⊗ L2(G) is not transmissive.

Clearly, if V ∼= C then C ⊗ L2(G) = L2(G) and by unitality of the product on L2(G)
the bimodule C⊗ L2(G) is transmissive.

In terms of Section 4.7, we can interpret these results as follows. Let (S1, V,+) be
a circle with a positively oriented marked point where a Wilson line with label V ∈ Ĝ
crosses. Then the corresponding state space is

ZGYM(S1, V,+) = L2(G, V )G . (5.58)

Let V,W ∈ Ĝ. Furthermore, the fusion of two Wilson lines with labels V and W is again
a Wilson line with label V ⊗W .

In the following we show that the value of ZGYM on closed surfaces with Wilson lines
agrees with the expression in [CMR, Sec. 3.5]. Let (Σ,A) = (Σ,A,L) be a closed surface
with area and defects with L = 0. Since Σ is closed, the defect lines in Σ, denoted with
Σ[1], are closed curves. In order to compute ZGYM on (Σ,A) we decompose it into convenient
smaller pieces as follows. For every x ∈ Σ[1] with defect label d1(x) = Vx⊗L2(G) for some

Vx ∈ Ĝ take a collar neighbourhood of x in Σ, which is a cylinder with x running around it.
Denote the corresponding bordism with area and defects with both boundary components
ingoing with (Cx, a

L
x , a

R
x , Vx), where aLx and aRx are the area of the surface components to

the left and right of x respectively. Denote with (Σ′,A′) the bordism with area with all
outgoing components, which is formed by removing

⊔
x∈Σ[1]

(Cx, a
L
x , a

R
x , Vx) from (Σ,A). We

have

(Σ,A) =
( ⊔
x∈Σ[1]

(Cx, a
L
x , a

R
x , Vx)

)
◦ (Σ′,A′) . (5.59)

Note that (Σ′,A′) is a bordism with area but without defects, therefore using Proposi-
tion 5.8 and monoidality we can compute ZGYM on it. The final ingredient we need is:

Lemma 5.11. Let (C, a, b, V ) be a cylinder with a Wilson line with label V ∈ Ĝ as

in Figure 16, U ∈ Ĝ and let U ⊗ V ∼=
⊕

W∈ĜW
NW
U,V be the decomposition into simple

G-modules, for some integers NW
U,V . Then

ZGYM(C, a, b, V )(χU ⊗ χW ) = e−aσU−bσWNW
U,V . (5.60)
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Sketch of proof. The morphism ZGYM(C, a, b, V ) is given by the diagram

(0, b2; Ṽ )

(0, b1; Ṽ )

(0, 0; Ṽ )

(a, 0; Ṽ )

Cl2(G) Cl2(G)

. (5.61)

After a straightforward calculation and some manipulation of multiple integrals we get for
ϕ, ψ ∈ Cl2(G) that

ZGYM(C, a, b, V )(ϕ⊗ ψ) =

∫
G3

ηa(z)ϕ(z−1y)χV (y)ψ(y−1p−1)ηb(p) dp dy dz . (5.62)

Finally using ∫
G

χU(y)χV (y)χW (y−1) = NW
U,V , (5.63)

which follows from basic properties of characters and character orthogonality, we get (5.60).

Remark 5.12. The computation of the defect cylinder in the above lemma allows one
to interpret states of the 2d YM theory in terms of Wilson lines. Namely, let (D, a, b, V )
be a disc with outgoing boundary and with embedded defect circle oriented anti-clockwise
and labeled by V ∈ Ĝ. The area inside the circle is a and the one outside is b. The
corresponding amplitude is〈

χW ,ZGYM(D, a, b, V )〉 = ZGYM(C, a
2
, b, V )(ηa

2
⊗ χW )

=
∑
U∈Ĝ

e−aσU−bσW dim(U)NW
U,V . (5.64)

For a given W , the sum is finite. One checks from this expression that

lim
a→∞
b→0

ZGYM(D, a, b, V ) = χV . (5.65)

Thus we can picture the state χV ∈ ZGYM(S1) informally as the disc (D,∞, 0, V ) with
zero area outside of the circle and infinite area inside the circle (and which is hence not
an allowed bordism with area). From this point of view the action (5.60) of the cylinder
is no surprise as by Theorem 4.20 it amounts to the fusion of defect lines, which by
Proposition 5.10 (2) is given by the tensor product of G-representations.
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Proposition 5.13. For x ∈ Σ[1] let ρxR ∈ π0(Σ′) be the connected component which is
glued to Cx on the right side of x in (5.59) and define ρxL ∈ π0(Σ′) similarly to be the
connected component glued from the left. Using the notation from above we have

ZGYM(Σ,A) =
∏

ρ∈π0(Σ′)

∏
x∈Σ[1]

∑
Uρ∈Ĝ

e−aρσUρ (dim(Uρ)
χ(ρ)N

Uρx
R

Uρx
L
,Vx

, (5.66)

where aρ ∈ R>0 is the area of ρ.

The expression in (5.66) matches the expression in [CMR, (3.28)] (see also [Rus, Sec. 5]).

Defects from automorphisms of G

Another way of obtaining bimodules is by twisting the actions on the trivial bimodule by
an algebra automorphism as we saw in Example 2.39. In the rest of this section we will
introduce automorphisms of L2(G) (seen as an RFA) using automorphisms of G.

Let α ∈ Aut(G), V ∈ Ĝ and denote with αV the G-module obtained by precomposing
the action on V with α. Let H denote the Haar measure on G and α∗H the induced
measure. This is a left invariant normalised measure, hence by the uniqueness of such
measures α∗H = H. As a consequence, the Haar integral is invariant under Aut(G).

Lemma 5.14. Let α ∈ Aut(G). Then precomposition with α is an automorphism of the
RFA L2(G) and defines a group homomorphism Aut(G)→ AutRFrob(Hilb)(L

2(G))op.

Proof. Clearly, invariance of the Haar measure implies that α∗ = (−) ◦ α is unitary. We
first show that α∗ commutes with the product. Let ϕ1, ϕ2 ∈ L2(G) and compute:

µ((ϕ1 ◦ α)⊗ (ϕ2 ◦ α))(x) =

∫
G

ϕ1(α(z))ϕ2(α(z−1x)) dz

y=α(z)
=

∫
G

ϕ1(y)ϕ2(y−1α(x)) dy = µ(ϕ1 ⊗ ϕ2)(α(x)) ,

(5.67)

where we used that the Haar measure on G is invariant under α. Next, we show that
ηa ◦ α = ηa.

ηa ◦ α =
∑
V ∈Ĝ

e−aσV dim(V )χV ◦ α =
∑
V ∈Ĝ

e−aσV dim(V )χαV

=
∑
V ∈Ĝ

e−aσαV dim(αV )χαV = ηa ,
(5.68)

where we used that αV has the same dimension as V and that the Casimir element is
invariant under α. The latter can be understood as follows. The Lie group automorphism
α induces an automorphism on the Lie algebra of G, and the Casimir element is defined in
terms of an orthonormal basis of the Lie algebra with respect to an invariant non-degenerate
pairing, for example the Killing form.

Since L2(G) is a †-RFA and α∗ is a unitary regularised algebra morphism, α∗ is an RFA
morphism.
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Let Lα := α∗L
2(G)id denote the transmissive twisted bimodule from Example 2.39. By

Examples 2.44 and 2.53 these bimodules have duals and can be tensored together, i.e. we
can label defect lines with them. For convenience we list these results here. Then

• (Lα, Lα−1) is a dual pair of bimodules,

• Lα1 ⊗L2(G) Lα2
∼= Lα2◦α1 , for α1, α2 ∈ Aut(G),

• 	L2(G) Lα ∼= { f ∈ L2(G) | f(gxα(g−1)) = f(x) for every g, x ∈ G },

where the last equation can be be computed from DLα
0 of (2.94).

The following lemma can be proven similarly as Lemma 5.11.

Lemma 5.15. Let α ∈ Aut(G) and (C, a, b, Lα) denote a cylinder as in Figure 16 with
the defect line labeled with Lα. Then for U,W ∈ Ĝ we have

ZGYM(C, a, b, Lα)(χU ⊗ χW ) = e−(a+b)σW δαU,W . (5.69)

The following lemma shows that for some particular choices of α, these bimodules could
provide new examples.

Lemma 5.16. Let α ∈ Aut(G) and V ∈ Ĝ. Then

1. Lα ∼= Lid = L2(G) as bimodules if and only if α is inner,

furthermore if G is connected,

2. Lα ∼= V ⊗ L2(G) as bimodules if and only if α is inner and V ∼= C as G-modules.

Proof. Part 1: Let us assume that α(x) = g−1xg for for some g ∈ G. We define ϕ : Lα →
Lid as ϕ(f)(x) := f(gx), which is clearly bounded and invertible. To show that it is an
intertwiner calculate for ψ ∈ L2(G) and f ∈ Lα:

ϕ(ψ.f)(x) =

∫
G

ψ(g−1yg)f(y−1gx) = z=g−1yg=

∫
G

ψ(z)f(gz−1x) = ψ.ϕ(f)(x) . (5.70)

Conversely, let us assume that Lα ∼= Lid. Let (S1 × [0, 1], a, b, Lα) be a cylinder as in
Lemma 5.15, just with one of the boundary components being outgoing. Then we have
that

ZGYM(S1 × [0, 1], a, b, Lα)(χV ) = e−(a+b)σV χαV . (5.71)

But since Lα ∼= Lid, by a direct computation one can see that the operator in (5.71) is the
same as the operator assigned to a cylinder without defect lines and with area a+ b, so we
have for every V ∈ Ĝ that

χαV = χV , (5.72)
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which is equivalent to αV ∼= V for every V ∈ Ĝ. This means that the highest weight of

αV and V are equal for every V ∈ Ĝ, which holds if and only if α corresponds to the
trivial automorphism of the Dynkin diagram of G. This is equivalent to α being an inner
automorphism [Kna, Ch. VII].

Part 2 follows directly from the fact that Lα is transmissive, Part 1 of this lemma and
Part 5 of Proposition 5.10.

Using Lemma 5.15 and Part 1 of Lemma 5.16 we can show the following proposition.

Proposition 5.17. Let (Σ,A) and (Σ′,A′) be as in Proposition 5.13 with every defect
line x ∈ Σ[1] labeled by Lαx for αx ∈ Aut(G). Then

ZGYM(Σ,A) =
∏

ρ∈π0(Σ′)

∏
x∈Σ[1]

∑
Uρ∈Ĝ

e−aρσUρ (dim(Uρ)
χ(ρ)δαxUρx

L
,Uρx

R
,

(5.73)

where aρ ∈ R>0 is the area of ρ. In particular, if αx is inner for every x ∈ Σ[1] then (5.73)
agrees with (5.30), the value of ZGYM on (Σ,A) without defects.

The following is an example of a non-trivial twist-defect.

Example 5.18. Let us assume that G is furthermore simply connected. Then Out(G),
the group of outer automorphisms of G, is isomorphic to the group of automorphisms of
the Dynkin diagram of G [Kna, Ch. VII].

Let G := SU(N) for N ≥ 3. Then Out(G) ∼= Z2 and its generator, which we now denote
with α, corresponds to complex conjugation. We have that αV ∼= V ∗ for every V ∈ Ĝ. We
can apply Proposition 5.17, so for example for a torus T 2 with one non-contractible defect
line with defect label Lα we have

ZSU(N)
YM (T 2, a) =

∑
U∈Ĝ, U∼=U∗

e−aσU .
(5.74)

A Appendix: A bimodule with singular limits

In this example we illustrate that not every bimodule over regularised algebras comes from
a left- and right module with commuting actions. Namely, we construct two regularised
algebras AL and AR and an AL-AR-bimodule M , such that the two sided action ρa,l,b does
not provide a left module structure as in Remark 2.38 since the limit in (2.76) does not
exist.

Let A be C[x]/〈x2〉 as an algebra in Hilb with orthonormal basis {1, x}. Let n ∈ Z≥1

and Mn ∈ Hilb be spanned by orthonormal vectors v0 and v1. We define a left A-module
structure on Mn by

x.v0 = en
2

v1 and x.v1 = 0 . (A.1)

Since A is commutative, (A.1) defines a right A-module structure on Mn as well and
together we have an A-A-bimodule structure.
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Next we turn A into a regularised algebra in two ways. Let hL := x−n ∈ A and denote
with ALn the regularised algebra structure on A defined as in Example 3 by setting

PALn
a (p) := eah

L

p (A.2)

for p ∈ AL and a ∈ R>0. Let µ
ALn
a denote the product and η

ALn
a = e−an(1 + ax) the unit.

Similarly, define the regularised algebra ARn using hR := x− n3.
We turn the A-A-bimodule Mn from above into an ALn-ARn -bimodule over regularised

algebras via Proposition 2.41 and by taking the l-dependence to be trivial. We denote the
resulting action by ρMn

a,b . The semigroup action is given by

QMn
a,b (m) := eah

L+bhR .m = e−an−bn
3

(1 + (a+ b)x).m , (A.3)

for m ∈Mn.
Let us consider

AL :=
⊕
n∈Z≥1

ALn , AR :=
⊕
n∈Z≥1

ARn and M :=
⊕
n∈Z≥1

Mn . (A.4)

We claim that for every a, b ∈ R>0 we have∑
n∈Z≥1

∥∥∥ηALna ∥∥∥2

<∞ and
∑
n∈Z≥1

∥∥∥ηARnb ∥∥∥2

<∞ (A.5)

and furthermore

sup
n∈Z≥1

{∥∥∥µALna ∥∥∥} <∞ , sup
n∈Z≥1

{∥∥∥µARnb ∥∥∥} <∞ and sup
n∈Z≥1

{∥∥ρMn
a,b

∥∥2
}
<∞ . (A.6)

So by Proposition 2.18, AL and AR are regularised algebras and by Proposition 2.40 M is
a AL-AR-bimodule. However the limit

lim
b→0

ρMa,b1 ◦
(

idAL⊗M ⊗ηA
R

b2

)
, (A.7)

where b = b1 + b2, does not exist, i.e. M is not a left AL-module.
Showing (A.5) is a direct calculation and we omit it. We now show that (A.6) holds.

We compute for p = p0 + p1x ∈ ALn , m = m0v0 +m1v1 ∈Mn and q = q0 + q1x ∈ ARn that

ρMn
a,b (p⊗m⊗ q) = QMn

a,b (pq.m)

= QMn
a,b

(
p0q0m0v0 +

(
(p0q1 + p1q0)m0e

n2

+ p0q0m1

)
v1

)
= e−an−bn

3
(
p0q0m0v0 +

(
p0q0m1 + [p0q0(a+ b) + (p0q1 + p1q0)]m0e

n2
)
v1

)
.

(A.8)

Using this we compute the value of the adjoint of the action on f = f0v0 + f1v1 as(
ρMn
a,b

)†
(f) = e−an−bn

3
(
f0 + (a+ b)en

2

f1

)
1⊗ v0 ⊗ 1

+ e−an−bn
3

f1

(
1⊗ v1 ⊗ 1 + en

2

(1⊗ v0 ⊗ x+ x⊗ v0 ⊗ 1)
)
.

(A.9)
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Let f have ‖f‖ = 1 and compute the norm of (A.9)∥∥∥(ρMn
a,b

)†
(f)
∥∥∥2

= e−2an−2bn3

(∣∣∣f0 + (a+ b)en
2

f1

∣∣∣2 + |f1|2
(

1 + 2e2n2
))

, (A.10)

from which we get by estimating |f0| ≤ 1 and |f1| ≤ 1 that∥∥ρMn
a,b

∥∥2
=
∥∥∥(ρMn

a,b

)†∥∥∥ ≤ e−2an−2bn3
(

1 + 2(a+ b)en
2

+
(
2 + (a+ b)2

)
e2n2

)
. (A.11)

By a similar argument, without giving the details, we obtain the following estimates:∥∥∥µALna ∥∥∥2

≤ e−2an
(
2 + a+ a2

)
and

∥∥∥µARnb ∥∥∥2

≤ e−2bn3 (
2 + b+ b2

)
. (A.12)

From (A.11) and (A.12) it follows that (A.6) holds.
Finally we give a lower estimate of the norm of the morphism in (A.7) restricted to

ALn ⊗Mn without the b→ 0 limit:∥∥∥ρMa,b1 ◦ (idALn⊗Mn
⊗ηARb2

)∥∥∥2

=
∥∥ρMn

a,b ◦
(
idALn⊗Mn

⊗1
)∥∥2

≥ e−2an−2bn3 1

2

((
1 + (a+ b)en

2
)2

+ 1 + e2n2

)
.

(A.13)

We arrived to this estimate by computing the norm of the adjoint of (A.7) before taking the
limit b→ 0 evaluated at f ∈Mn, as we did in (A.10), and then by choosing f0 = f1 = 1√

2
.

Thus the b→ 0 limit in (A.7) cannot give a bounded operator.
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