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MODULE TRACES AND HOPF GROUP-COALGEBRAS

ANDRES F. FONTALVO OROZCO AND AZAT M. GAINUTDINOV

Abstract. Let H be a finite-dimensional pivotal and unimodular Hopf algebra over a field k.

It was shown in [BBGa] that the projective tensor ideal in H -mod admits a unique non-

degenerate modified trace, a natural generalisation of the categorical trace. This paper

provides an extension of this result to a much more general setting. We first extend the notion

of the modified trace to the so-called module trace for a given k-linear module category M
over a pivotal category C equipped with a module endofunctor. We provide a non-trivial class

of examples of such module traces. In particular, we show that any finite-dimensional pivotal

Hopf k-algebra, not necessarily unimodular, admits a non-degenerate module trace on its

projective tensor ideal. We also extend this result to pivotal Hopf group-coalgebras of finite

type, and we give explicit calculations for the family of Taft Hopf algebras and non-restricted

Borel quantum groups at roots of unity.
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1. Introduction

Let C be a pivotal k-linear category, which means that C is a rigid monoidal category where

the left duality functor ∗(−) agrees monoidally with the right one (−)∗. We will also assume

that the endomorphism ring of the tensor unit 1 is the ground field k. This is the context

where one can introduce [Tu] an important notion of the (right) categorical trace trC. It is a

family of k-linear maps

trCV : EndC(V )→ k ,

trCV (f) = ẽvV ◦ (f ⊗ idV ∗) ◦ coevV ∈ EndC(1) ,

where the corresponding endomorphism of 1 can be identified with an element of k, and

here we used the left coevaluation map coevV : 1 → V ⊗ V ∗ and the right evaluation map

ẽvV : V ⊗ V ∗ → 1. One can similarly introduce the left categorical trace using the other pair

of duality maps.

The trace trC plays a central role in the Reshetikhin–Turaev (RT) construction [RT, Tu] of

isotopy invariants of links, here one should also assume that C is ribbon and in this case the

left and right categorical traces agree. A coloring of the link components by objects from C
provides an endomorphism in C that can be evaluated with the categorical trace and this

gives a numerical topological invariant of the link. This invariant can be further extended to

the so-called Reshetikhin–Turaev–Witten (RTW) invariant of oriented 3d manifolds via the

surgery presentation where one additionally assumes C to be semisimple and modular.

Recent developments in the low-dimensional topology [KL, GPMT, GPMV, CGP, BCGP,

BBGe, DRGPM] have been paying more attention to non-semisimple ribbon categories. The

belief and a matter of fact is that the non-semisimple categories might provide finer topological

invariants than RTW ones [CGP, BCGP]. The problem here with the RT construction of link

invariants is that it does not basically see a difference between a non-semisimple category C



MODULE TRACES AND HOPF GROUP-COALGEBRAS 3

and its semi-simplification Cs.s., the reason is that many morphisms in C are in the kernel

of trC, so effectively trC factors through Cs.s.. Actually, trC provides a non-degenerate pairing

of HomC spaces if and only if C is semisimple.

The problem of degeneracy of trC appears, for example, in representation categories of

quantised Lie algebras Uq g at q roots of unity and for super Lie algebras even at generic

values of q. To overcome the problem of degeneracy of the categorical trace, an axiomatic

approach to traces on tensor ideals was proposed in [GPMT, GKPM2, GPMV]. We recall that

a right tensor ideal I in C is a full subcategory closed under retracts (i.e. direct summands

in the abelian case) and under tensor products of type X ⊗ V , for X ∈ I and V ∈ C, and

similarly for left ideals.

A right trace on a right tensor ideal I, also called right modified trace, is a family of k-linear

functions

(1.1) {tX : EndC(X)→ k}X∈I

satisfying cyclicity tX(g ◦ f) = tY (f ◦ g), for any two morphisms f : X → Y and g : Y → X,

and the right partial trace property:

(1.2) tX⊗V (f) = tX


f

X
V

for X ∈ I, V ∈ C, and any f ∈ EndC(X ⊗ V ), and here we used the standard graphical

presentation of coevV and ẽvV maps. A left modified trace on left tensor ideals is defined

similarly. This modified trace comes as a very natural generalisation of the categorical trace,

which is the modified trace for the choice I = C. Indeed, if C is semisimple there exists a

unique up-to-scalar and non-degenerate solution to the both conditions (cyclicity and partial

trace) proportional to trC.

The modified trace plays an important role in several types of generalisations of the RT and

RTW constructions. In particular, an extension based on the Hennings construction [He] of

three-dimensional manifold invariants with links was provided in [BBGe]. Furthermore, for a

factorisable Hopf algebra this construction was extended till the level of 3d TQFTs [DRGPM].

The starting step here is to construct invariants of framed links with components colored by

objects from a tensor ideal I in a given ribbon category C, e.g. the ideal of projective objects.

This is like in the RT construction, however an endomorphism in I corresponding to the link

should be evaluated with the modified trace t on I instead of trC. As we already mentioned,

the categorical trace is very often zero on such endomorphisms and the standard Reshetikhin–

Turaev prescription would give here a trivial invariant.

For a large class of tensor ideals in a pivotal category C and under rather technical as-

sumptions on these ideals, modified traces were described in [GKPM2]. In particular, it was

shown [GR] that any finite factorisable category (and thus any modular tensor category in
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the sense of [Sh]) admits a unique and non-degenerate modified trace on its ideal of projective

objects. However, an explicit construction was either missing or too complicated for actual

calculations.

A good amount of examples of pivotal categories are provided by pivotal Hopf algebras,

those where the square of the antipode can be expressed via the conjugation by a group-like

element, called pivot g. For a finite-dimensional pivotal Hopf algebra H over a field k and

for its tensor ideal H -pmod of projective H-modules, it was recently proven in [BBGa] that a

non-zero modified trace exists and unique (up to a scalar) under the unimodularity condition

on H, i.e. when the spaces of left and right co-integrals of H agree. Moreover, the trace

was constructed using the Hopf algebra integral: the (right) modified trace t on H -pmod is

uniquely defined by its values on the regular representation H, and the formula of [BBGa]

says that

(1.3) tH(f) = µ
(
g · f(1)

)
, f ∈ EndH(H) ,

where µ ∈ H∗ is the right integral. Typical examples here are the small quantum groups [L]

associated to any simple Lie algebra g of finite rank. In this case, the integrals and thus the

modified traces can be computed explicitly, see [BBGa, Secs. 7 & 8] for ADE type.

The result of [BBGa] was then further generalized [Ha] to the case of pivotal and unimodular

Hopf G-coalgebras of finite type, where G is a group. Here again, the theory of integrals, now

G-integrals, plays a crucial role in constructing the modified trace. What is interesting about

this last generalisation is that it provides modified traces for a large class of not necessarily

finite categories, here the categories are so-called G-graded categories, the only condition is

that the category should be grade-wise finite.

Our first extension of the main theorem in [BBGa] is that the modified trace on H -pmod

exists if and only if the algebra is unimodular, the same applies to Hopf G-coalgebras. There-

fore, if a pivotal Hopf algebra is not unimodular its tensor ideal H -pmod does not posses a

non-zero modified trace. The famous Hopf algebras such as Sweedler’s 4-dimensional one,

the Taft Hopf algebras and more generally the Borel parts of quantum groups are all non-

unimodular, and therefore they do not have modified traces. And one of the motivations of

our work was to explore further this non-unimodular case and to see if a more general notion

of a trace plays a role similar to the modified trace.

In this paper, we first introduce a slight generalisation of the modified trace for a general

module category M over C equipped with a module endofunctor Σ, called below module

trace in Definition 2.4. This was inspired by the concept of trace maps on endocategories

developed in [BPW]. Note that a tensor ideal is nothing but a particular example of a module

category with identity endofunctor, we provide also more examples of pairs (M,Σ). Such a

generalisation turned out to be a useful framework for studying analogues of modified traces

for Hopf algebras and Hopf G-coalgebras which are not necessarily unimodular.
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We recall that a Hopf algebra H is non-unimodular if and only if the distinguished group-

like element α ∈ H∗, also called modulus, is not equal to the counit ε of H. The modulus

provides an algebra automorphism:

(1.4) ϕ : H → H , h 7→ (α⊗ id) ◦∆(h)

and therefore this defines an endofunctor ϕ∗ on H -pmod given by the twisting P 7→ ϕP ,

where ϕP is the same vector space as P but with the H-action twisted by ϕ. Note that this

functor is the identity if and only if the algebra is unimodular. A first reasonable problem

here is existence of a module trace on the module categoryM = H -pmod equipped with the

module endofunctor Σ = ϕ∗. In other words, we are interested in a certain “twisted” version

of the modified trace on H -pmod which is given by a family of k-linear maps

(1.5) {tP : HomC
(
P, ϕ∗(P )

)
→ k}P∈H -pmod

which are ϕ∗-cyclic in the sense

(1.6) tP (f ◦ g) = tP ′
(
ϕ∗(g) ◦ f

)
for all morphisms P

g→ P ′ and P ′
f→ ϕ∗(P ), and the maps tP satisfy a twisted analogue

of the right partial trace condition formulated in (2.13). Our main result is that any finite-

dimensional pivotal Hopf algebra admits such a module trace, and it is again, as in [BBGa],

related to the space of integrals in H.

Theorem 1.1. Let (H, g) be a finite dimensional pivotal Hopf algebra over a field k with

modulus α. The space of right module traces on (H -pmod, ϕ∗) is 1-dimensional and the

traces are determined uniquely by its values on the regular representation:

(1.7) tH(f) = µ
(
g · f(1)

)
, f ∈ HomH(H, ϕH) ,

where µ is the right integral.

In particular, H -pmod has a non-zero modified trace if and only if H is unimodular.

This theorem is a part of Corollary 6.1 where we prove a more general result: if one

replaces the modulus α in (1.4) by any other group-like functional on H and considers the

corresponding module endofunctor, then the space of module traces is zero dimensional.

Moreover, we actually work in the G-graded framework and most of the statements are

made for Hopf G-coalgebras. In particular, the full version of the above theorem (including

the case of left traces) is Theorem 5.6. The ordinary Hopf algebra case can be always recovered

choosing G to be the trivial group. We provide also examples of explicit calculations of the

module trace for the already mentioned non-unimodular Hopf algebras: for Taft algebras,

and in the case of non-trivial Hopf G-coalgebras, we analyse the positive Borel part of the

unrestricted quantum sl(2) at roots of unity. Here, G is some non-finite non-abelian group.

For module traces in general, we also provide a pull-back construction. A sufficiently

nice functor between module categories enables us to transport trace maps from the target
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category. This gives our second result: an explicit construction of large classes of tensor

ideals in H -mod for H a Hopf group-coalgebra, and module traces on them. The details are

in Section 2.4. We consider an application of this pull-back construction to a large class of

Hopf algebras related to small quantum groups in our second paper [FOG].

We believe that our theory of twisted traces (or module traces more generally) should pro-

vide an important ingredient for an extension of the Kuperberg invariants [Ku] for manifolds

involving links, or more generally ribbon graphs. Recall that in the Kuperberg construction

a special case is played by so-called balanced Hopf algebras where the square of the antipode

is expressed via a conjugation with the distinguished group-like element, we called it here

co-modulus. Typical examples of such Hopf algebras are provided by non-unimodular Hopf

algebras like Borel parts of small quantum groups. Therefore, it would be interesting to study

what role our module trace plays in the Kuperberg construction.

We should mention that while working on this paper we learned that N. Geer, J. Kujawa,

and B. Patureau-Mirand were defining [GKPM3] a notion “m-trace” which is related to our

module trace. However, they use different techniques and their work generalises the theory

of modified traces as established in [GKPM2] in the unimodular case.

The paper is organised as follows. We begin with description of some known results on

trace maps on endocategories in Section 2. In this section we also describe our conventions on

module categories and give a definition to module traces, with several examples, and establish

few important results on them, like the pull-back construction and the so-called Reduction

lemma. Then, we briefly discuss G-categories and their module categories in Section 3. In

Section 4, we make a short survey of Hopf G-coalgebras and introduce a family of endofunctors

on their categories of modules. In Section 5, we state and prove our main theorem. In

Sections 6 and 7, we consider an application of the main theorem in explicit calculations of

module traces for the Taft Hopf algebra and the Borel part of the non-restricted quantum

sl(2) at roots of unity. In the appendix, we recall basic definitions around module categories.
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nizers of conference “TQFT and Categorification” in Cargese in April, 2018, where some of

our results were presented. AFFO thanks the University of Tours for their hospitality during

June 2018. AFFO is supported by NCCR SwissMap. AMG also thanks Institute of Mathe-

matics in Zurich University for kind hospitality during 2017 and 2018. AMG is supported by
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2. Endocategories and traces

Given a category D together with an endofunctor Σ: C → C, we call the pair (D,Σ) an

endocategory. Any category can be seen as an endocategory with the identity endofunctor
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Σ = Id. In this case we often write D instead of (D, Id). In case D carries extra structure, it

is assumed, unless otherwise specified, that Σ respects this structure in an appropriate sense,

for instance, we say (D,Σ) is k-linear if both D and Σ are. For X ∈ D and a morphism g, we

will use the short-hands ΣX and Σg for Σ(X) and Σ(g), respectively. The morphism spaces

will be denoted by D(X, Y ).

The following definition is due to [BPW].

Definition 2.1. Given a k-linear endocategory (D,Σ), a trace map on it is a family of k-linear

maps

{tX : D(X,ΣX)→ k}X∈D
such that

(2.1) tX(f ◦ g) = tY
(
Σ(g) ◦ f

)
for all morphisms X

g→ Y and Y
f→ ΣX. We also say in this case that the family t is Σ-cyclic.

Remark 2.2. Taking in the above definition Y = ΣX and f = id, we see that trace maps

on an endocategory (D,Σ) are Σ-invariant:

tX(g) = tΣX(Σg) .

Furthermore, the case when Σ is the identity functor recovers the usual notion of a trace map

on a k-linear category. In particular, the categorical trace trC on a pivotal category C is a

trace map in this sense.

A useful construction on the study of trace maps on endocategories is the so-called Hochschild-

Mitchel complex CH•(D,Σ), first studied in the untwisted case, Σ = Id, in [Mit], and in the

general case in [BPW, Sec. 4]. It is a simplicial vector space defined as follows

(2.2) CHn(D,Σ) :=
⊕

X0,..,Xn∈D

D(X0,ΣXn)⊗k D(X1, X0)⊗k ...⊗k D(Xn, Xn−1)

with face maps

(2.3) di(f0 ⊗k ...⊗k fn) :=

{
f0 ⊗k ...⊗k fi ◦ fi+1 ⊗k ...⊗k fn i 6= n

Σfn ◦ f0 ⊗k f1 ⊗k ...⊗k fn−1 i = n

and degeneracies

(2.4) si(f0 ⊗k ...⊗k fn) := f0 ⊗k ...⊗k fi ⊗k idxi ⊗k fi+1 ⊗k ...⊗k fn .

As usual we can see it as a chain complex with boundary maps ∂ =
∑

i(−1)idi. The

homology of this complex is denoted by HH•(D,Σ) and its 0-th degree is given by

(2.5) HH0(D,Σ) =
⊕
X∈D

D(X,ΣX)
/
〈f ◦ g − Σ(g) ◦ f〉.

It is easy to see that trace maps on (D,Σ) are in bijective correspondance with linear forms

on HH0(D,Σ). In other words, this space is the universal trace Tr(D,Σ) of [BPW, Sec. 3].
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2.1. Module categories and conventions. In what follows, we assume C to be a k-linear

monoidal category. A brief introduction to C-module categories and C-module functors can

be found in Appendix A, the reader is also encouraged to check with [EGNO, Ch. 7] for a

more complete account of the module category theory.

Let M be a right C-module category and Σ: M → M a C-module endofunctor with its

module structure

σP,V : Σ(P � V )→ Σ(P )� V .(2.6)

First, we introduce relevant graphical notations for module categories. We use standard

string diagrams for morphisms, e.g. a morphism f : P → P ′ inM will be represented by the

diagram with a coupon:

f

P

P ′

,

and we read the diagrams from bottom to top. The action of an endofunctor Σ will be

represented by dashed lines to the left and the right of the map it is applied to. For example,

we will write

(2.7) Σf

ΣP

ΣP ′

= f

P

P ′

.

Furthermore, the (right) module structure (2.6) will be represented with the diagram

(2.8) σP,V

P V

=

P V

and its inverse with the diagram

(2.9) .

The naturality of σ can then be interpreted as the ability of morphisms in C to “move

through dashed lines on the right”, or diagrammatically,

(2.10)

f

=
f

.
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2.2. Examples. Here, we recall the following list of rather abstract examples of module

categories

(1) A tensor category C is a module category over itself, both right and left, with the

action X � Y := X ⊗ Y . For X ∈ C, the left tensoring functor, LX = X ⊗ −, is a

right module functor with σY,Z = αX,Y,Z .

(2) A left/right tensor ideal I of C can be regarded as a left/right C-module with a

module functor Σ = Id. In particular, the subcategory Proj(C) of projective objects

is an important example of a tensor ideal. If C is pivotal, then C has the categorical

trace trC, and the kernel of trC is an interesting instance of a tensor ideal too. However

these ideals are non-abelian as module categories if C is non semi-simple.

(3) Any additive category C has a vectk-module structure: for V ∈ vectk and X ∈ C we

have the action V �X := X⊕ dim(V ).

(4) Having an algebra object A ∈ C, we can consider the category A -mod of left A-

modules in C, i.e. pairs (M,ρM) where M ∈ C and a morphism ρM : A ⊗M → M

satisfying obvious “module map” conditions. A -mod is a right C-module category

by the action M � X := M ⊗ X where M ∈ A -mod and so M ⊗ X is clearly a

left A-module with the action morphism ρM ⊗ idX . We note that A -mod is abelian,

and actually any (exact) module category can be realized this way: for a given exact

module category M, its algebra A with A -mod ∼= M can be reconstructed as an

internal Hom, see more details in [EGNO].

(5) A factorizable tensor category C has naturally a module structure over its Drinfeld

centre Z(C) ∼= C � Cop with the action (X � Y )�M := X ⊗M ⊗ Y .

Hopf algebras provide another class of examples of module categories and their endofunc-

tors:

(1) A Hopf algebra H with an algebra automorphism ϕ : H → H satisfying

∆ ◦ ϕ = (id⊗ ϕ) ◦∆

makes H -pmod a module category over H -mod with the module endofunctor given

by twisting the action of H with ϕ. This will be discussed more below.

(2) A (right) co-ideal subalgebra A, in particular a Hopf subalgebra, in H provides a

tensor ideal in H -mod under the “pull-back” construction: define IA to be the full

subcategory of H -mod whose objects are projective as A-modules. In other words,

(2.11) IA := {V ∈ H -mod | Res(V ) ∈ A -pmod } ,

where Res : H -mod→ A -mod is the restriction functor. Note that A -pmod is a right

module category over H -mod, and Res is a right module functor. It then follows that

IA is a right tensor ideal in H -mod, in particular IH is H -pmod and I〈1〉 = H -mod.

We provide more details and proofs in Section 2.4.
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2.3. Module trace. For introducing module traces, we now assume that C is a pivotal

category. Recall that in a pivotal category left and right duals agree. Hence, besides usual

evaluation and coevaluation morphisms

evV : V ∗ ⊗ V → 1 , coev : 1→ V ⊗ V ∗ ,

satisfying the zig-zag identities, there are morphisms

ẽvV : V ⊗ V ∗ → 1 , c̃oev : 1→ V ∗ ⊗ V

called right evaluation and right coevaluation respectively, also subject to the zig-zag identi-

ties. We follow graphical conventions for these maps given in [BBGa].

Definition 2.3. LetM be a right module category over C and Σ a right C-module endofunctor

on M. For P ∈M, V ∈ C and f : P � V → Σ(P � V ), the k-linear map

trΣ,r
V (f) := (idΣP � ẽvV ) ◦

(
(σP,V ◦ f)� idV ∗

)
◦ (idP � coevV )(2.12)

=

V

f

P

∈ M(P,ΣP )

is called right partial Σ-trace.

Definition 2.4. A right module trace on a right C-module endocategory (M,Σ) is a family

of k-linear maps

{tP : M(P,ΣP )→ k}P∈M
subject to the following two conditions:

Σ-cyclicity: t is a trace map on (M,Σ) in the sense of Definition 2.1,

Right partial trace property: for P ∈M, V ∈ C and f : P � V → Σ(P � V )

(2.13) tP�V (f) = tP
(
trΣ,r
V (f)

)
.

Furthermore, we call a trace map t non-degenerate if the pairings

(2.14) M(P ′,ΣP )×M(P, P ′)→ k , (f, g) 7→ tP (f ◦ g)

are non-degenerate for every P, P ′ ∈M.

Remark 2.5.

(1) One has similarly a definition of a left module trace for M a left C-module category

with a left module endofunctor Σ. Here, we define the left partial Σ-trace by the map

trΣ,l
V (f) := (evV � idΣP ) ◦

(
idV ∗ � (σV,P ◦ f)

)
◦ (c̃oevV � idP ) ,

where σV,P : Σ(V � P )
∼=→ V � Σ(P ). We say t is a left module trace if it is Σ-cyclic

and satisfies a left partial trace property analogous to (2.13).
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(2) The theories of left and right module traces are essentially the same: one is the other

in the category with the opposite monoidal structure and hence we study in details

only one of them, the right one. For convenience, in what follows we will also write

trΣ = trΣ,r.

(3) Recall from examples in Section 2.2, that a tensor ideal I of C provides a C-module

with the identity module functor. The modified trace introduced in [GKPM2, GPMV]

can then be recovered as a special case of the above definition of the module trace for

(I, Id).

It is of course an interesting problem to classify module traces for the class of examples

from Section 2.2. In the case C is a pivotal category, then the module trace on the module

endocategory (C, Id) is unique up to a scalar and is given by the categorical trace trC. However,

this trace is non-degenerate if and only if C is semisimple. For tensor ideals in C, a classification

of module traces (or modified traces in this case) is only partially known, see [BBGa, GKPM1,

GPMV, GR]. More explicit examples of module traces are presented below in the case of

(non-unimodular) Hopf G-coalgebras.

2.4. Pull-back of module traces. Let M and N be two right C-module categories (both

with identity endofunctors) and F : M→N is a C-module functor.

Proposition 2.6. Let M, N , F as above, and let I be a C-submodule category of N closed

under retracts then so is for the full subcategory

(2.15) F∗I := {X ∈M|∃Y ∈ I : FX ∼= Y } .

Proof. We first show that F∗I is a C-submodule category of M. Let X ∈ F∗I and V ∈ C.
To show that X � V ∈ F∗I, we first observe the isomorphism F(X � V ) ∼= F(X)� V which

is the module structure of F . Since F(X) ∈ I, we conclude from here that F(X � V ) is also

in I and so X � V is in F∗I as claimed.

To check that F∗I is closed under retracts, let X ′ ∈ M be a retract of X. This means

that there exist morphisms r : X → X ′ and ι : X ′ → X such that r ◦ ι = idX′ . This implies

F(r) ◦ F(ι) = idFX′ , whence FX ′ is a retract of FX ∈ I and hence FX ′ ∈ I. This shows

that X ′ ∈ F∗I. �

But not only C-submodules can be carried through module functors. Assume that we have

a module trace on N then one can construct a module trace on M using pull-back along a

module functor F .

Proposition 2.7. Let tN be a right module trace on a right C-module category N and

F : M→N is a C-module functor, then the family of maps

(2.16) tMM (f) := tNF(M)

(
F(f)

)
,

for M ∈M and f ∈ EndM(M), defines a right module trace on M.
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Proof. Let f : N →M, g : M → N , a simple calculation yields

tMM (f ◦ g) = tNF(M)

(
F(f ◦ g)

)
= tNFM

(
F(f) ◦ F(g)

)
= tNFN

(
F(g) ◦ F(f)

)
= tMN

(
g ◦ f

)
.

Therefore, tM is a trace map onM. It remains to check that the partial trace property holds.

Let f ∈ End(P � V ), then

tMP�V
(
f
)

= tNF(P�V )

(
F(f)

)
cycl.
= tNF(P )�V

(
σF(f)σ−1

)
= tNF(P )

(
trrV (σF(f)σ−1)

)
= tNF(P )

(
σF
(
trrV (f)

)
σ−1
)

= tMP
(
trrV (f)

)
.

Where σ is the module structure of F . This shows that tM is a right module trace. �

An example of module functors is provided by the restriction functor for a pair (H,B)

where H is a Hopf algebra and B is a right coideal subalgebra, i.e. B is a subalgebra such

that ∆(B) ⊂ B⊗H. First, B-mod has a natural module structure over H -mod since for any

B-module V and H-module X, we have

V �X := V ⊗X

is a B-module via the restriction ∆|B : B → B ⊗ H. Let now C = H -mod, we show that

the functor Res : H -mod→ B-mod is a right C-module functor, with the standard C-module

structure on C. Indeed, for X, Y ∈ H -mod, the B actions on Res(Y ⊗X) and Res(Y ) ⊗X
agree: for a ∈ B and y ⊗ x ∈ Res(Y ⊗X) we have

a · (y ⊗ x) = ∆|B(a)(y ⊗ x) = a(1)y ⊗ a(2)x ,

where a(1) ∈ B and a(2) ∈ H. Therefore,

id : Res(Y ⊗X)→ Res(Y )⊗X

is B-linear and we can choose the identity map for the right module structure of Res.

Now, in the context of Proposition 2.6, we choose C =M = H -mod and N = B -mod, and

the module functor F = Res. Then note that B -pmod ⊂ N is also a right module category

over H -mod. We then have Res∗I = IB, as defined in (2.11), is a right tensor ideal in H -mod.

Proposition 2.7 turns out to be useful in constructing module traces [FOG] for a large class

of tensor ideals in H -mod associated with Hopf subalgebras in a pivotal Hopf algebra H.

Note that F = Res is also a faithful functor, i.e. F(f) = 0 iff f = 0 in this case. In particular,

we have
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Corollary 2.8. Let (H, g) be a finite-dimensional pivotal Hopf algebra and A be a unimodular

Hopf subalgebra in H such that g ∈ A. Then, there is a left/right modified trace on the tensor

ideal IA ⊂ H -mod from (2.11) given by the pull-back (2.16) for the choice M = IA and

N = A -pmod.

Proof. Since A is a unimodular Hopf algebra, then there is a (non-degenerate) modified trace

or a module trace tA on A -pmod considered as a module category over A -mod, see [BBGa]

where this trace is expressed via the integral of A. Recall that A -pmod is not not only a

tensor ideal in A -mod but also a module category over H -mod. We show that the family

of trace maps tA is also a module trace over H -mod. We only need to show (2.13) where

V ∈ H -mod, Σ = Id and with the right partial trace map (2.12) defined using ẽv and coev

duality maps in H -mod. But this right partial trace property follows from the assumption

that A and H share the same pivot, and so the pivotal structure on H -mod agrees with the

one in A -mod, in particular so do the right partial traces.

As noted above, by Proposition 2.6 we have that IA = Res∗(A -pmod) is a tensor ideal in

H -mod. Then by Proposition 2.7 for the choice C = H -mod, M = IA and N = A -pmod,

there is indeed a non-zero (recall that here F = Res is faithful) modified trace on IA given

by the pull-back (2.16). �

2.5. Reduction Lemma. We now formulate a so-called Reduction Lemma which is a gen-

eralisation of a similar lemma from [BBGa]. Recall that an abelian category C is said to be

finite pivotal if it is finite as an abelian category, rigid monoidal with tensor product linear

and exact on each component, and it has a simple tensor unit and a pivotal structure.

Lemma 2.9 (Reduction Lemma). Given a finite pivotal category C and a C-module endo-

functor Σ on Proj(C), a Σ-cyclic trace map {tP : C(P,ΣP ) → k}P∈Proj(C) satisfies the right

partial trace property (2.13) if and only if the following equation holds:

(2.17) tΓ⊗Γ(f) = tΓ
(
trΣ

Γ(f)
)

for all f : Γ⊗ Γ→ Σ(Γ⊗ Γ) and for a projective generator Γ ∈ C.

Proof. First consider the case when P, P ′ are projective. Then, from [BBGa, Lem. 2.2], we

have morphisms ai : Γ→ P, bi : P → Γ and a′i : Γ→ P ′, b′i : P
′ → Γ such that

(2.18) idP =
∑
i∈I

ai ◦ idΓ ◦ bi , idP ′ =
∑
j∈J

a′j ◦ idΓ ◦ b′j ,
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f

id

id

V

P

P̂

P̂

P

P

V

V

P̂ ∗

P ∗

B =A = ,

P P ∗

P̂ P̂ ∗

Figure 1. Morphisms A and B.

for some finite sets I and J . Using these decompositions of identity maps, a simple compu-

tation yields

tPP ′(f) = tPP ′


f

ai a′j

bi b′j

 cycl.
= tΓΓ


bi b′j

f

ai a′j

 (2.17)
= tΓ


bi b′j

f

ai a′j

 = tP
(
trΣ
P ′(f)

)
,

where the tensor product signs were omitted for brevity and the sums are assumed over the

repeated indices i ∈ I, j ∈ J . In the third equality, besides (2.17) we use (2.10). In the last

step, standard manipulations with duals were used to move maps around the loop, and then

the Σ-cyclicity of t was applied.

It remains to show that the result holds for P projective and V ∈ C. This follows from the

case above. Indeed, set P̂ = P ⊗ V , then given f : P̂ → ΣP̂ define the auxiliary morphisms

A,B as presented graphically in Figure 1. Then the following series of equalities hold

tP (trΣ
V (f)) = tP (trΣ

P ∗(B ◦ A))

= tP⊗P ∗(B ◦ A)

= tP̂⊗P̂ ∗(ΣA ◦ B)

= tP̂ (trΣ
P̂ ∗

(ΣA ◦ B))

= tP⊗V (f) .

�
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2.6. Compatibility with duality. We recall that in any k-linear pivotal category C we

have the following duality isomorphisms:

d∩ : HomC(W,U ⊗ V )
∼−→ HomC(W ⊗ V ∗, U)

f 7→ (idU ⊗ ẽvV ) ◦ (f ⊗ idV ∗)
, f

U V

W

7→ f

U

W V ∗

d∪ : HomC(U ⊗ V,W )
∼−→ HomC(U,W ⊗ V ∗)

f 7→ (f ⊗ idV ∗) ◦ (idU ⊗ coevV )
, f

W

U V

7→ f

W V ∗

U

.(2.19)

One can similarly define another pair of isomorphisms ∩d and ∪d with (co)evaluation mor-

phisms on the left instead of the right side, see [BBGa, Sec. 3].

We show next that under some extra assumptions the partial trace property (2.13) is

equivalent to compatibility of a trace map with the duality isomorphisms d∩ and d∪. Let C
be a k-linear pivotal category and Σ a C-module endofunctor of a module category M. We

call a trace map {tP : C(P,ΣP ) → k} on (M,Σ) compatible with duality on the right if the

following diagram commutes, for all U,W ∈M, V ∈ C,

(2.20) HomC(U ⊗ V,W )× HomC(W,Σ(U ⊗ V ))
◦ //

d∪

��

σ
��

HomC(U ⊗ V,Σ(U ⊗ V ))

tU⊗V
��

HomC(W,Σ(U)⊗ V )

d∩
��

k

HomC(U,W ⊗ V ∗)× HomC(W ⊗ V ∗,Σ(U))
◦ // HomC(U,Σ(U))

tU

OO

where the σ map stands for post-composition with the C-module isomorphism σU,V .

We can similarly define a trace map compatible with duality on the left using analogous

diagram to (2.20) involving now the pair of isomorphisms ∩d and ∪d and composition with

the left module structure σ.

Theorem 2.10. Let C be a finite pivotal category and Σ ∈ EndC
(
Proj(C)

)
. A trace map on(

Proj(C),Σ
)

is compatible with duality on the right if and only if it satisfies the right partial

trace property.

Proof. The proof is straightforward and essentially follows the one in [BBGa, Thm. 3.3]. �
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3. G-categories

Definition 3.1. Given a group G and C a k-linear monoidal category. C is then called a

G-graded category, or simply a G-category, if there is a family of full subcategories (Cx)x∈G
such that the following holds:

(1) 1 ∈ C1,

(2) Cx 6= 0 for all x ∈ G and we have a decomposition C =
⊕

x∈G Cx,
(3) for all x, y ∈ G, and Vx ∈ Cx, Vy ∈ Cy, if C(Vx, Vy) is non-zero then x = y,

(4) Cx ⊗ Cy ⊂ Cxy.

An easy consequence of this definition is that in a G-category duality and inverses in G are

related as follows, if V ∈ Cx then V ∗ ∈ Cx−1 . This makes the double dual functor a graded

endofunctor, that is V ∗∗ ∈ Cx for all V ∈ Cx. Hence, a pivotal structure on a rigid G-category

is a family of natural isomorphisms

δx : IdCx → (−)∗∗Cx

indexed by x ∈ G and satisfying the standard axioms.

Definition 3.2. Let C be a G-category. A C-module category M is called G-graded if there

is a family of subcategories (Mx)x∈G such that

(1) Mx 6= 0 for all x ∈ G and we have a decomposition M =
⊕

x∈GMx,

(2) for all x, y ∈ G, Mx � Cy ⊂Mxy.

An important example of G-graded module categories is the projective ideal of C. Indeed,

we have a decomposition

Proj(C) =
⊕
x∈G

Proj(Cx).

Furthermore, if C is finite, then it follows that so are G and Cx for all x ∈ G . In this case

a progective generator of C must be of the form Γ =
⊕

x∈G Γx, where Γx is a projective

generator of Cx.
By a G-endocategory we mean a pair (C,Σ) where C is G-graded and Σ is a graded end-

ofunctor. According to Lemma 2.9 a trace map on
(
Proj(C),Σ

)
will be a module trace only

if the equation (2.17) is satisfied. From the discussion above this reduces to checking similar

equations involving the projective generators of each Cx. However, similar techniques can be

used to prove a similar result under a weaker requirement than C being finite. This result can

be used in the case G is not finite, which will be important for examples we consider below.

Lemma 3.3 (Graded reduction). Let C be a G-category, Σ ∈ EndC(Proj(C)) graded and t

a trace map on (Proj(C),Σ). Further, assume that Cx is finite for all x ∈ C, and Γx is a

projective generator of Cx, then t is a module trace if and only if the equation holds:

(3.1) tΓx⊗Γy(f) = tΓx
(
trΣ

Γy(f)
)
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for all x, y ∈ G and for all f : Γx ⊗ Γy → Σ(Γx ⊗ Γy).

Proof. The proof is similar to the one used in [Ha] for the case Σ = Id. It is similar to the

proof of Lemma 2.9, and is hence only sketched. It is clear that (3.1) is a necessary condition.

It remains to show that it is sufficient. We begin by remarking that any map between objects

in C can be seen as a sum of homogeneous maps, and hence it suffices to prove the statement

for homogeneous objects. We check (2.13) for V ∈ Proj(Cy), P ∈ Proj(Cx). As before we use

decompositions of idV , idP via Γy,Γx respectively, to get the desired result. To conclude (2.13)

for non projectives of Cy we use a similar trick as the one used in the proof of Lemma 2.9

using the maps in Figure 1, now with V ∈ Cy. �

To finalise this section, we remark that a module trace on a G-module category is a module

trace on the underlying module category. Hence, similar statements to the ones shown in

Section 2 hold here as well. In particular, the pull-back construction in Section 2.4 extends

to G-module categories, and Theorem 2.10 holds for finite type G-categories as well.

4. Hopf group-coalgebras

It is known that finite dimensional Hopf algebras provide finite tensor categories . In this

section we introduce Hopf G-coalgebras as the corresponding algebraic object to the theory

of G-categories. A thorough account of the theory of Hopf group-coalgebras was done in [Vi].

Definition 4.1. Let G be a group. A Hopf G-coalgebra H is a family of algebras

H = {(Hx,mx, 1x)}x∈G

together with the family of algebra maps

∆x,y : Hxy → Hx ⊗Hy , ε : H1 → k

and linear maps

Sx : Hx → Hx−1

such that the following holds

Coassociativity: for all x, y, z ∈ G:

(∆x,y ⊗ idHz) ◦∆xy,z = (idHx ⊗∆y,z) ◦∆x,yz

Counitality: for all x ∈ G:

(idHx ⊗ ε) ◦∆x,1 = idHx = (ε⊗ idHx) ◦∆1,x

Antipode law: for all x ∈ G:

mx ◦ (Sx−1 ⊗ idHx) ◦∆x−1,x = 1x · ε = mx ◦ (idHx ⊗ Sx−1) ◦∆x,x−1 .

We say that a Hopf G-coalgebra is of finite type if Hx is finite dimensional for all x ∈ G.
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Many results from the theory of Hopf algebras have an analog in this setting, see [Vi]. In

particular,

Proposition 4.2. Let H be a Hopf G-coalgebra.

(1) For x ∈ G, the map Sx is an antialgebra map,

(2) For x, y ∈ G, the equality ∆y−1,x−1 ◦Sxy = τHx−1 ,Hy−1 ◦ (Sx⊗Sy) ◦∆x,y holds, where τ

is the flip map in vect.

(3) ε ◦ S1 = ε.

It is easy to see that if H is a Hopf G-coalgebra then H1 is a Hopf algebra and all Hx are

H1-comodules.

Notations 4.3 (Sweedler). In the spirit of Sweedler’s notation for Hopf algebras we write

∆x,y(a) = a(1,x) ⊗ a(2,y).

Example 4.4.

(1) Any Hopf algebra is a Hopf G-coalgebra for the trivial group G = 〈1〉.
(2) Let H be a Hopf algebra, and a Hopf subalgebra C ⊂ Z(H). Consider the group of

characters G = Alg(C, k). For f ∈ G, define the projection algebra map

pf : H � H
/(
z − f(z)1

)
z∈C =: Hf .

We can then introduce the coproduct maps

∆f1,f2 : Hf1f2 → Hf1 ⊗Hf2 , f1, f2 ∈ G ,

∆f1,f2

(
pf1f2(a)

)
:= pf1(a(1))⊗ pf2(a(2))(4.1)

and antipode maps

(4.2) Sf1
(
pf1(a)

)
:= pf−1

1

(
S(a)

)
.

We first check that they are well-defined. For f1, f2 ∈ G and z ∈ C we have

∆
(
z − f1f2(z)1

)
= z(1) ⊗ z(2) − f1 ⊗ f2

(
z(1) ⊗ z(2)

)
1⊗ 1

=
(
z(1) − f1(z(1))1

)
⊗ z(2) + z(2) ⊗ (z(2) − f2(z(2))1)

and also

S
(
z − f1(z)1

)
= S(z)− f1(z)1

= S(z)− f−1
1

(
S(z)

)
1

and hence the maps (4.1) and (4.2) are indeed well-defined. Notice also that ε ∈ G
is the unit and ε(Hε) = 0, whence ε descends to a map on Hε. The family {Hf}f∈G
with the maps defined above is a Hopf G-coalgebra, since the Hopf G-coalgebra axioms

follow from the Hopf algebra axioms for H projected onto the quotients.
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A module over a Hopf G-coalgebra H is a vector space V =
⊕n

i=1 Vi where, for some

xi ∈ G, Hxi acts on Vi. The category H -mod of modules over H is then G-graded, with

(H -mod)x = Hx-mod. Furthermore, if H is of finite type then H -mod is finite in each degree,

i.e. (H -mod)x is a finite category for each x ∈ G.

4.1. Pivotal structure. We call g = (gx)x∈G ∈
∏

x∈GHx a G-group-like element if

∆x,y(gxy) = gx ⊗ gy and ε(g1) = 1 .

As in the Hopf algebra case, the set of G-group-like elements has the structure of a group

with g−1
x = Sx−1(gx−1).

Definition 4.5. A pivotal Hopf G-coalgebra is a pair (H, g), where H is a Hopf G-coalgebra

and g a G-group-like element such that Sx−1Sx(a) = gx · a · g−1
x .

Example 4.6. If H is a pivotal Hopf algebra the constuction from Example 4.4 (2) yields a

pivotal Hopf G-coalgebra.

Modules over a pivotal Hopf G-coalgebra form a pivotal category. Indeed, let V ∈ Hx -mod,

then we can endow the vector space V ∗ = Homk(V, k) with the structure of Hx−1-module via

the action (h · f)(a) = f
(
Sx−1(h)a

)
for f ∈ V ∗, h ∈ Hx−1 , a ∈ Hx. In this case the evaluation

and coevaluation maps witnessing left and right duality are given by

(4.3) evV (f ⊗ a) = f(a) , coevV (1) =
∑
i

vi ⊗ v∗i

(4.4) ẽvV (a⊗ f) = f(gxa) , c̃oevV (1) =
∑
i

v∗i ⊗ g−1
x vi

where V ∈ Hx -mod, a ∈ V , f ∈ V ∗, and {vi} is a basis of V .

4.2. Module endofunctors. We note that if H is a Hopf G-coalgebra then H1 coacts on

Hx via ∆x,1 making it a right H1-comodule-algebra, that is an algebra with a multiplicative

H1-comodule structure. For a ∈ Hx and α ∈ H∗1 , we define the right hook action

R(α) : Hx → Hx , x ∈ G ,

R(α)(a) := a ↼ α = α(a(1,1))a(2,x) .(4.5)

Clearly, R(α) is a right comodule map but we can say more.

Proposition 4.7. Let {Hx}x∈G be a Hopf G-coalgebra. A family of maps ϕ = (ϕx)x∈G ∈∏
x∈G Endk(Hx) satisfies the relation

(4.6) ∆x,y ◦ ϕxy = (ϕx ⊗ idy) ◦∆x,y , ∀x, y ∈ G

if and only if there exists α ∈ H∗1 such that ϕx = R(α) for all x ∈ G. Furthermore, the space

of such families of maps carries an algebra structure isomorphic to (H∗1 )op.
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Proof. A straightforward calculation shows that R(α) satisfies the relation (4.6). Assume now

that ϕ satisfies this relation. In particular, ∆1,y ◦ ϕy = (ϕ1 ⊗ idy)∆1,y. Applying ε ⊗ idy on

both sides yields ϕy = (ε ◦ ϕ1 ⊗ idy)∆1,y = R(ε ◦ ϕ1).

To finish notice that R(α) ◦R(β) = R(βα) for all α, β ∈ H∗1 . �

To see the relevance of this statement in building right module endofunctors on the category

H -mod we first need some preparations.

Given an algebra A and an algebra endomorphism ϕ, we define the twist functor

ϕ∗ : A -mod→ A -mod

V 7→ ϕV(4.7)

where ϕV is the module structure on V twisted by ϕ, i.e. the underlying vector space is V and

the action is a·ϕv = ϕ(a)·v. On morphisms, the functor ϕ∗ is identity. It is straightforward to

see that ϕ∗ is an additive and exact functor, i.e. it respects direct sums and exact sequences.

In the G-graded case we are interested in functors that are twists degreewise. That is, for

all x ∈ G we have an algebra endomorphism ϕx : Hx → Hx and for V ∈ Hx -mod the image

under the functor is given by (ϕx)∗(V ). We have the following characterization.

Proposition 4.8. Let H be a Hopf G-coalgebra and for every x ∈ G let ϕx ∈ Alg(Hx, Hx).

The functor given by (ϕx)∗ : Hx -mod → Hx -mod is a module endofunctor if and only if

∆x,y ◦ ϕxy = (ϕx ⊗ idy) ◦∆xy holds. In particular, in this case there exists ν ∈ H∗1 group-like

such that ϕx = R(ν) for all x ∈ G.

Proof. Applying the module condition to the tensor product of regular representationsHx⊗Hy

we get that the action of Hxy on (ϕxy)∗(Hx ⊗ Hy), given by ∆x,y ◦ ϕxy, must agree with

the action on (ϕx)∗(Hx) ⊗ Hy, given by (ϕx ⊗ idy)∆x,y. The last statement follows from

Proposition 4.7, where ν = ε ◦ ϕ1 and hence group-like. �

Remark 4.9.

(1) For a Hopf G-coalgebra H and ν ∈ H∗1 , we can define similarly the left hook action as

L(ν) : Hx → Hx ,

L(ν)(a) := ν ⇀ a = (idHx ⊗ ν) ◦∆x,1(a) .(4.8)

Notice that this is nothing but the right hook action on the Hopf Gop-coalgebra Hcop.

Hence, similar results apply to L(ν).

(2) We also note that if α ∈ H∗1 is group-like it then provides a 1-dimensional invertible

object Xα in H -mod. In this case, R(α) is an algebra automorphism, and the corre-

sponding twist endofunctor R(α)∗ can be written as taking tensor product with Xα

from the left, i.e.

R(α)∗ = Xα ⊗−
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Similarly, L(α)∗ corresponds to tensoring with Xα from the right side. Tensoring

with invertible objects provides an important class of endofunctors, recall also Exam-

ples 2.2 (1) above.

4.3. Integrals and modulus. Here, we review the theory of integrals and cointegrals of a

Hopf G-coalgebra of finite type.

Definition 4.10. Let H be a Hopf G-coalgebra, i.e. H1 is a Hopf algebra. A left cointegral

of H is an element c ∈ H1, such that

ac = ε(a)c , a ∈ H1 .

Right cointegrals are defined similarly using the right multiplication with a ∈ H1.

It is known, see [Ra, Sec. 10], that if H1 is finite-dimensional left and right cointegrals

always exist and are unique up to multiplication by scalars.

Definition 4.11. Let H be a Hopf G-coalgebra. A right G-integral of H is a family of linear

forms µ = (µx) ∈
∏

x∈GH
∗
x such that

(4.9) (µx ⊗ idHy) ◦∆x,y(−) = µxy(−)1y .

A left G-integral is defined similarly.

It was proven in [Vi] that the space of left/right G-integrals is 1-dimensional if H is of

finite type.

The spaces for left and right (co)integrals do not necessarily coincide. In fact, if c is a left

cointegral, there exists a group-like functional α ∈ H∗1 such that

(4.10) ca = α(a)c

for all a ∈ H1. That is to say, α is an obstruction for a left cointegral to be a right cointegral.

Similarly, for a right G-integral µ there exists a = (ax) ∈
∏

x∈GHx which is G-group-like

and such that the equality

(idHx ⊗ µy) ◦∆x,y(−) = µxy(−)ax

holds for all x, y ∈ G. In other words, a can be understood as an obstruction for right

G-integrals to be left ones.

Definition 4.12. The element α ∈ H∗1 is called the H1-distinguished group-like element or

the modulus of H1.

The G-group-like element a is called the H-distinguished G-group-like element or the comod-

ulus of H.

Remark 4.13. A left G-integral of a Hopf G-coalgebra H is a right Gop-integral of the Hopf

Gop-coalgebra Hcop. We also note that the modulus of H and Hcop coincide.
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Definition 4.14. We call a Hopf algebra H1 unimodular if α = ε. A Hopf G-coalgebra is

called unimodular if H1 is so.

An example of the importance of these group-like elements can be seen in the following

Lemma proven in [Vi].

Lemma 4.15. Let H be a finite type Hopf G-coalgebra, a its comodulus and α its modulus.

Then

(4.11) (Sx−1Sx)
2(h) = ax

(
α−1(h(1,1))h(2,x)α(h(3,1))

)
a−1
x

Remark 4.16. In the Hopf algebra case, that is for the trivial group, this result recovers

Radford’s S4 formula.

4.4. α-symmetrised G-integral. We now recall the following statement proven in [Vi,

Thm. 4.2]:

Theorem 4.17. Let H be a finite type Hopf G-coalgebra. And µ = (µx)x∈G a G-integral

then

(4.12) µx(ab) = µx
(
Sx−1Sx(b ↼ α)a

)
where α is the modulus of H1.

Assume that (H, g) is a pivotal Hopf G-coalgebra. Define the α-symmetrised G-integral

by shifting the argument of the integral by pivots:

(4.13) µ̂x(a) := µx(gxa) .

Similarly to integrals and due to invertibility of pivots, µ̂x is uniquely characterised by the

relation

(4.14) (µ̂x ⊗ gy) ◦∆x,y(a) = µ̂xy(a)1y , a ∈ Hxy .

Then from Theorem 4.17 one can easily check the following.

Proposition 4.18. Let H be a Hopf G-coalgebra and α its modulus. The α-symmetrised

G-integral µ̂x factors through HH0

(
Hx, R(α)

)
. Explicitly,

(4.15) µ̂x(ab) = µ̂x
(
R(α)(b)a

)
, ∀x ∈ G, a, b ∈ Hx .

�

We note that in the unimodular case the α-symmetrised integral µ̂ becomes a symmetric

linear form called symmetrised integral [BBGa], and this explains our terminology.

Notations 4.19. Let H1 be a Hopf algebra and V a vector space. We write εV for the trivial

H1-module structure on V . That is, h · v = ε(h)v .
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Hxy εHy

Hx Hy

(a) graphical representation of φx,y

Hx Hy

Hxy εHy

(b) graphical representation of ψx,y

Figure 2. Maps from Theorem 4.20

We finish this section by recalling a generalisation of the result in [BBGa, Thm. 5.1] concern-

ing the structure of tensor products of the regular representation to the case of G-coalgebras.

Theorem 4.20 ([Ha]). Let H = {Hx} be a Hopf G-coalgebra. The maps

φx,y : Hxy ⊗ εHy → Hx ⊗Hy , h⊗m 7→ h(1,x) ⊗ h(2,y)m

and

ψx,y : Hx ⊗Hy → Hxy ⊗ εHy , a⊗ b 7→ a(1,xy) ⊗ Sy−1(a(2,y−1))b

are Hxy-linear and inverse to each other.

5. Traces on H -pmod

In this section, we study module traces on the category H -pmod of projective modules

over a Hopf G-coalgebra H. First, we describe a certain type of module endofunctors on

H -pmod we use later for our main theorem. Then, we identify the space of trace maps on

this particular type of endocategories with the 0-th Hochschild homology of H relative to an

automorphism of H. Finally, we prove our main theorem that in particular states conditions

when such trace maps satisfy the partial trace property (2.13), and hence provides module

traces, and we finally express them in terms of the G-integral.

5.1. Trace maps for twist functors. Recall that given an endomorphism ϕ of an algebra A,

we can define the corresponding twist functor ϕ∗ on the category of A-modules, see (4.7).

Lemma 5.1. For ϕ ∈ Aut(A), the twist functor ϕ∗ restricts to an endofunctor on the pro-

jective ideal A -pmod.

Proof. Because ϕ∗ is an additive functor, it is enough to consider indecomposable projective

modules. Assume that V ∈ A -pmod is indecomposable, then there exists a projective A-

module M such that V ⊕M is a free A-module and it is isomorphic to A. Then we have

(5.1) ϕ∗(A) ∼= ϕ∗(V ⊕M) ∼= ϕ∗(V )⊕ ϕ∗(M) .
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We note that the action on LHS a ·ϕ 1 = ϕ(a) · 1 is zero if and only if ϕ(a) is zero. But

we assumed that ϕ ∈ Aut(A), i.e. ϕ is an isomoprhism, therefore a ·ϕ 1 is zero iff a = 0.

So, the module ϕ∗(V ⊕M) is free as well, but this means that each direct summand of it is

projective. Using (5.1), we thus conclude that ϕ∗(V ) is projective. By definition, A -pmod is

a full subcategory, and ϕ∗ is identity on morphisms, so we have that ϕ∗ is an endofunctor on

A -pmod. �

We now introduce the 0-th Hochschild homology of A relative to an automorphism ϕ:

HH0(A,ϕ) := A
/(
ab− ϕ(b)a

)
.

Notice the similarity with (2.5).

Theorem 5.2. Let A be a finite dimensional algebra and ϕ ∈ Aut(A). Then,

φ : HH0(A,ϕ)→ HH0(A -pmod, ϕ∗) ,

[a] 7→ [ϕ∗(ra) ◦ ϕ]

is an isomorphism.

Remark 5.3. In [BPW] the Hochschild complex is defined in its entirety and related to the

corresponding Hochschild-Mitchel complex.

Proof. We first note that the map ϕ : A→ ϕ∗(A) is an isomorphism of A-modules. Therefore,

we have an isomorphism

φ̂ : A
∼=−→ HomA

(
A,ϕ∗(A)

)
,

a 7→ ϕ∗(ra) ◦ ϕ ,(5.2)

where ra denotes multiplication by a ∈ A on the right.

We see that ϕ∗(rϕ(a)) ◦ϕ = ϕ ◦ ra. This implies that φ̂ descends to a map φ : HH0(A,ϕ)→
HH0(A -pmod, ϕ∗). Indeed,

φ̂(ab− ϕ(b)a) = ϕ∗(rab−ϕ(b)a) ◦ ϕ

= ϕ∗(rb) ◦
(
ϕ∗(ra) ◦ ϕ

)
− ϕ∗(ra) ◦

(
ϕ∗(rϕ(b)) ◦ ϕ

)
= −

(
φ̂(a) ◦ rb − ϕ∗(rb) ◦ φ̂(a)

)
which is zero in HH0(A -pmod, ϕ∗). In order to check that φ is bijective, we construct its

inverse as follows. Given an A-linear map f : P → ϕ∗(P ) where P is projective, take a

decomposition of idP =
∑

i ai ◦ idA ◦ bi, with ai : A → P, bi : P → A, see [BBGa, Lem. 2.2],

and define

ψ̂ :
⊕

HomA

(
P, ϕ∗(P )

)
−→ A

f 7→
∑
i

ϕ∗(bi) ◦ f ◦ ai(1) .(5.3)
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For f : P ′ → ϕ∗(P ), and g : P → P ′, with idP =
∑

i aibi, idP ′ =
∑

j a
′
jb
′
j, we have

ψ̂(f ◦ g) =
∑
i,j

(
ϕ∗(bi) ◦ f ◦ (a′j ◦ b′j) ◦ g ◦ ai

)
(1)

=
∑
i,j

ϕ
(
(b′j ◦ g ◦ ai)(1)

)(
ϕ∗(bi) ◦ f ◦ a′j

)
(1)

∼
∑
i,j

(
ϕ∗(bi) ◦ f ◦ a′j

)
(1)(b′jgai)(1)

=
∑
i,j

ϕ∗(b
′
j ◦ g ◦ ai)

(
(ϕ∗(bi) ◦ f ◦ a′j

)
(1)1)

=
∑
j

(
ϕ∗(b

′
j) ◦ ϕ∗(g) ◦ f ◦ a′j

)
(1)

= ψ̂
(
ϕ∗(g) ◦ f

)
.

We thus have a well-defined map ψ : HH0(A -pmod, ϕ∗) → HH0(A,ϕ). It can be seen that

ψ ◦ φ = idHH0(A,ϕ), by using the trivial decomposition of idA.

Let f : P → ϕ∗(P ) and idP =
∑

i aibi, define a =
∑

i

(
ϕ∗(bi)fai

)
(1). Then ra ◦ ϕ =∑

i ϕ∗(bi)fai ∼ f , whence φ ◦ ψ = IdHH0(A -pmod,ϕ∗).

Finally, to see that this construction does not depend on the choice of decomposition, we

pick another decomposition idP =
∑

j a
′
j ◦ idA ◦ b′j with a′j : A→ P, b′j : P → A, then we have

ψ̂(f) =
∑
i

(
ϕ∗(bi) ◦ f ◦ ai

)
(1)

=
∑
i,j

(
ϕ∗(bi) ◦ ϕ∗(a′jb′j) ◦ f ◦ ai

)
(1)

=
∑
i,j

(
ϕ∗(b

′
j) ◦ f ◦ ai

)
(1)ϕ∗(bia

′
j)(1)

∼
∑
i,j

ϕ
(
(bia

′
j)(1)

)(
ϕ∗(b

′
j) ◦ f ◦ ai

)
(1)

=
∑
i,j

(
ϕ∗(b

′
j) ◦ f ◦ ai ◦ bi ◦ a′j

)
(1)

=
∑
j

(
ϕ∗(b

′
j) ◦ f ◦ a′j

)
(1) ,

where ‘∼’ symbolises equality in HH0(A,ϕ) and the equality after that is due to the A-linearity

of ϕ∗(b
′
j) ◦ f ◦ ai : A→ ϕ∗(A). �

Corollary 5.4. Let A and ϕ be as above. Then a ϕ-cyclic linear form t on A extends uniquely

to a trace map {tP : HomA

(
P, ϕ∗(P )

)
}, where

(5.4) tP (f) =
∑
i

t
(
(ϕ∗(bi) ◦ f ◦ ai) (1)

)
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for a given decomposition idP =
∑

i aibi. In particular,

(5.5) tA
(
ϕ∗(ra) ◦ ϕ

)
= t(a).

Proof. Let t be a ϕ-cyclic form on A. It can be seen as a linear form on HH0(A,ϕ).

Since, HH0(A,ϕ)
φ∼= HH0(A -pmod, ϕ∗), we have that t ◦ φ−1 provides a linear form on

HH0(A -pmod, ϕ∗), and hence a trace map on (A -pmod, ϕ∗), given by tP (f) = t
(
φ−1(f)

)
for all P ∈ A -pmod, f : P → ϕ∗(P ). It can be easily checked that this agrees with (5.4). �

Lemma 5.5. Let (H, g) be a finite type pivotal Hopf G-coalgebra and Σ be a module end-

ofunctor on H -pmod. Assume further that t is a trace map on (H -pmod,Σ). Then for all

V ∈ H -pmod, W ∈ vect and f : V ⊗ εW → Σ(V ⊗ εW ) we have

(5.6) tV⊗εW (f) = tV
(
trΣ
εW (f)

)
.

Proof. Consider a decomposition of idεW =
∑
aibi with ai : k → εW, bi : εW → k with

ev(bi ⊗ aj) = bi
(
aj(1)

)
= δij.

Let f : V ⊗ εW → Σ(V ⊗ εW ), since the action on εW is trivial we have evV (f ⊗ v) =

ẽvV (v ⊗ f) and hence

tV
(
trΣ
εW (f)

)
=
∑
i,j∈I

tV



ai

bi

aj

bj

f


=
∑
i,j∈I

bj(ai)tV
(
Σ(idV ⊗ bi) ◦ f ◦ (idV ⊗ aj)

)
=
∑
i∈I

tV
(
Σ(idV ⊗ bi) ◦ f ◦ (idV ⊗ ai)

)
=
∑
i∈I

tV⊗εW
(
f ◦ (idV ⊗ ai) ◦ (idV ⊗ bi)

)
= tV⊗εW (f) .

�

5.2. Main Theorem. We are now ready to formulate and prove our main result.

Theorem 5.6. Let (H, g) be a finite type pivotal Hopf G-coalgebra and α the modulus

of H1. Then the space of module traces on
(
H -pmod, R(α)∗

)
is equal to the space of α-

symmetrised right G-integrals, and thus one-dimensional. Furthermore, the module trace t is

non-degenerate and determined by

(5.7) tHx(f) = µ̂x
(
f(1x)

)
, f ∈ HomHx

(
Hx, R(α)∗(Hx)

)
, x ∈ G .
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Similarly, the space of left module traces on
(
H -pmod, L(α)∗

)
is determined by α-symmetrised

left G-integrals via

(5.8) tHx(f) = µ̂lx
(
f(1x)

)
, f ∈ HomHx

(
Hx, L(α)∗(Hx)

)
, x ∈ G .

Proof. First, we show that the α-symmetrised G-integral µ̂ provides a module trace. By The-

orem 5.2 this extends to a trace t on
(
H -pmod, R(α)∗

)
with tHx(f) = µ̂x

(
f(1x)

)
. According

to Lemma 3.3, t is a module trace only if (3.1) holds, where Γx = Hx. Using the maps in

Figures 2a and 2b we get

tHx⊗Hy(f)
Thm.4.20

= tHx⊗Hy(f ◦ φx,y ◦ ψx,y)
(2.1)
= tHxy⊗εHy

(
R(α)∗(ψx,y) ◦ f ◦ φx,y

)
Lem.5.5

= tHxy
(
trΣ
εHy(R(α)∗(ψx,y)fφx,y)

)

= f

µ̂xy

∗
=

f

µ̂x

g-1
y−1

= tHx
(
trαHy(f)

)
,

where in (∗) we used (4.14) to simplify the map in the dotted square.

Next assume there is a module trace t on
(
H -pmod, R(α)

)
. Define λx(a) := tHx

(
ra◦R(α)

)
.

Then tHx(f) = λx
(
f(1Hx)

)
. Notice that if β : W → k is a linear form, it can be seen as an

H1-linear map εW → k. Then for all x, y ∈ G, ν ∈ H∗y , a ∈ Hxy we have

λxy(a)ν(1y) = tHxy
(
(ϕxy)∗(ra) ◦R(α)ν(1y)

)
= tHxy

 ν
R(α)

a
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(2.13)
= tHxy⊗εHy

R(α)

a

ν

 = tHxy⊗εHy

 νR(α)

a



(2.1)
= tHx⊗Hy


R(α)

νa


(2.13)
= tHx


R(α)

ν
a



=

R(α)

ν
a

λx gy

=
ν

a

λx

gy

= ν
(
(λx ⊗ gy)∆x,y(a)

)
.

Since this relation holds for every ν ∈ H∗y it follows that λxy(a)1y = (λx ⊗ gy)∆x,y(a). Hence

(λx) is a α-symmetrised G-integral.

We finally note that non-degeneracy of t follows immediately from that of µ̂.

For the case of left module traces, we first recall that a left G-integral of H is a right

G-integral of the Hopf Gop-coalgebra Hcop with the opposite coproduct. In this case, S−1
x−1 is

the antipode whence g−1 works as the pivot. Then, the equality (5.8) follows from applying

the result for the right module trace to Hcop. �
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Corollary 5.7. The endocategory
(
H -pmod, R(ν)∗

)
has a non-zero right module trace if and

only if ν = α is the modulus of H1. Similarly,
(
H -pmod, L(ν)∗

)
has a non-zero left module

trace if and only if ν = α. In both cases, the module traces are non-degenerate.

In particular, H -pmod has a non-zero right (left) modified trace if and only if H1 is uni-

modular.

Proof. Following the line of reasoning used in the second part of the previous proof implies

that if t is a module trace on (H -pmod, R(γ)∗) for some γ ∈ H∗1 group-like, it induces

a family of maps {λx : Hx → k} which is both a α-symmetrised G-integral and satisfies

λx(ab) = λx((b ↼ ν)a). Since the α-symmetrised integral satisfies λx(ab) = λx((b ↼ α)a) by

Proposition 4.17, it must necessary be the case that λx
(
(b ↼ α)a

)
= λx

(
(b ↼ ν)a

)
. By the

non-degeneracy of the G-integral it follows that b ↼ α = b ↼ ν whence ν = α. �

6. Application to Hopf algebras

An important consequence of the theory of module traces for Hopf G-coalgebras formulated

in Theorem 5.6 occurs when G = 1. In this case H = H1 is a finite-dimensional pivotal Hopf

algebra. Our main theorem implies then

Corollary 6.1. Let (H, g) be a finite-dimensional pivotal Hopf algebra with modulus α ∈ H∗.
The space of right module traces on

(
H -pmod, R(ν)∗

)
is 1-dimensional for ν = α and trivial

otherwise. In the first case, the traces are non-degenerate and determined by

(6.1) tH(f) = µ
(
gf(1)

)
for all f : H → R(α)∗(H) and µ is a right integral.

Similarly, the space of left module traces on
(
H -pmod, L(ν)∗

)
is 1-dimensional for ν = α and

trivial otherwise. And in the first case we have

(6.2) tH(f) = µl
(
g−1f(1)

)
for all f : H → L(α)∗(H) and µl is a left integral.

In particular, H -pmod has a non-zero right or left modified trace in the sense of the definition

in (1.1) if and only if H is unimodular.

Many examples for the unimodular case were described in [BBGa, Sec. 7&8], where the

modified trace was explicitly calculated for the small quantum groups of ADE type. In

the remainder of this section, we show examples of computation of module traces for non-

unimodular Hopf algebras. An important class of such Hopf algebras are the Taft algebras.

Taft Hopf algebras. Fix r ∈ N, and ζ a primitive r-th root of 1. Consider the C-algebra

Tr generated by E,K with the relations

Er = 0 , Kr = 1 , KE = ζEK .
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It has the basis {EiKj}i,j=0,1,...,r−1, i.e. an algebra of dimension r2. The Hopf algebra structure

is

∆(E) = 1⊗ E + E ⊗K , ε(E) = 0 , S(E) = −EK−1 ,

∆(K) = K ⊗K , ε(K) = 1 , S(K) = K−1 .

We see then that S2(E) = KEK−1 and therefore K provides a pivot element. The coproduct

can be written on the basis as

(6.3) ∆(EiKj) =
i∑
l=1

[
i

l

]
ζ

ElKj ⊗ Ei−lK l+j .

One can check that the linear form

(6.4) µ(EmKn) = ζδm,r−1δn,1

is a right integral for the algebra, which gives us the α-symmetrised integral:

(6.5) µ̂(EmKn) = δm,r−1δn,0 .

We have also a left cointegral:

(6.6) c = Er−1

r−1∑
i=0

ζ−iKi .

The modulus of Tr can easily be checked to be given by

(6.7) α(K) = ζ , α(E) = 0 .

For all s = 0, 1, ..., r − 1, the elements

(6.8) es =
1

r

r−1∑
i=0

ζsiKi

are orthogonal primitive idempotents and
∑

s es = 1. Hence the projective indecomposable

modules are given by

(6.9) Ps := Tr · es .

and these are projective covers of the irreducible representations (which are all 1-dimensional)

where E acts by zero and K acts by ζ−s. Observe that

(6.10) Kes = ζ−ses

and so Ps has the linear basis

(6.11) Ps = 〈Eies | i = 0, 1, ..., r − 1 〉k .
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From the definition (6.9), we see that all intertwining maps f : Ps → Pl are given by right

multiplication with an element of the form es · a · el, for a ∈ Tr. The space of the intertwiners

is one dimensional for all pairs (s, l) since

(6.12) HomTr(Ps, Pl)
∼= es · Tr · el =

{ 〈
El−sel

〉
k , l ≥ s ,〈

Er+l−sel
〉
k , s > l ,

where we used (6.10) and the commutation relations Eel = el−1E together with the orthog-

onality condition esel = δl,sel.

We further study the automorphism R(α) and the corresponding endofunctor R(α)∗,

introduced in (4.5) and (4.7). Since R(α) is an algebra morphism it suffices to compute

R(α)(E) = E and R(α)(K) = ζK.

We notice then that the k-linear isomorphism

(6.13)
fs : R(α)∗(Ps)

∼=−→ Ps−1

Eies 7→ Eies−1

is also Tr-linear, here we identified P−1 ≡ Pr−1 and e−1 ≡ er−1 . Indeed,

fs(K ·R(α) E
ies) = ζζ iζ−sEies−1 = ζ iEiKes−1 = Kfs(E

ies) ,

fs(E ·R(α) E
ies) = Ei+1es−1 = Eifs(es) .

Now we are ready to compute a module trace t on
(
Tr-pmod, R(α)∗

)
, which is a family of

maps

tPs : HomTr

(
Ps, R(α)∗(Ps) ∼= Ps−1

)
→ C.

Recall that this trace map exists and is expressed via the integral following Corollary 6.1.

We begin with the case s > 0. By (6.12) for l = s− 1, the space HomTr

(
Ps, R(α)∗(Ps)

)
is

spanned by the map Rs = f−1
s ◦ rEr−1es−1

:

Rs : Ps → Ps−1

∼=−→ R(α)∗(Ps)

es 7→ Er−1es−1 7→ Er−1es(6.14)

and the module trace on it is computed to be

tPs(R
s) = µ̂(Rs(es)) = µ̂(Er−1es) =

1

r
,

where we used (6.5).

For s = 0, the space HomTr

(
P0, R(α)∗(P0)

)
is spanned by R0 = f−1

0 ◦ rEr−1er−1

R0 : P0 → Pr−1

∼=−→ R(α)∗(P0) .

e0 7→ Er−1er−1 7→ Er−1e0 .(6.15)

Then the module trace on the morphism (6.15) can be computed to be

tP0(R
0) = µ̂

(
R0(e0)

)
= µ̂

(
Er−1e0

)
=

1

r
.
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In both cases, we used Corollary 5.4 with the decomposition

Tr
res−−→ Tres ↪→ Tr ,

i.e. we chose ai as the inclusion and bi = res .

7. G-graded case: non-restricted quantum sl(2)

In this section, we give an example of a module trace for Hopf group-coalgebras, and it is

based on Borel quantum groups.

Recall that non-restricted quantum algebra Uq sl2 is a Hopf algebra generated by E,F,K,K−1

with relations

KE = q2EK , KF = q−2FK , [E,F ] =
K −K−1

q − q−1
, KK−1 = 1 = K−1K

where q = e
iπ
r is a 2r-th root of 1. It has a Hopf algebra structure given by

∆(E) = 1⊗ E + E ⊗K , ε(E) = 0 , S(E) = −EK−1 ,

∆(F ) = K−1 ⊗ F + F ⊗ 1 , ε(F ) = 0 , S(F ) = −KF ,

∆(K) = K ⊗K , ε(K) = 1 , S(K) = K−1 .

It is worth noting that Er, F r, Kr are central elements of this algebra and that g = K1+nr

provides a pivotal structure for any n ∈ Z. Consider the Hopf subalgebra C ′ = C[F r, Er, K±r],

and G′ = Alg(C ′,C).

Proposition 7.1. G′ ∼= CoC×nC, where the left action of C× on C is given by zB x = zx

and the right action y C z = z−1y

Proof. Define the map G′ 3 f 7→ (f(F r), f(Kr), f(Er)). This is clearly a bijection. To see

that it is a morphism of groups for f, g ∈ G compute fg(Kr) = f(Kr)g(Kr) and

fg(Er) =
r∑
i=0

[
r

i

]
q2

f(Ei)g(Er−iKi)

= g(Er) + f(Er)g(Kr)

and similarly,

fg(F r) = f(F r) + f(Kr)−1g(F r) .

�

Using Example 4.4 (2), we can define a finite type Hopf G′-coalgebra {(Uq sl2)y,z,x}(y,z,x)∈G′

where (Uq sl2)y,z,x is Uq sl2 modulo the relations Er = x, F r = y, Kr = z, with (y, z, x) ∈ G′
under the identification from Proposition 7.1. In [Ha], the Hopf group-coalgebra coming from

the subgroup {0} × C× × {0} ⊆ G′ was studied.

Borel subalgebra and its trace. We are interested in the subalgebra B generated by E,K,
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also called the positive Borel subalgebra. Let C = C[Er, K±r] and G = Alg(C,C) ∼= C× n C.

We have a finite type Hopf G-coalgebra {Bz,x}(z,x)∈G. Here, each Bz,x is the algebra B

modulo the extra relations Kr = z and Er = x. It inherits the pivotal structure given by

Bz,x 3 gz,x = Knr+1 = znK .

We note that each Bz,x for non-zero x is isomorphic to the matrix algebra Matr×r(C),

while B1,0 is the Taft algebra from the previous section where one has to set ζ = q2. For the

latter algebra we thus immediately get the integral µ(1,0)(E
iKj) = δi,r−1δj,0 as in (6.4). Using

Definition 4.11 we can compute in general

µ(z,x)(E
lKj)1(z,x) =

l∑
i=0

[
l

i

]
q2

µ(1,0)(E
iKj)El−i

(z,x)K
j+i
(z,x)

=

{
0 l 6= r − 1 ,

µ(1,0)(E
lKj)Kr

(z,x) l = r − 1 .

That is,

(7.1) µ(z,x)(E
iKj) = zδi,r−1δj,1

is a right G-integral, and hence

(7.2) µ̂(z,x)(E
iKj) = z1+nδi,r−1δj,0

is a α-symmetrised G-integral.

The algebra Bz,x has primitive idempotents

es =
1

r

r−1∑
i=0

z−i/rq2isKi

and thus there are r projective indecomposables Vs = Bz,xes with bases {vsi = Eies} with the

action given by Kvsi = z−1/rq2(i−s)vsi , Ev
s
i = vsi+1 for i 6= r − 1 and Evsr−1 = xv0.

We notice that they can be also considered as representations of the original (infinite-

dimensional) Borel algebra B. Indeed, B covers each Bz,x, so by the pull-back the modules

above are B-modules for all (z, x). Moreover, it is easy to see that all indecomposable

projectives in the category of finite-dimensional B-modules are classified by these ones.

Using (6.7) we get α(E) = 0, α(K) = q2K and therefore R(α)(E) = E, R(α)(K) = q2K

for all Bz,x. We then get R(α)∗(Vs) ∼= Vs−1 via the map vsi 7→ vs−1
i . Notice that

HomBz,x(Vs, Vl)
∼= esBz,xel =

{
〈El−sel〉k , l ≥ s ,

〈Er+l−sel〉k , s > l ,

is one dimensional. In particular, HomBz,x(Vs, R(α)∗(Vs)) is generated by Rs
z,x : es 7→ Er−1es.

Using Corollary 5.4 we get a right module trace determined by

tVs(R
s
z,x) = µ̂(z,x)(E

r−1es) =
z1+n

r
.
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Appendix A. Module Categories

Let C be a monoidal category. A (right) module category over C is a tuple (M,�,m, r)
where M is a category and � : M× C → M a functor, and m : �(�× Id)→ �(Id×⊗),

r : (−)� 1→ IdM natural isomorphisms such that the following diagrams commute for all

M ∈M, C,D,E ∈ C

(A.1) ((M � C)�D)� E m //

m�id

��

(M � C)� (D ⊗ E)

m
��

M � (C ⊗ (D ⊗ E))

(M � (C ⊗D))� E m // M � ((C ⊗D)⊗ E)

id�α
OO

(A.2) (M � 1)� C m //

r�id

!!

M � (1⊗ C)

id�λ

}}
M ⊗ C

where α is the associativity constraint of C and λ the left unitor.

GivenM,M′ two module categories over C, a module functor fromM toM′ is a pair (Σ, σ)

where Σ :M→M′ is a functor and the family of natural isomorphisms σM,C : Σ(M �C)→
Σ(M)� C is such that the following diagrams commute:

(A.3) Σ ((M � C)�D)
Σm //

σ

��

Σ (M � (C ⊗D))

σ

��
Σ(M)� (C ⊗D)

Σ(M � C)�D σ�id // (Σ(M)� C)�D

m

OO

(A.4) Σ(M � 1)
Σr

%%

σ // Σ(M)� 1
ρ

yy
Σ(M)

It is important to note that often C carries an extra structure or property, and in this case

it is common to assume that M also does, and further to require that ⊗ is compatible with
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this extra structure in some sense. For instance, in case C is a k-linear categoryM is usually

also considered to be a k-linear category, and ⊗ is required to be k-bilinear.

Remark A.1. We notice that while H -mod is k-linear abelian our main example of module

categories over it – H -pmod – is not abelian. However, it is k-linear and the action � := ⊗
is k-bilinear. Furthermore, we assume endofunctors of H -pmod to be k-linear as well.
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