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Abstract

Based on the notion of paracontrolled distributions, we provide existence and uniqueness
results for rough Volterra equations of convolution type with potentially singular kernels and
driven by the newly introduced class of convolutional rough paths. The existence of such rough
paths above a wide class of stochastic processes including the fractional Brownian motion is
shown. As applications we consider various types of rough and stochastic (partial) differential
equations such as rough differential equations with delay, stochastic Volterra equations driven
by Gaussian processes and moving average equations driven by Lévy processes.
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1 Introduction

Stochastic Volterra equations serve as mathematical models for numerous random phenomena
appearing in various areas such as biology, physics and mathematical finance. In the present work
we consider Volterra equations of convolution type, which in their simplest form are given by

u(t) =uo + / ot — s)o(u(s))dd(s), teR, (1.1)

— 00

where ¢¥: R — R™ is a (random) input signal, e.g., an m-dimensional (fractional) Brownian motion,
ug € R, ¢: R — R is the so-called kernel and o: R” — L(R™,R") is a vector field. Since the
pioneering works of Berger and Mizel ﬂ, ]7 stochastic Volterra equations have been studied in
different settings and generality by a vast number of authors, see e.g. @, @, E, @]

This wide class of equations covers many stochastic differential and integral equations as spe-
cial cases such as ordinary stochastic differential equations, classical stochastic Volterra integral
equations, stochastic equations involving fractional derivatives (noting that singular kernels cor-
respond to Fourier multipliers) and moving average equations driven by Lévy processes. Recently,
Volterra equations attracted additional attention from the mathematical finance community be-
cause stochastic Volterra equations with singular kernels ¢ constitute very suitable models for the
unpredictable and rough behaviour of volatility in financial markets, cf. ﬁ], @, @]

Rough path theory initiated by Lyons [@] provides an innovative approach to the theory of
stochastic differential equations leading to many novel insights. One of the fundamental results of
rough path theory is the continuity of the solution map ¥ — u, known as the It6-Lyons map, for
controlled differential equations driven by rough paths. This continuity statement had significant
impact over the past decades and found many applications, see [@, EH
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The main goal of this article is to develop a pathwise approach to and a solution theory for
Volterra equations driven by rough paths, which allow for regular as well as singular kernels. In
particular, we prove the local Lipschitz continuity of the It6-Lyons map for Volterra equations
generalising (in some directions) the above mentioned fundamental result. Many implications of
the rough path theory seem thus to be feasible for Volterra equations.

For this purpose we first establish the existence of a unique solution to the Volterra equa-
tion (LI driven by singals ¢ with sufficient regularity, based on Littlewood-Paley theory and
Bony’s paraproduct. In order to extend the existence and uniqueness results to a rough path set-
ting, we rely on the notion of paracontrolled distributions, which was introduced by Gubinelli et al.
[@] The paracontrolled distribution approach is particularly suitable for the pathwise analysis
of Volterra equations of convolution type because of the following two key observations: Firstly,
the convolution operator appearing in (ILI]) fits nicely together with the underlying Fourier and
Littlewood-Paley analysis since the convolution operator is, for instance, a local operation in the
Fourier domain. The second advantage of paracontrolled distributions is that the driving rough
path ¢ (or the underlying model using the language of regularity structures lﬁ]) can be chosen
adapted to the specific equation which turns out to be essential for the solution theory involving
singular kernels.

Volterra equations driven by rough paths have so far only been studied by Deya and Tindel
[@, @] They have demonstrated that classical rough path theory can be utilised to handle
Volterra equations driven by rough paths. The approach in Iﬂ, @] requires a deep and heavy
analysis leading to strong regularity assumptions on the kernel ¢, namely ¢ € C3, and thus
excluding singular kernels. This is mainly caused by relying on the classical space of (geometric)
rough paths, which have been designed to treat ordinary rough differential equations.

Using the flexibility of the paracontrolled distribution approach, we introduce the notion of
convolutional rough paths by including the convolution kernel ¢ in the definition of the so-called
resonant term. The later notion can be seen as the analogue to geometric rough paths in the
paracontrolled distribution stetting. We prove that the It6-Lyons map has a locally Lipschitz
continuous extension from the space of smooth paths to the space of convolutional rough paths.
Hence, the Volterra equation (1)) driven by a level-2 convolutional rough path possesses a unique
solution. This ansatz leads to rather weak regularity assumptions on the kernel ¢ requiring less
than Lipschitz continuity and thus allowing especially for singular kernels.

In addition to the above mentioned modelling, there is a particular interest in singular kernels,
e.g. lﬂ, |E, @], because of their links to stochastic differential equations with fractional derivatives
@] and to a large class of semilinear stochastic partial differential equations IA_AI] The here
developed paracontrolled distribution approach to Volterra equations can thus also be viewed as a
step towards these applications. However, exploiting these directions more comprehensively would
require extensions based on higher order paracontrolled calculus, see [@], or to infinite dimensional
spaces, cf. [lﬁ]7 which is beyond the scope of the present article.

While it is necessary for singular kernels to be included in the definition of the rough path, in
the case of regular kernels, say ¢ is at least Lipschitz continuous, the existence of the convolutional
rough path can be reduced to the existence of a generic rough path, i.e., independent of the specific
kernel. Moreover, considering the regularity of the driving signal in Besov spaces, our analysis
builds on [@] and interestingly the continuity results hold for some Volterra equations driven by
convolutional rough paths with jumps, contributing to the recent extension of rough path theory
to cadlag paths, cf. Iﬂ, @]

In order to apply the pathwise solution theory for Volterra equations driven by convolutional
rough paths to stochastic Volterra equtaions, we construct convolutional rough paths for a large
class of stochastic processes satisfying a hypercontractivity property. Examples include many
Gaussian processes such as fractional Brownian motion with Hurst index H > 1/3. As a con-
sequence, we obtain unique solutions to stochastic Volterra equations driven by Gaussian processes,
extending most literature which focuses on driving signals given by semi-martinagles. Another ad-
vantage of the pathwise approach is that it can immediately deal with stochastic Volterra equations
with anticipating coefficients, cf. the seminal work of [@]



Plan of the paper: In Section Bl the functional analytic foundation is provided. Section
establishes the existence and uniqueness results for Volterra equations. The connection to the
classical rough path theory and the probabilistic construction of the resonant term for suitable
stochastic processes can be found in Section @l Applications of the pathwise results to various
types of stochastic Volterra equations are presented in Section Appendix [A] collects several
auxiliary lemmas concerning Besov spaces.

1.1 Setting up the Volterra equation

In the rest of the paper, we study the following class of Volterra equations of convolution type

u(t) = uo(t) + (1 # (01(w)€1)) () + (2 * (02(w)&2)) (1), tER, (1.2)

where

e the convolution operator * is defined by

(f*9)(y) == /Rf(y —z)g(xr)dz, yeER,

with the usual generalization for distributions f and g,

uo: R — R™ is the initial condition,

¢;: R — R are the kernels (or kernel functions) for j = 1,2,
e 0;: R" — L(R™,R") are vector fields for j =1, 2,
e £1: R — R™ and &: R — R™ is a possibly rough and smoother signal, respectively.

Comparing (L)) and (L2, the signal & corresponds to the (distributional) derivative of ¢ and the
integral boundaries (—oo, t] are included via kernel functions of the form ¢ = 19 ). Through-
out the paper we refer to 1 * (01 (u)&1) as the rough term and to g * (02(u)€2) as the drift term,
making for simplicity the assumption that also ¢1,&; are less regular than o, &, respectively.
Let us remark that distinguishing between a rough and a drift term allows for sharper regularity
conditions on the respective vector fields o1 and o9, cf. the notion of (p, ¢)-rough paths [29].

2 Bony’s paraproduct and Besov spaces

Let us briefly set up the functional analytic framework. We begin by recalling the notion of Besov
spaces in terms of the Littlewood-Paley decomposition. For a more general introduction we refer
to Bahouri et al. [d], Sawano [41] and Triebel [47)].

For the sake of clarification let us mention that LP(R¢,R™*") denotes the space of Lebesgue
p-integrable functions with norm | - ||1» for p € [1,00) and L>°(R? R™*") denotes the space of
bounded functions with corresponding norm || - ||oo. The space of Schwartz functions on RY is
denoted by S(R?) := S(RY R™*") and its dual by S'(R?) := S'(R?, R™*"), which is the space of
tempered distributions.

For a function f € L'(R%,R™*") the Fourier transform and its inverse are defined by

Ff(z):= /Rd "0 f(x)de and FTlf(z) = (2n)T4Ff(—2).

If f € 8'(RY), then the usual generalization of the Fourier transform is considered.

The Littlewood-Paley theory is based on a localization in the frequency domain by a dyadic
partition of unity (x, p), that is, x and p are non-negative infinitely differentiable radial functions
on R? such that suppy C B and suppp C A for a ball B C R? and an annulus A C R



X(2)+ 250 P(2772) = 1 for all z € RY, supp(x) Nsupp(p(277-)) = 0 for j > 1, and supp(p(2~*))N
supp(p(279-)) = 0 for |i — j| > 1. We set throughout

p-1:=x and pj:=p(277) forj > 0.
Given a dyadic partition of unity (x, p), the Littlewood-Paley blocks are defined by
A_yf:=F p_1Ff) and A,f:=F Yp;Ff) forj>D0.

Note that A;f is a smooth function for every j > —1 and for every f € S’(R?) one has f =
> j> 1A f For a € R and p,q € [1,00] the Besov space Bg (R, R™ ™) is given by

B (RER™ ™) = {f € S (RER™™) ¢ || fllayp,g < 00}

With | llapa = || (27185 Fl10) 5,

ra

Although the norm || - ||a,p,q depends on the dyadic partition (x, p), different dyadic partitions of
unity lead to equivalent norms (see E, Corollary 2.70]). Whenever the dimension of the image
space is clear from the context, we write By (R?) := By (R*,R™*") and By, := By ,(R,R™*™)
and analogous abbreviations for LP(R? R™*"). The special case of Holder-Zygmund spaces is
denoted by C* := B, , with corresponding norms | - [|ce := || - [|a,00,00 for & > 0. In the following
we will frequently apply embedding results for Besov spaces, which can be found for example in
[42, Proposition 2.5.7 and Theorem 2.7.1].

Let us fix the notation Ay < By, for a generic parameter 1, meaning that Ay < CBy for some
constant C' > 0 independent of ¢. We write Ay ~ By if Ay < By and By < Ay. For integers

Jo, ko € Z we write jy < ky if there is some N € N such that jy < ky + N, and jy ~ kg if jy < ky
and ky < jy.

Given f € By (R?) and g € 3527(12 (R%), we can formally decompose the product fg in terms

of Littlewood-Paley blocks as

fa=Y > AifAjg=Tig+Tyf +x(f.q) (2.1)

j>—1i>—1

where

Trg:= Y ( > Aif)Ajg and 7(f,9):= > Aifdjg.

G>—1 Ni<j—2 li—j|<1

This decomposition was originally introduced by Bony [@] and 7(f,g) is usually called resonant
term. The following paraproduct estimates verify the importance of Bony’s decomposition. For
the proof of this lemma, we refer to [J, Theorem 2.82 and 2.85] and [37, Lemma 2.1].

Lemma 2.1 (Bony’s paraproduct estimates). Let o, 8 € R and p1,p2,q1,q2 € [1,00] and suppose

that 111 11 1
- =— 4+ —<1 and —:=—+—<1.
p i Do ¢ o @

(i) If (f,9) € L (R) x By, ((R?), then |Ttgllg,p.g S I1fLer 9]l g.pasa-
(it) If o < 0 and (f,9) € By, 4, (RY) x By, ,,(RY), then || Trglla+pp.q S I laprai198.p2.00-
(iii) Ifa+B >0 and (f,9) € By, 4, (RY)x By, 4,(R), then ||7(f,9)lla+ppa S I fllapr.ar 190155200

In order to analyse the smoothing property of the convolution operator x appearing in the
Volterra equation ([[L2]), we provide the following Young inequality and its proof since the authors
are not aware of a reference for this result in the stated generality.



Lemma 2.2 (Generalized Young’s inequality). Let o, 8 € R, d € N and p1,p2,q1,92 € [1, ]
satisfying

1 1 1 1 1 1
0<-=—4+—-1<1 and 0<—-=—+ —< 1.
p p1 P2 q q 42
Then, for any f € B , (R?) and g € BS, . (R?) we have f* g € By (RY) with

If * glla+s..0 S N fllawpr.an 1911 8.p2.02-

Proof. The Littlewood-Paley blocks of the convolution satisfy

Aj(fx9) = F psFIFg) = F i PF 11« F o) " Fol, G = -1,

Using Young’s inequality for LP-spaces, we bound

DDA, (5 g)llre < 2NF o *Ffllnes) PPIF 7 0] P Fellln).

Hence, by the Cauchy-Schwarz inequality it suffices to show

1@ F oy 2 F flllom) oyl S U Fllaproan (2.2)

and consequently the analogous estimate holds true for g). To verify , we decompose f =
d tly th 1 timate holds true fi T if d
> j A f. Due to the compact support of p; and the classical Young inequality, we obtain

||LP1

20 F o3 2 Ff)ll o <29 || F 7 (o) 2 FlAs 1]
j/

‘v —1r 1/2
<2 N NF Y 2 llA £l oo
li—3"1<1
SZ (2—(j/_j)a]l[_1,1] (]I 7‘7)) (2j/aHAj’fHLP1)~
j/

Again by Young’s inequality (applied to ¢9') we conclude

@1 0} 2 F Al ) ol < 1@ L0 G5yl N < 21+ D -
O

In order to quantify the regularity of the vector fields appearing in the Volterra equation (I2)
we follow the convention by Stein (cf. [19, Definition 3.1]): For operator-valued functions F': R™ —
L(R" R™) we write F' € C* for k € N, if F' is bounded, continuous and k-times differentiable with
bounded and continuous derivatives. The first and second derivative are denoted by F’ and F”,
respectively, and higher derivatives by F(¥). The space C* is equipped with the norms

k
1Flloc == sup ||| and [[Fllcx = 1Flloe + D I1E o,

j=1

where || - || denotes the corresponding operator norms.

3 Existence and uniqueness results for Volterra equations

Let us briefly recall the Volterra equation ([L2)), which was given by

u(t) = uo(t) + (1 * (01 (w)81)) (1) + (2 * (02(w)62)) (t), tER,
for an initial condition ug: R — R"™, vector fields o;: R™ — L(R™,R™), kernel functions p;: R - R
and driving signals ;: R — R™, for j = 1,2. While the convolution is always well-defined for any
function or distribution in a Besov space (cf. Lemma [2Z2)), the product o;(u){; requires sufficient
Besov regularity of the involved functions (cf. Lemma 2.T]). This statement will be made precise
in the next subsection.



3.1 Regular driving signals

To analyse the product o;(u)§; more carefully, we suppose that the driving signals satisfy ¢; €

Bgﬂ;l with 8; > 0 and p > 2, for j = 1,2. We further assume that the corresponding solution u
of the Volterra equation (L2) fulfills u € By o for some regularity a > %. In this case Bony’s

decomposition (2.1I), the paraproduct estimates (Lemmal[2.T]) and the Besov embedding BZ‘/J;%O -1~

B,E’f;;l applied to the problematic product yields

oj(u)é; = Ty wéi +7(oj(u),&) +Te,05(u) € Bgfo_ol ifa+p;>1,p22. (3.1)
—— S N—

Notice that the Young type condition o + 3; > 1 is crucial for the regularity estimate of the
resonant term 7 (o (u), &;). If ; € By’ for some 7; > 0, then Young’s inequality (Lemma Z2)
combined with (BI]) yields

o * (05 (u)g;) € Bk

In view of the Volterra equation (L2) we obtain the relationship
a=min{f +71 — 1,02 + 72 — 1}.

In the following we associate the “rougher” signal with the first convolution term and thus assume
B1 < B2 and v1 < 2. The Young type condition o + 3; > 1 is then equivalent to 23 + v, > 2.

Applying a fixed point argument, we first prove the existence of a unique solution to the
Volterra equation ([2)) in this Young setting. Afterwards we will relax the regularity assumptions
allowing for a more irregular driving signal &; in ([2]), see Subsection

Proposition 3.1. Let p > 2, 0 < 51 < B2 and 0 < v < 2 such that
a=p/+vm-1€1/p,1] and 261+ > 2.

Suppose ug € By o, & € Bﬁf;;ol, p; € B?foo and o; € C? with 0;(0) = 0, for j = 1,2. If
max;—1,2 ||| ¢ is sufficiently small depending on max;—1 2 [|[¢;|~;,1,00, Maxj=12 [|€;g;~1,p,00 and
luol|ov,p,00, then the Volterra equation (I2) has a unique solution u € By .,

Let us remark that the assumption a > % in Proposition B1] is only used for the embedding
a,p.co a0d || - ||oo of the solution u, we may

By ., € L*. If we separately control the norms || - |

allow for u € B;(CQ. This implies that the solution u of the Volterra equation (L2) may have jumps
but these jumps can only come from the initial condition ug. This observation leads to the next
proposition.

Proposition 3.2. Let p > 2, 0 < 1 < B2, 0 < 71 < 72 such that
Brtm—1€(/p1] and pr+1/p>1.

Suppose ug € Bp NL>®, ¢ € 5700 . ;€ B’ and oj € C? with 0;(0) =0, for j = 1,2. If
max;—12 ||oj]|c2 is sufficiently small depending on ||uol| 1 p,oo + ||[uol| oo, maxj—12 H<P]||»y],1,oo and

max;—12 [|&lg,~1,p,00, then the Volterra equation (L3) has a unique solution u € Bp N L.

Let us remark that Proposition Bl is not a corollary of Proposition However, since the
corresponding proofs work analogously, we present here only the proof of Proposition [3.2]in order
to avoid redundance.

Proof of Proposition[3.2. We study the solution map

1 1
D: Bl NL® = BhooNL®, v u:=uy+ p * (01(1))51) + g * (ag(v)gg).



If @ is a well-defined map and a contraction, then the assertion follows from Banach’s fixed point
theorem.

Step 1: The map @ is well-defined. Indeed, by Young’s inequality (Lemma 22]), the Besov

embeddings B2 € Bt BYLY TN € BY/R and BTN C L for j = 1,2 and Bony's

decomposition we have
[@(0)]] 1,00 + [[@(0)[loo

S ol 2 poo + l1uolloe + D 1951100105 (0)5 118, 1.0,00
j=1,2

S ol 2 poo + lluolloe + D~ (1To; &5 l18-1m,00 + 17(05 (), €)1 1 48, 1.p/2.00
j=1,2

1T, 05 (V)11 4.8, -1,p/2,00) 193 ]13.1,00-
The paraproduct estimates (Lemma 2] and Lemma [A3] yield
[@(V)]] 1,00 + [[@(0)[loo

S llwoll 1,00 + [[uolloo + > 125ll;.1.00 (105 (W) 2 .00 + 05 (V) llo0) 185118, -1.p.00 (3.2)
j=1,2 .

S Mol 1 oo + 1uolloe + (10111 oo + 10llec) D 5l 1,00 105l 165118,-1,p.00-

§j=1,2

Hence, ®(v) € B oo N L™ for every v € Bf.oo N L.
Step 2: Invariance of ®. We now verify that ® maps the ball

1 1
By = {v € Bloo NL™ & [[0]l1 0o + 0]l < 2K2} C BEooNL®

into itself for some suitable constant K € R. Due to (82), there exists some K > 1 such that
[woll1 p,o0 + [luofloe < K and

12011 p,00 + 12(V)l]oo

< K(IIUoH%,p,oo + lluolloe + (19112 .00 + 10lloc) D ||<Pj||w,1,oo||0j||c1IISjIIBj—Lp,oo)-

J=1,2
If max;—12 ||oj]|cr is sufficiently small such that

1
max [[0jl;.1.00ll05 o115 ll8, 1000 < 72

+ |@()]|0o < K%+ K2 <2K2.

1
||;,p700 —

then for any v € Bx we obtain || ®(v)

Step 3: ® is a contraction. To deduce the Lipschitz continuity of ® on By, let v1,vs € Bi.
By Young’s inequality (Lemma 22) and the auxiliary Lemmas and [A.3] we deduce

[@(v1) = D(v2)[| 1,00 + [@(01) = P(v2)]loo

S D eillvreo (1o (i) = (0212 oo + 1o (01) = 03 (v2)ll50) 165118, -1,p.00
=12

< ( > ||0’j||02||<Pj||w,1,oo||€j||ﬂj—1,p,oo) (L l[v1lls oo + Vil + V2l 2 p oo + v2lls0)
j=1,2
X (|Jor — Va1 o0 + 01 = v2]|00)

< max ogllon (32 101l 1001651100 ) (1 4B) (o = w2l o + 01 = v2]c).
’ j=1,2



In conclusion, ®: By — By is Lipschitz continuous and it is a contraction for sufficiently small
max;j=1,2 [|o; o2 depending on [|uo|| 1, oo F[|v0lloo, maxj=1,2 [|¢;l4;,1,00 and maxj=1,2 (1€ [l 5;~1,p,00-

O

Remark 3.3. One can bypass the flatness condition on the vector fields ¢; and o9, that is,
max;=1 2 ||| cz was assumed to be sufficiently small, by assuming that the kernel functions ¢1, 2
as well as the driving signals &1, &> are supported on the positive real line, c¢f. Subsection [3.41

3.2 Rough driving signals

The regularity assumptions on the driving signals proposed in Proposition Bl for obtaining a
unique solution to the Volterra equation (L2)), are usually too strong for applications in probability
theory. Namely, we have imposed the smoothness condition o + 81 > 1, which means £, > Q_QJ
For instance, for ordinary differential equations we have v3 = 1 and thus 3; > % excluding
stochastic differential equations driven by the Brownian motion. In the sequel we will generalise
this condition for the first convolution term in (I2) to 2+ 1 > 1 being equivalent to 1 > %
In the case v; = 1 we then require 5; > % which is in line with the classical rough path theory
with one iterated integral. This paves the way for a wide range of applications of our results to,
e.g., fractional Brownian motion, martingales and Lévy processes, see Section [l

As discussed before, under the weaker regularity condition 8; > % one main difficulty is
to give a rigorous meaning to the product o1 (u)&1, cf. (BI]). To overcome this issue, we adapt the
paracontrolled approach introduced by Gubinelli et al. lﬂ] In order to profit from the smoothing
effect of the convolution with ¢, we choose a paracontrolled ansatz that reflects the convolution
structure of equation (2)).

Abbreviating the regular terms by ug 2 := ug + @2 * (02(u)&2) and using Bony’s decomposi-
tion (20), we may write

U = ug,2 + 1 * (Tal(u)€1 + 7T(0'1 (u)a 51) + Tﬁl o1 (u))
Since the term 1 x T, (,)€1 is the least regular one, we choose the ansatz:
U = Ug,2 + 1 * Tcn(u)&l + u*

with remainder
u* =1« (m(o1(u), &) + Te, 01(u)), (3.3)

which is of regularity a+ 81 — 1 + 1 = 2« assuming everything is well-defined. However, this is a
priori not true due to the resonant term (o1 (u),£1). To analyze this term, we use a linearization
of o1(u) (see |37, Proposition 4.1]) and again the ansatz for u to decompose the critical term
(o1 (u), &) into

7T(0'1 (u),fl) = 0/1 (u)ﬂ-(uagl) + HU1 (uagl) (3 4)
= Ull (’U,) (ﬂ-(uo,% 61) + ﬂ.((pl * Tal(u)gla 51) + ﬂ-(U*a 61)) + HUl (ua 51)3 -
where
H(n (u,&) = 7T(0'1(’u),€1) - 0’1 (’U/)ﬂ'(u,fl) € 81277;,_501_1' (35)

At this point the resonant term (¢ * T, (4)€1,&1) is not yet well-defined. In order to continue
our analysis, we need to compare

(1% Ty ()€1,61) and  w(p1 x &1, 81),

which is indeed possible thanks to the following lemma.



Lemma 3.4. Suppose there exists a constant r € R such that for some v > 0
peBl, and (-—r)pc B'Hl

+1<1

J

IffeBy o andge Bg2 o With a € (0,1), B € R and p1,p2 € [1,0] such that % = pil p%
then
Ry (f,9) = Trg — Ty—n)(p x g) € BELIT
with
IR Dl e S (2lhtioe + G+ P)ellrs11.00) 1 lapr o 9o

Applying Lemma [3.4] we can write the “undefined” resonant term (@ * Ty, (1)€1,61) in (B.4)
as

(1 * Ty (w)é1,61)
(Lo, (u(-—r)) (P1 % &1),&1) + (R, (01 (), &1),61) (3.6)
or(u(- —r1))m(pr * &1, 6) + (o (u(- — 1)) o1 % &1, &) + (R, (01(u), 61), &),

for some r; € R and where we used the commutator

L(f,g,h) :==n(Trg,h) — fr(g.h), f,g.heS (R),

satisfying
1T 95 W) latvtepssa S I llap.oollgllop.collPlle.p.oo; (3.7)

for p > € (0,1) and b,c € R with a + b+ ¢ > 0 and b+ ¢ < 0, see the so-called commutator
lemma Iﬁ Lemma 4.4]. We thus have reduced the critical term (o1 (u), &1) to the resonant term

m(p1 * &1,&1). The latter one does not depend on the particular equation (I2) in the sense that
it neither depends on w nor on o, but only on the signal £; and the convolution kernel (.

Proof of Lemma[37} We may assume that f € B,?IT(}((’““ being a dense subset of B . such that
the result will follow by continuity. We will use the notation S;f := 37, . | A;f for f € S'(R).
Noting that

Aj(pxg)=F lpjxpxg=px(Ag), (3.8)
and since Zj Aj(p* g) converges if Zj Ajg converges by Lemma 22 we have

o Trg(x) — Tr—p(pxg)@) = > Rj(x
j>—1

with
Rj(x) =@ * (Sj_1fAjg)(x) = Sj—1f(x —7) (0 * Ajg)(x)
= [ o= (811 = SyaFla = 1) Ayg(2) s (3.9)

:/O /R(Z —x+ T)‘P(w — Z)Sj—1f/(g; —r+ t(z —x+ T))Ajg(z) dzdt

where we apply Fubini’s theorem in the last line using that f’ is bounded. Since (y — r)p(y) €
L'(R) € B{ ., the Fourier transform of R; is well-defined and we have

1
FR;(&) = / /]R2 eig(””_z)(z —xz+r)elx — z)eingj,lf'(z —r+tlz—x+7)Ajg(z)dzdxdt

1
=- / / et (x —r)p(2)e®* S 1 f'(x + 2 — 7 — to + tr)Ajg(z) dz da dt
0o Jr?



— /0 /Rezfz(:r — r)cp(:c)]:[Sjil(f/(. +(1—t)(z— T)))Ajg] (€) dz dt.

Since F[A;gS;—1(f'(- + (1 = t)(z — r)))] is supported on an annulus with radius of order 27
(uniformly in ¢ and ), we conclude that Ay R; = 0 if |k — j| 2 1. Consequently,

Il * Trg(@) = Ty (@ * ) (@)latssnmoe S sup 2R NAR s (3.10)
= ij

Let us introduce ¢y, := F~1py * ¢ and recall the operator [Ag, flg := Ar(fg) — fArg. We have

ARR; = o % (85211 Ajg) — Ap(Si—1 f(- =)@ * Ajg))

(3.11)
= o * (Sj-1fD;9) = Sj—1f(- =) (or ¥ Ajg) — [Ak, Sj—1f(- = 1)](¢ * A;9).
For the third term in the above display [37, Lemma 4.3], (Z8) and Lemma 22 yield
Y MAk S =Ml * 2jg)ll 1o < D27 1S1-1 fllapr ol Ai (0 % 9) | v
J~k jrok
S 2 U a2 T o llapace (B12)
jrok

S 27Nl 1,00 llwpr oo 19118, 00

Exactly as in (39) the first two terms in (BI1]) can be written as
i x (Sj-1A,9) () = Sja f(x = 1)(ok * A9)(2)
= /01 /R(z —z+7r)op(r — 2)Ajg(2)S;—1f (x +t(z — ) + (t — 1)r)dz dt.
Abbreviating ¢ (z) = (z — r)pr(z), Holder’s inequality gives
on % (Sj-1f85g)(x) = Sj—1f(x — 1) (¢ * Ajg) ()|

1
</ /|@k(zfz)|171/p|$k(:cfz)|1/p‘Sj,1f’(:c+t(z—z)+(t7I)T)Ajg(z)|dzdt
0 R

SO ! ~ 1/p
< ||90k||1L11/p/ (/Rm(:c—z)|]sj_1f’(x+t(z—x)+(t—1)r)Ajg(z)\pdz) dt.
0
Using that o — 1 < 0 and E, Proposition 2.79], we obtain by

[ox * (Sj—1fAz9) = Sj—1f (er * 8j9)|| .,

o1 1 . 1/p
S ||<Pk||i11/p(/ /2 |<Pk(z)|‘Ajg(z)Sj71fl(:E +z—tx+(t— 1)r)|p dzdz dt)
0 JE (3.13)
5|1t 1/p ' > P am p
<1 ( [ ] B8 alral1Sir £ I )
0
S 277 g1l g oo | lla—1,p1.0027 TV |G (@) | 1.
Since | Flla1pnee S | fllapsos it suffices to show Bl 1 = [I(z — (@)1 S 2750+, Note

that

(2 — r)ou(x) = / (2= 24 2 — ) F " ple — 2)plz) dz

- / (2 — 2)F pla — 2)p(2) dz + / Flpa — 2)(z — r)plz) ds
= ((WF o) * @) (@) + (F i = (y — 7)p(y)) ()

10



—i(F okl * @) (@) + Ak ((y — 1)) (=)
—i Y F o)+ Aje(@) + Ak ((y — r)e(y)) (),

Jr~k

which by Young’s inequality implies

I = r)or @) < D IF o 1Al + 18 ((y =)o) [ o2
g~k
=Y IF 1)L 1Al + 1Ak ((y = 7)) [l (3.14)
g~k

=2 O IF Nl elynee + 27 OV = 1)l 00
Finally, we combine the estimates (312), BI3) and EI4) to get

Do IARR e S 27 (ol 10 + 1= 1) @llhrrn,00) [ lapr.ooll9]1,ps,00-
jk

In view of (BI0) we have proven the asserted bound for HRW (f, g)Ha-‘,-B-‘,-v oo and in particular
Ry(f,9) € Byti™. m

Remark 3.5. Lemma [3.4] can be seen as a counterpart to the integration by parts formula as used
in the context of classical rough differential equations of the form Du = F(u){ with the differential
operator D and a signal £ € Bg L, see for example Iﬂ, @] Defining the integration operator

I := D~ ! to be the inverse of D and denoting by ¥ the solution of DY = £, one has
TrwV = 1(DTpwyd) = ITpw)é + [Tprwd,

where the second term is of regularity 2«.. Heuristically speaking, for Volterra equations we replace
the integration operator I: f — I(f) by the convolution operator f +— ¢ f and set ¥ := p = £.

The resonant term m(p; * &1,&1) appearing in (B8] turns out to be the necessary “additional
information” one needs to postulate in order to give a meaning to the Volterra equation (2]
with rough driving signals &;. It corresponds to the iterated integrals in rough path theory (cf.
131, 32, [21]) or the models in Hairer’s theory of regularity structures (cf. [26, 27]). For the
construction of m(p; * £1,&1) for certain stochastic processes we refer to Sectlon @

In the present context we introduce the notion of convolutional rough paths.

Definition 3.6. Let 5,7 > 0, p € [2,00] and set a := 4+ v — 1. The space of smooth functions
¢: R — R™ with compact support is denoted by C°. Given a function ¢ € B __, the closure of
the set

1,007

oo « 1
{(&m(p=&9) - cecE} CBI x B
with respect to the norm [|£|s—1,p,00 + [|T (0 * &, &) |lat8-1,p/2,00 is denoted by Bﬁ”(g@) and (§,u) €
Bg () is called convolutional rough path.
Assuming 7(¢1 * &1, &) is well-defined, by the previous analysis we know that «* from B3] is
also well-defined. Hence, Bony’s decomposition and Lemma [34] allow to rewrite the rough term

p1 % (01(u)é1) as
P1* (01 (u)gl) = 1 * (Tal (u)gl + 7T(O'1 (u)aél) + T§101 (u))
= Tal(u(~fr1))(901 * €1) +u* + R‘Pl (Ul(u)agl) :

eBZa

p/2,00

For the more regular drift term @9 * (02(u)€2) we observe (using similar calculations as in the
Young setting and Lemma [34)) a control structure with respect to s * &o:

@2 % (02 (u)E2) = @2 * Ty, ()2 + 2 * (m(0a(u), &2) + Te, (02 (u)) )

a+pBo—1
€B, /s 5%

11



= Ty (u(-—ra)) (02 * &2) + @2 % (m(02(u), &2) + Te, (02(u))) + Ry, (02(u), &2),

662@

p/2,00

for some o € R. Therefore, the ansatz for a solution u to the Volterra equation (L2]) leads to the
following “paracontrolled” structure:

Definition 3.7. Let p > 1 and o > 1/p. A function v € B% _ is called paracontrolled by

p,00

if there are v v ¢ Bf;,oo such that v# := v — T,yw; — Ty ws € 3272,00'

The space of all such triples (v,v(M),v?)) € (BS )? where v paracontrolled by wy,wy € BY , is
denoted by Dy (w1, ws) equipped with the norm

«
wy, W € Bp,oo

[0 |apoo + 103 lapoo + 110 = Ty wi — Ty wa|l2a,p/2,00-

p(1) W1 —

Remark 3.8. Note that for any v, 0wy, w, € BY ., and v# € B2% the function v := T,
T, wo + v¥ is paracontrolled by w;,ws and, in particular, v is an element of By . Indeed,

Lemma 2T and the embeddings 3272 w € By € L™ imply

[0llapoo S D 1T willapse + 0% lapoe S D 109 lap.s Wi laipioo + 1% ll20.p/2,00-
j=1,2 j=1,2

It is natural to require the same paracontrolled structure for the initial condition ug as for the
solution for w. In other words, ug is assumed to be of the form
1) (2
Uy = Tuél) (p1x&1) + Tué2) (p2 % &) +uff for some u((J ),ug ) € B s ulf e 8272100.
Remark 3.9. A similar requirement for initial conditions ug appears in the context of delay dif-
ferential equations driven by rough paths where uq is usually a path and not only a constant,
cf. Neuenkirch et al. [@, Theorem 1.1]. Hence, in order to ensure that the rough path integral
is well-defined, Neuenkirch et al. @] suppose the initial condition to be a controlled path in the
sense of Gubinelli [23).

To sum up, the ansatz reads as

U= Tu[()l)-l-m(u(»—n))(sﬁl * 51) + Tu82)+02(u(»—r2))(<'02 * 52) +ut (315)
with
ut =l + Z (¢j * (m(0 (), &) + Te,05(w)) + Ry, (05 (u),&5)) € 312)7‘2700. (3.16)
j=1,2

Note that, imposing the Young type condition o 4+ B2 > 1 on the regularity of the drift term
2 * (02(u)&2) ensures especially that the cross terms (o1 * &1,&2) and 7(p2 * &2,&1) are well-
defined.

Postulating the paracontrolled structure for the initial condition, we show in the following that
the Ité-Lyons map S := S, 4, given by

S (Bgo0)? % B2y oo X B (1) x B2 — BS .,

(uél)a ’U,BQ),U#, (&hﬂ)agQ) = u,

where w is the solution to the Volterra equation (L2) given the initial condition ug := T (1 *
0

(3.17)

&1) +T (p2%&2) —|—u70‘7E and the inputs (&1, 1), &2, has indeed a unique locally Lipschitz continuous
0

extension from smooth driving signals (&1, 7(¢1 * £1,&1)) to the space of convolutional rough
paths (&1, p). For fixed signals ((£1, u), &2) the ansatz from above and the proof of the following
theorem reveals that the It6-Lyons maps, more precisely, Dy (11, p2*&2) into Dy (p1%£1, pa*&a).

12



Theorem 3.10. Letp € [3,00],0< 81 < f2 < 1 and 0 < 1 < 2 satisfy a:= f1+mn—1¢€ (%, 1),
2ac+ 81 > 1 and a+ B2 > 1. For

(i) o1 € C® and o9 € C? with 01(0) = 02(0) = 0,
(it) @; € B, such that there exists r; € R with ||(- — r;)@; v, 111,00 < 00, for j =1,2,
(i) (&1,p0) € B =17 (1) and & € B2,

. 1) (2
(iv) (up,u? uf) € (Bpoo)? X By oo
the Volterra equation (I2) with initial condition uy = Tu(l)(gal x &) + Tu(z)(gag * &) + u# has
0 0
o unigue solution if A := o1 osllg1llns 100 + 520l 92l 1,00 i5 sufficiently small depending
on ((ugl),u((f),u#), (&1, 1),&2) and p1,92. Moreover, the Ito-Lyons map S from (Z17) is locally
Lipschitz continuous around ((ugl),qu),u#), (&1,p1),&2).

Remark 3.11. Theorem provides the local Lipschitz continuity of the It6-Lyons map S on the
rough path space Bglm (¢1), which contains (convolutional) geometric rough paths with jumps.
Indeed, considering v; > 1 and p = 3, the parameter assumptions in Theorem [3.10] only require

ﬂl>17§’71 and ﬂl>%+1771_

Hence, we can choose 81 < 1/p, which implies that Bglm (1) contains discontinuous paths, and
Theorem is still applicable.

The existence of a continuous extension of the It6-Lyons map from the space of smooth paths to
a space of geometric rough paths containing discontinuous paths seems to be due to the smoothing
property of the kernel function ¢y € BY}OO for v1 > 1, cf. , Remark 5.11]. Note that even if the
driving rough path may possess jumps, the solution of the Volterra equation is still a continuous
functions as we require a > 1/3. In order to obtain a continuous extension of the It6-Lyons map
acting on smooth paths to discontinuous rough paths in the case of classical rough differential
equations (corresponding to y; = 1) requires to consider the rough paths enhanced with an
additional information given by the so-called path functionals, see the work of Chevyrev and Friz

[11].
3.3 Proof of Theorem

Most objects appearing the paracontrolled approach to the Volterra equation ([2)) come only
with local Lipschitz estimates of their Besov norms. Therefore, as a first step towards a proof of
Theorem 310 we provide the a priori bounds for solutions of the Volterra equation (2.

Proposition 3.12. Let p € [3,00], 0 < 81 < B2 <1 and 0 < 1 < o satisfy a:=f1+ym1 — 1€
(%, 1), 2a+ 1 > 1 and o+ B2 > 1. Suppose that

(i) o1 € C? and o9 € C* with 01(0) = 02(0) = 0,
(it) @; € By’ such that there exists r; € R with [|(- — 7;)@;l1;41,1,00 < 00, for j =1,2,

1,00

(iii) & € C and & € BP2t

p.oo
. 1 2 o «
(iv) (ug ),ug ),u#) € (Bp7oo)2 X 5’2/2,00.

Let ug := u# +T (p1 &)+ T (2 * &) be the paracontrolled initial condition. Setting
0 0

A= [lorllezllerlly,iee + llozllorliezlle 1,00, Co = |loller + llozfler + 1,

13



1
=Y (19illvy100 + 16 =) @5l 41000) + 1, Cug = 1§ lagproo + 15 llapos + 1

and

Ce 1= (o1 % €16 s prtpyzce + 3 (1+ 3 ||sok||%,1,m||£k||ﬂk_1,p,oo)||£j||ﬂj_1,p,m,

j=1,2 k=1,2

there is a constant ¢ > 0 depending only on a and p such that, if AC;C,Ce¢C,, < c, then

a0 <2luollap.oo + [ lza,p/2,00 + 1

S 3 1illroolésls;—tpoo 1§ laupioo + 10 l2a,p/2,00 + 1
j=1,2

Proof. Using
u=ugy + Z pj * a] u)gj +7T(UJ( ),fj)—l—ngO'j(’u)),

j=1,2

a < Bj47;—1, the generalized Young inequality (Lemmal[22)) and Besov embeddings (as oo > 1/p),
we have

[tllapoo S Ntollapoe + D 1514100 (1T, ()€ 118, 1,00
§j=1,2

+ w0 (u), &) las+s,~1,p/2.00 + I1Te; 05 ()] 3, -1.p,00)

By the paraproduct estimates (Lemma 2.1)) and Lemma we obtain for j = 1,2
155 w)&illgi—1.p,00 S 1o (Wl lI€518;-1,p,00 S Mlojllsoll€ill8;—1.p,00
and

ITe;05(wllg;-1,p.00 S 151l 85-1.p,00 95 (W) llovp,00 S W€l 851,00 75 [l 16l 00 (3.18)

We now need to bound the resonant terms |7 (0 (), &;)lla+8,-1,p/2,00 for j = 1,2. For j =2
we apply again the paraproduct estimates (Lemma 1)) and Lemma [A3] to get

Im(o2 (1), &2)llatso-1.p/2.00 S lo2(W)llepooll€2ll 210,00 S llo2llcr [ellap,oollallpz—1.0,00

using the assumption o+ g3 — 1 > 0.
For j = 1, in order to avoid a quadratic bound of II, (u, §) (cf. (33 and Iﬁ, Proposition 4.1]),
we apply the linearization from Lemma [A4] which provides a function Sy, (u) € 857‘2 -, such that

m(o1(u),&1) = 7(Tor (wyu, 1) + 7(Soy (u), &1).
Writing the ansatz B13) as

u= Z Tz, (on * &) +u®  with g = u(()k) +op(u(-—1), k=12, (3.19)
k=1,2
and in combination with the commutator estimate ([B7)), we find that
m(o1(u), &) = > 7(Toy(u) (Ta, (k% &), &1) + 7(Tos yu, &1) + 7(So, (1), &)

k=1,2

= 3 (o (Ta, (on * &), €) + T(01 (), T, (01 60), 1))

k=1,2
+ (T (wyu?, €1) + 7(So, (u), &)
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Z ( w)ugm(pr * &y E1) + oy (W) (U, 1 * &k, €1)

+ D04 (), T (o1 €0, 1)) + (T iy €0) + (S, (1), ).

In the following we estimate these five terms, with k = 1,2, frequently using Besov embeddings
(o > 1/p), the paraproduct estimates (Lemmal[2.])) and the auxiliary Besov estimates (Lemma[AT]

[A2 and [A3).
Defining F'(x,y) := o} (z)ok(y) and owing to 2« + 1 > 1, we have

o1 (W) Tk (r * &y 1)l at 81 —1.p/2,00

< ot (u )uk||apoo||7r(<Pk # &k €1) lat 1 - 1,p/2,00
< (105 () |0 1128 .00 + 107 (0)k (- = 1)) pro0) 17 (P * ks €0) a1 —1./2.00
< (||ol||01 2], oo||u<k>||a,p,oo +IF (s ul = 7)) lap.o0) 17 (0 % €y ) llact 1 1,0/2,00
<

(ot lles l1ullapoolluS o oo + llowllcrllonloz ([ellapeo + uC = 7)) lapeo))
X |17 (r * Eky §1)latB1—1,p/2,00

k
S lolles (1§ llap.oo + llowllon) 1 (@r * &y &) llat 5y -1,/2,00 | tllasp,o0-
Applying the commutator estimate [B7) and Young’s inequality (Lemma [2.2]), we obtain
||0/1 (U)F(ak’a Pk * £ka £l)||a+ﬂ171,p/2,oo
SNt (@ lloo 1T (@, 0 * Ekes €120+, —1.p/3.00
k
< lotllsollud? + or (@l = 7)) lapoolln * Exllap.ooll€1ll 1,00
k
Sllotller (16 lap.oo + lowllor el p.se) 19 1,00 1€ 8 —1.p,00 €111 815,00
and similarly
IT (0 (u), Ty, (k% k)5 §1) ot B —1,p/2,00
S o1 (Wlap,o0 | Tar (9k * &) llaproo 1111 81— 1,p,00
k
< llollezwllapee (16§ 1o + low(wl- = 7))o 10k * Exllapoollénll s —1.p.00
k
S llonlloz (16 llap,o0 + loklloo) 195 l4e,1,00 12l a,p,o0ll6 8 -1,0,00 181 181,00

From Bony’s estimates (Lemma [21]) we deduce that

7 (Tos () u ™€)l a1 —1,p/2,00
STy u™ ll2ap/2.00 €1 181100 S 107 ool llaa,p/2,00 €1 151~ 1,,00
Finally, Lemma [A4] shows

7 (Soy (W), &)l at1-1,p/2,00
S ”Sal (U)||2a,p/2700||§1”ﬁlfl,p,oo

< llonlle2ll€all g —1.p.00 <1 + > lalloolleon * §k||a,p,oo) (lulla,p,o0 + 11u™ ll2a,p/2,00)

k=1,2

k
< llollem €l 5s—1.moc (1 £ 3 (o + o~ m»noo)||sok||%,1,m||£k||ﬂk_1,p,oo)

k=1,2

X (||U||a7p700 + ||u#||2a7p/2,w)

k
< ol €51 (1 £ 3 (e + ||o—k||oo)||sok||%,1,oo||5k||ﬂk_1,p,m)

k=1,2
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X (Hulla,p,oo + ||“#||2a7p/2100)‘

Summarizing, we have

[7(o1(w), &) lat 81 1.p/2.00
S llolliez(llonller + llozller +1)

% (I€1ls-1mo0+ D (100t coll€ellae—vpocllrlls-1po0 + 17k * €y €)llaro-1.072.0)
k=1,2

1 2
< ([1u§ lapsoo + 168 oo + 1) (lllapoo + 14 [[2a.p/2,00 + 1)

Since v9 + B2+ 61 — 2 > a+ B2 — 1 > 0, we can estimate the resonant term for k = 2 by

17 (02 * €2, E)llatp1—1,p/2,00 S 1T(02 * €2, €1) | o481 442 —2,p/2,00
S Iz * &2l a2 —1,p,00 €111 81 ~1,p,00
S l2lls.1,00 1621l 21,00 16111 81 ~1,p,005

where we used Bony’s estimates (Lemma [2Z]) and Young’s inequality (Lemma [2.2]).
With the definitions from Proposition B.12] we thus obtain

1 * m(o1(u), 1) ll2a,p/2,00 + 2 * T(o2(), 2)ll20,p/2,00

(3.20)
< Acacfcuo (”U”a,p,oo + ||u#||2a7p/2,oo + 1)

and
[tllapro0 S N[t0]la,p,00 + ACeCeCug (ullap,o0 + 1u# |20 /2,00 + 1)- (3.21)

Moreover, by the formula for u# as given in ([3I0), by the estimates (318), (320) and Lemma 34

we see
H“#H%z,p,oo < ||“(7J#||2a,p/2,oo + Z (H‘Pj * F(Uj(“)agj)n%z,p/zoo
j=1,2
+ s * (Tey 05 (w)ll2a,p/2,00 + [ Re; (05 (1), €5) | 20,/2,00)
< ||“#||2a,p/2,oo + CACaccpcﬁcuo (H“Ha,p,oo + ||“#||2a,p/2,oo + 1)

for a constant C' > 0. Assuming CAC,C,C¢Cy, < 1/2, one gets

||U#||2a,p/2700 < ||u||a,p,oo + 2”“#”2&,1)/2700 +1.

Combining this with ([B21), we have for another constant C’ > 0
lellapoo < llollapoe +C"ACHCeCuy ([[ullapoo + 14 l2a.p/2,00 +1)-

Therefore, [|ulap.00 < 2]|10]lap.oo + |4 |120.p/2.00 + 1 provided C'AC, CeCyy < 1/2. O

Finally, we can establish the existence of a unique local Lipschitz continuous extension of the
Itd-Lyons map S from BI7) and thus conclude the existence of unique solution of the Volterra
equation (2)) for the rough setting by approximating the convolutional rough paths with smooth
functions. As the estimates work analogously to the proof of Proposition B.12] we present only
the key estimates without giving to many details.

Proof of Theorem [ZI0L Fori =1,2let (&,£5) € C2°xBL2! be two signals and (ugl)’i, uff)’i, u#t) €

(BS )? x 8572 ., be two initial conditions. Let M > 1 be a constant such that

Co, Cei, Coi, 1ui 20 /2,00 < M, for i=1,2,

i
0’
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using the definitions from Proposition B. 121 Assuming that

Lo := (lo1lles + llozllc2) (1 + llotllcs + llozllc2)

is sufficiently small depending on M, Proposition B Ilimplies the existence of corresponding unique
solutions u!, u? to the Volterra equation (L2)) and additionally Proposition B2 leads to the bound

H“illa,p,oo N M?, i=1,2.
Based on the ansatz for u!, u? (see (319)) and Young’s inequality (Lemma 22, we observe

I’ = v o p.00

Sl = w§llapos + Y 125l 100 (1Tos@)é) = Toyw)&3 185 -1,m,00 (3.22)
j=1,2

(o), €1) = (03 (42), €2) o, 1,p72,00 + [ Ter 03(01) = Tea0r (42) 3, 1)-
By the paraproduct estimates (Lemma 2.]]) and Lemma [A.3] we obtain

1T, 1) = Toyw)€5 85— 1m0 S 105ll00l1€] = €7 18,-1,p,00 + lsllc2 162118, - 1,p,00

(3.23)
X (14 [[utlap,o0 + 62 llap,o0) [0 = u?lla,p,00

and
[ Ter0j(u') = Te2o(u?) ]| 5, 1,p,00
S lloslle 1167118, -1.p,00 (1 + 6t lapioo + 62 lap,o0) 1" = w?[la,p,oo (3.24)
+ llojllor 6 llap,co €5 = €71l 8;-1,p,00-

It remains to show the local Lipschitz continuity of 7 (o (u®), f;) For j =2, duetoa+p2—1 >
0, we directly apply the paraproduct estimates (Lemma 2.1) and Lemma [A3] to get

Im(o2(u'), &) = m(02(4?), €3)llatpa—1,p/2,00
< llozlle2 11821l 2=1.p.00 (1 + 14t llapuso + 117 llap,o0) 1" = 17|l .0

+lloallor[u?lap.ocllé2 = €3 l52-1,p.00-

For j = 1 we linearise 7(oy (u?), &) more carefully using Lemma [A4] the ansatz and the commut-
ator estimate [B.7)). Rewriting the ansatz (B.15) as

ut= Y Ty (pn * &) + u
k=1,2

with

=l 4 37 (g (nlo3 (), €) + Ty (') + R, (0(u), ),

§=1,2

o= ul™ okl =), k=1,2,

we find as in the proof of Proposition B.12] that

r(or (i), ) = 3 (dm%ﬁm «€,61) + o (WD (T, o1 # 61, €1)

k=1,2
+ 1—\(0_/1 (uz)’ Tﬂ}; (‘pk * glzc)a 51)) + 7-‘-(Tai(ui)?ﬁlﬁia 51) + 7T(S(Tl (’u’l)a 51)
=: Y (D' +D5'+ D5 + D + Di.

k=1,2
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We estimate the differences of these five terms, with £ = 1,2, using again Besov embeddings
(o > 1/p), the paraproduct estimates (Lemmal[2.])) and the auxiliary Besov estimates (Lemma[AT]
and [AZ3)). In order to abbreviate theses estimates, let us introduce

2 2
~ | | .
o= (1 + 3 (I lapoe + 10 aa 2,00 + llub “na,p,oo)) :

i,k=1
N 2
Ce =1+ [Im(p1 &, D latpr-t.p/2.00 T D 1€kI15— 1,00,
ik=1

Co = llpalln1,00 + [192]l42,1,00-

For the first term we have

1D = DY [latp,—1.p/2,00
N Laaiéu(nu(gk%1 - “((Jk)z”a,p,oo + Hul - u2||a,p,oo
+ |7 (pn * € €1) = T(0k * €75 €3 ) lat 1 —1,p/2,00) -
Applying the commutator estimate ([B.7) and Young’s inequality (Lemma 22]), we obtain
1D5" = D5 [lasp,—1,p/2,00
< Laaﬂégéua'“(()k)yl - “(()k)z”a,p,oo + Hul - u2||a,p,oo

+ 116k = &ll-1p00 + €1 = & ll51-1,p.00)-

The commutator estimate and Young’s inequality moreover yield

k,1 k,2
D37 = D3 [l ats—1,p/2,00
~ e~ k),1 k),2
< LoCuC2C ([[ut — u?[lapoe + [[u§™ = 18?20 poo

+ 116k = &ll-1p00 + €1 = & ll51-1,p.00)-

Applying Lemma 3.4 we deduce that

||Di - Di||a+ﬂ1—1,p/27oo
s LGCECu(”Ul - UQHa,p,oo + ||u#’1 - u#’2||2a,p/2,oo + ”5% - 5%”&71»?»00)'

Finally, Iﬁ, Lemna 4.2] leads to
”Dé - Dg”a—i—&—l,p/?,oo S LanQCu(Hul - U2||a,p,oo + ||§% - 5%”61714’»00)'

Relying additionally on the estimate

||7T(902 * 5215 6%) - 7T(<P2 * 53) 5%)||a+ﬂ171,p/2,oo
< 1 1 ¢2 1 1 ¢2
< lle2llya—1.1,00 61 l181-1,p,00 162 = &2l B2=1,p,00 F [[02]l72,1,00 1€2 | B2~ 1.p,00 161 — €T 1l 81 —1,p/2,00

we conclude that there exist a constant C'(M) such that
(o1 (u'), &) — (o1 (u?), 1) ll2a,p/2.00

S LeC(M) (Ilu1 — o p.oo + [IT(01 # &1, €1) — TP % 6.6 latp—1p/2.00

+ 30 (€} = Ellpi-1,p00 + u! —u’ ||a,p,oo)+||u#~1u#~2||2a,p/2,oo).
j=1,2
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The last term can be further estimated by

Hu#,l _ U#’2||2a,p 2,00
/

< ”U#l - U#72|‘2a,p/2,00 + Z H‘Pj”'vj,l,oo(””(Uj(ul)vf]l') - ”(Uj(u2)75]2'>”2a,p/2,oo
§j=1,2

+|Ta0;(u') = Te20; (u?)ll2a,p/2,00 + 1R, (05 (1), §5) — R, (05 (), ) l|2a,p/2,00)

5 HU#J - u#72|‘2a,p/2,oo + 6¢LGC(M) (|“1 - u2| a,p,00 + H“#’l - “#’2”2&,}7/2,00

+ 37 (1€} = Ellpi—1.p00 + 16" = 4|0 puoo)
j=1,2

Tl €161 — m(n «s%,s%>||a+g117p/2,oo),

where we used that R, (-,-) from Lemma [34] is a bounded linear operator by its definition. For
L, small enough the last inequality in combination with (3.22) (323)) and ([324]) implies

' = wllapoe S Nud ™ = uf ?l2a,p/2,00 + C<|7T(<P1 #€1,€1) — (o1 * € D) laspi—1p/2.00

S (€ =l e + [ — ) |a,p,oo),

§=1,2

for some constant C := C (L,,M) > 0. This Lipschitz estimate allows to extend the Itd-Lyons
map BI7) from smooth driving signals & with compact support to the space of convolutional
rough paths. O

3.4 Solutions for general vector fields

In Theorem [3.10] we assumed that

A = llolleslienlly,i,e0 + llozllezlleallz.1,00

is sufficiently small, which can be interpreted as a flatness condition on the vector fields o1, 0s.
In this subsection we discuss how the existence and uniqueness results can be extended to general
vector fields o1, 09 applying a scaling argument in the spirit of Gubinelli et al. [@] to a localized
version of ([L2)). Interestingly, A is small if the (localised) kernels ¢1, @2 are supported on a
sufficiently small domain and if 71,2 < 1, ¢f. Remark B.161

Theorem 3.13. Letp € [3,00],0< 81 < f2 < 1 and 0 < vy < 42 satisfy a:= f1+ym—1¢€ (%, 1),
a+p01 <1<2a+pand a+F2 > 1. Ifv; > 1 for j = 1,2, let also B; > 1/p be fullfilled. Suppose
that

(i) o1 € C? and o2 € C? with 01(0) = 02(0) = 0,

(it) @; € B’ such that there exists r; € R with ||(- — r;)@; 1, 11,1,00 < 00, for j =1,2,
(i) (1,p) € BO—171 (1) and & € BE2gY,
() ug € B}f%m.

Additionally, we impose the structural assumption on the kernel 1 :

(v) There is some ¢ € Bffgg for 6 > (2 —2p1)V1and s € [0,1) such that ¢1(x) = (z —
Tl)_sl(h,oo)(‘r)w(x)'

19



Let x be a C* function with suppx C [—2,2] and x(x) = 1 for x € [—1,1]. Then there is some
A € (0,1) depending on (uo, (&1, 1), &2), @1, 92 and 01,02, such that the localized Volterra equation

u(t) = ug®Nb) + (7N * (01()&)) (1) + (95 * (02(w)62)) (), tER, (3.25)
loc, >\ loc, )\ _ —1 .
with kernels ¢ = x(A\"1)g;, 7 = 1,2, and initial condition uy = x(A" " )ug has a unique

solution in the space By .S for any e > 0.

Proof. Let us introduce the dilation operator Ayf := f(\-) for any f € §’. For §, A\ > 0, we first
observe that

_ loc/\+ Z loc)\ )gj)

7j=1,2

_ loc/\Jr Z/ lOC/\ —/\s)&fj( (AS))A/\@()

7j=1,2

Therefore, u solves (B25) if and only if u := Au solves

U= Aulf™ + Z / —A @loc A = 8)do; (u(s)) AN (s) ds. (3.26)

7j=1,2

Applying the dilation estimate from [@, Lem. 2.3] we have
IANE 5,1 poe S (14 A5 Iog ADAT2 6 15, -1 .00 (3.27)

The auxiliary Lemma yields

loc,\

1A ) 100 = [xAr@sllng oo S AT DM logAlllgslly e for any 7' < 3,

loc, A a—1/p (328)
”A/\u ||26¥7P/2»00 = ||XA/\u0||2oz,p/2,oo 5 A |1Og/\|||u0||2a,p/2,oo'

We now may choose ¢ such that the norms of the scaled noise and kernels remain bounded
while ||00j||cs — 0 for 6 — 0. Due to the assumptions on the parameters, we have % < B+

(v; A1) — 1 such that there is some 0 < 7 < (B + (y; A1) —1 —1/p)/2 and we can choose
§ = \3it(Ay;)—1-1/p—27 Setting uloc — AAuf)OC and

gj — )\1+1/p7ﬂj+'rA/\§j7 sZéoc . Alf(l/\’yj)JrTA/\cplljoc, b’vj — 5Uj7
we obtain from ([B.26) the dilated representation

=T Y (B E @), (3.29)

Owing to (3:27) and (B:28), we have uniformly in A > 0

H ~loc ||~loc|

€518 —1,p.00 S €511 8;-1.p,005 v, 1,00 S N51l45,1,000 |2a,p/2,00 S 1u0ll20,p/2,00-

We may now choose A and thus ¢ sufficiently small such that Theorem B0 applies to ([3:29) when
~; and « are replaced by 7; := 'yJ gand a := a—e = 1 +71 — 1, respectively, for some sufficiently
small & > 0. Since |25, 1,00 S [85ll5,.1,00 < 11€5 ;1,005 it 0nly remains to verify bounds for

(- = )@, 411,00 and ||7r(~loc * 51,51)||a+51,11p/2700 uniformly in . Setting r; = 0 without
loss of generality, we obtain from Lemma [Af] for v/ =1 A~; — 7/2

137 (@) 5, 51,100 = A~V (@) (/DA 05 @5 511,00
<\ —(1/\W)+T| log A|(||:L'(pj(1')||7j+1,1,oo + ||50j||’7j11700)'

20



Moreover, we have due to m, Lem. 2.3|, Lemma [A.6land a + 1 < 1:

|7(G° % &1, &) | a4 —1.p/2,00

= NZF2/P=2B=(ADEST || (A (0N 5 €1), A€ a1 —1,p/2,00

< NZHF2/P=2B=nADEST (|| A (7 (0N % €1), 1)) |81 —1,p/2,00

(AN % €0), Arga) = A (@7 % 61, €0) 51 -1,p/2.0) (3.30)
< AFHIBI=(MADH3T g ) [17(010 & §1,8) a4+ —1,p/2,00

+ A== ADFST oo d e 11 1€ 8y 100

+ AP DESTY AL (01 5 €1) 3,00 | ArEL 1 —1, 00

The last two terms in (330) can be bounded by Young’s inequality

loc,\

GH1—f— loc,\
ATHZP=OADET 012 s |z p oo 1€l 1 - 1m0 S AT N7 5.p,00 162 11B, 1,00

and, in combination with [37, Lem. 2.3] and Lemma (&) for & < 7,

AZF/P=2B1=(NADEST || A (61N 5 €1) |5 oo [ ANEL | 81— 1,p,00

< )‘3+2/p_2ﬂ1_(71/\1)+37||A>\8011007)\||7,1700||A)\§1||%171,p,oo

loc,\
< AT log APl 151,00 11113, 1. p.00-
Choosing ¢, ¢’ € [1,00) such that i + % =1and vy > % > 71, we observe

loc,\ || _
17" 15,1,00

ST XA ) 71 1,00 + [ Ta-1y @1 l171,1,00 + 17(01, XA ) 7,100
S el XA ) 5g.00 + IXAT )z 0115, 1,00 + 01170 1,00 XA )1 -1.00,00 (3:31)
S 11l 1,00 (1 + A7 Tog A DAT[x151,0.00 + [l 25 [01]1,1,00

F 111l 1.00 (1 4+ A [Tog A7)l 52 -1,00,00-

where we applied Bony’s decomposition, [@, Lem. 2.3] and Besov embeddings. Hence,

loc,\
||901OC ||?,1,oo S ||<P1||71,1,oo

and we can estimate ([B.30) by

|7 (B° * &1, &) | at-81-1,p/2,00
a+1—B — T loc,\
SNTH=A=ADEST o0 A 7( ) 81,61 la+8,—1,p/2,00 T+ ||801||:y,p,oo||§1||?31—1,p,oo (3.32)
SlIm(1 &1, €0) latsi—1,p/2.00 + [T (L= Aryax)er) * €0,60) zy 5,1 12,00

+lle117.p.00 18115, -1 p,00-

It remains to estimate the term ﬂ(((l — Ai/ax)er) * &1, 51) since the other terms can be seen to
be uniformly bounded in A € (0, 1] keeping in mind (331)). We use that the potential irregularity
of 1 at the origin is smoothed out. Setting &’ := (1 —a— 1)+ such that e —2(8; — 1) = v+ ¢/,
we can bound
H”(((l —Aiax)er) * 51751) H&-‘,—ﬂl—l,p/Q,oo S H”(((l —Aiax)er) * 51751) He,p/2,oo
S A = Aryax)er) * &ille—g14+1,p,00 1€11 81 ~1,p,00
S = Arypx) o) e 1,00 ll€111F, 1 .00
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We will now use the kernel assumption ¢q(z) = 27%¢(x) 1 o) (2). According to [42, Corol-
lary 2.9.3] and the proof of m Theorem 2.9.1], the extensmn operator

flx), z>=0

S0t {f € Bl oo(Ry) s £(0) = 0} = B) (), f > fla) = {O, r<0’

is bounded and linear if % << % + 1. In particular, for any function f € 3,‘3,00 with f(0) =0 we
conclude with restriction f|r, to R that
1/ L0,00)l5.0.0 S 1f IR N85m0
= inf {||glls.p.00 : 9 € By sor 9(x) = f(2) V2 = 0} < || f 5,00

Since x is constant one in a neighbourhood of the origin, we may apply B33) to f(z) = (1 —
x(A\"tx))z%9(x) and any § € ((y+¢’) vV 1,2). Together with Lemma[A.5] we obtain for e” € (s, 1)

_ A) —x(A\tr)
L=y i H x/ LX),
(1= XA N@llyrer 1,00 S T -
<N _sl log Al[|lz7* (1 = x(2))l6,1,001¥1l6,1/(1—),00
S llz™ (1 = x(@) 61,0019l 647,1,00-

In combination with (B3Z), we observe a uniform bound for ||7(Fe « &, gl)Ha_i_ﬂl_l,p/gpo which
concludes the proof. O

(3.33)

HS,LOO

Remark 3.14. Note that under the support assumptions supp¢; C [0,00) and supp&; C [0, 00)
for i = 1,2 the solution of the localized equation (320 coincide with the solution of the original
Volterra equation (L2]) on a small time horizon, provided the initial condition is, e.g., a constant
or has sufficiently small support. Based on this observation, one can iteratively solve the Volterra
equation ([2) in order to obtain a global solution using a classical pasting argument. In case of
Volterra equations this procedure will require carefully chosen support conditions on the kernel
functions and the noise terms. In the special case of classical rough differential equations (which
corresponds to @1 = @2 = 1| ), see Subsection [B]) such procedure was carried out in, e.g., M]
and [37].

Remark 3.15. The assumption (v) on the kernel ¢; is fairly flexible and covers many typical
applications. For s = 0 we may replace 19 ) by 1j9,) and we obtain a class of regular kernels
@1 = Lo,00)¥ for some 1) € Bl s 0 €AV (m+1—a—p1),7+a), (setting r1 = 0 for simplicity).
In this case the singularity at 0 is not more severe than a jump such that we recover many features
of ordinary rough differential equations, especially v; = 1. The condition v € Bl oo 1S quite weak
and includes, for instance, the kernels studied in ﬂﬁ] where ¥ € C3. On the one hand § has to
be larger than ~ such that ¢ is more regular than ¢; itself and on the other hand § > 1 ensures
that 4 is continuous. For s > 0 and ¢(0) # 0 the kernel is singular. Note that the degree of
the singularity is constrained by the regularity assumption ¢ € Bl o implying s < 1 —~;. For
example, if & is white noise, then o > 1/3 implies v > 5/6 such that we require s € [0,1/6). For
further examples we refer to Section

Remark 3.16. More generally, for singular kernels ¢; which do not satisfy assumption (v), a

uniform bound (in A) of the localised resonant term |7 (% % &, §1)latBr—1—c,p/2,00 from (B30)
could be directly assumed. Indeed, we will see in the stochastic construction below (see the proof
of TheoremIEI) that this resonant term is typically of order [|¢\°*

by Lemma [A
|| loc,A

[l4,1,00, Which can be bounded

||'y e,l,00 = ”X( )501“7*5»1700
S X0 MllIxlly-e 1,00 191l —e1/-0),00 S A2y, 00 101 1,1,00-

Note that the last estimate is arbitrary small for sufficiently small A\, Theorem [B.I0 can then
be directly applied to the localised equation ([F25) without an additional scaling argument if
V1,72 < 1.
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4 The resonant term

In order to apply the existence and unique results provided in Section Bl to stochastic Volterra
equations, it is often necessary to construct the resonant term (¢ * £,£) for the driving stochastic
processes. In the case of regular kernels ¢ € B%,OO, the existence of the resonant term 7(p x £,€) is
equivalent to the existence of the classical rough path, see Subsection 1] However, for singular
kernels p € B‘f’oo with & < 1 this equivalence does not hold anymore and it is necessary to include
the kernel ¢ in the definition of the “rough path”, see Example Therefore, we provide a
probabilistic construction of convolutional rough paths for a wide class of Gaussian processes in
Subsection

4.1 Relation to rough path theory

For a regular kernel ¢ = 1{g o)% and a rough signal £ the resonant term 7(p*&,§) can be reduced

to the resonant term (1 o) * §,§) = w(fioo d¢(s), &) between £ and its anti-derivative. The
latter corresponds to the classical rough path integral, cf. IZ_AI] Considering the Volterra equation
on some bounded time interval, we may use 7((1g,00)X) * §,&) instead of 7(1jg ) * £,&) where
X is some smooth compactly supported function being constant one in a neighbourhood of the
origin. Note that y only ensures integrability of the kernel, while the characteristic regularity
properties of 1jg . are preserved. In particular, the (weak) derivative of (1jp,o0)X) * £ is € up to
some additional smooth remainder.

Lemma 4.1. Let £ € Bg;} for 8 >0, p € [2,00] and ("), € S be such that " — & in
Bﬁ;} as n — 0o. Suppose that x € C* is a smooth compactly supported function with x(0)
1 and ¢ = Yl € B for some ¢ € B  with § € (1V2(1 — f),2) and 1(0) #
Then, mw(p * £,&) = limy 0o (e * £™,&™) e:msts in B 72 - If and only if ﬂ((l[oyoo)x) * 5,5)

lim,, 00 77((]1[0100))() * 5",5") exists in Bp% ;O In this case, one has

Sl

(0 £,6) — ()7 ((Lo,m0)X) * &,€) € B 2077,

Proof. Let (£"), C S be such that " — ¢ in Bﬁ Land 7(p * £,€) = lim, oo m(p * €7,€M) in

,O0
15’12)52_ ;O We first observe that

Tr((]l[O,oo)X) *gn,gn)
=9(0)(p* €7, ") = (Y(0) (e * €7, €") = m((Lpo,00)X) * €, ET))-

Since the first term converges by assumption, it is sufficient to consider the other two. Setting
g:=0—2(1— ) > 0, Bony’s paraproduct estimates and the generalised Young inequality yield

= |7 (((¥ = £ (0)X) Ljo,00)) * €™ €. 12,00
S [ = 9 (0)x)1
S (@ = w(0)x)1

Applying the estimate ([B.33]) for the regularity 1 < § < 2, we obtain

(% = (00X T0.00)|[5.1.00 S 1Y = 2(O)x1l51,00
< [ ll5.1,00 + (0) x|

Ooo)) *anE Bl_i_lpm”gnHﬁfl,p,oo
000))||61<>0H§n”ﬁ 1,p,00°

51,00 S (1 1Ixl5,1,00) 119]]6,1,00-

As & — £ in Bﬁ I and 86 2&) A) C 5’2’6 ! , this implies one direction of the assertion. The
converse dlrectlon follows analogously |
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Remark 4.2. For oo+ B; < 1 the condition § > 2(1 — ) =1—«a — 4+~ > ~ is in line with the
regular case in Theorem Lemma [.T] especially implies that for regular kernels the results,
developed in Section [3] for convolutional rough paths, can be applied to all stochastic processes
which can be enhanced to rough paths such as semi-martingales and various Gaussian processes,
cf. Friz and Victoir [19].

While in the regular case the additional information can be reduced to 7((1jp,00)X) * £, &), the
following example illustrates that for singular Volterra equations it is indeed necessary to include
the kernel into the resonant term, i.e., it is not sufficient to take only this “classical” resonant term
into account.

Example 4.3. Consider the following 2-dimensional Volterra equation

ut =gl

u? = x (ue?) = ((px£)87%),
with some singular kernel ¢ € B  fory € (0,1) and (£*,¢%) € BS L. We notice that 7((1[g,e0)X) *
¢,¢%) € B2, . is well-defined if 28 > 1, but 7((¢ * £1),6?) € B27, 2" is not well-defined if
23 < 2 —~. Hence, for v < 1 and 1/2 < 8 < 1 — v/2 the product (¢ * £1)£? is not well-defined
while the resonant term 7((1o,00)X) * & 1 €2) gives no additional information.

In order to make the example more explicit, we set & = d?, i = 1,2, with 9* = BL Y for
fractional Brownian motions B with Hurst index H € (1/2,2/3) and a compactly supported
function Y € C>°. Moreover, we choose the kernel ¢(s) = 5" 19 ooy (s)X(s) for r € (4/3 — H,2 —
2H), which is associated to the fractional integration operator of order 7, cf. Section 53l We then
have for any arbitrarily small ¢ > 0 that (9',9%) € BS, _ and ¢ € B]  with # = H — ¢ and
~v = r—e. By the choice of r and H, we indeed have 1/2 < 8 < 1—~/2, but also a := f+~v—1 > 1/3
and 2« + 8 > 1 such that Theorem B.I0 is applicable.

4.2 Stochastic construction of the resonant term

While Lemma [T] allows for the construction of the resonant term 7(p*&, £) for a regular kernels ¢
and a large class of noise processes £ via rough path theory, the aim of this section is to directly
construct m(p * &, &). This is particularly interesting for singular kernels, but also gives some
deeper understanding on the interplay between the analytical object w(p &, §) and the stochastic
behaviour of £&. We investigate a class of stochastic processes admitting a series expansion

& = Z an(t)gna teR, (4'1)

n>1

for coefficient processes (ay)n,>1 and random variables ¢, which are all defined on a joint prob-
ability space (9, F,P) with corresponding expectation operator E. We will impose the following
assumptions:

(A) Let (Cn)n>1 be a sequence of random variables satisfying E[(,,(;n] = 1{n—rm} and the following
hypercontractivity property: For every r > 1 there is a constant C, > 0 such that for every
polynomial P: R™ — R of degree 2 we have

E“P(ClaaCn)V} < C’I“]E“P(gl;vgn”?]

r/2

(B) Let a, € Bﬁ;l, n > 1, for some p > 2, B € (0,1) such that }° -, lanll3_1, 1 < oo

An important class of processes satisfying these assumptions are centred Gaussian processes &
whose covariance operator can be represented as an L2-inner product, i.e., E[£&] = (fs, fi) for a
class of functions (f)tcr. If we expand f; = >, an(t)n, an(t) = (fi, 1), with respect to some
orthonormal basis (¢,,), we may obtain the representation (A1) with i.i.d. standard normal (¢,).
Indeed, the distribution of the finite dimensional distributions of the random series then coincides
with the original process by construction, such that in general only tightness has additionally to
be verified.
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Example 4.4.

(i) Let (Bt)iefo,1] be a Brownian motion. Its well-known Karhunen-Loéve expansion is given by

- 1/2)7rt)

B, = fzsm tefo.1],

for iid. ¢, ~ N(0,1). Using a periodic version of Brownian motion, we may consider
this series for all ¢ € R. Let £ = (dB)x be the distributional derivative multiplied with
a localising function x € LP. Then & admits the representation with (@) with a,(t) =
V2cos((n —1/2)mt)x(t). Since ||an||g—1.p1 is of the order n®~!, Assumption (B) is satisfied
for all 8 < 1/2.

(ii) Dzhaparidze and van Zanten [@] have proved the following series expansion for the fractional
Brownian motion (X¢)scjo,1) with Hurst index H € (0,1):

- i i zn nCn + Z — = y" Tnln, te [07 1]7

where (Qn),@l and (nn)n>1 are independent, standard normal random variables, x1 < z9 <

. are the positive, real zeros of the Bessel function J_g of the first kind of order —H
and y; < y2 < ... are the positive zeros of Ji_g. Moreover, 02 = cpx, 21 J 2, (z,)
and 72 = cpy; 2" J"3 (y,) with some explicit constant ¢y > 0 given in [16). X, can be
decomposed into a two-dimensional process with coordinates given by the first and the
second sum, respectively. As noise process £, we again consider the localised derivative
leading to ([@I) with a,(t) = (a%l)(t),a@) (1)) = (op cos(znt), 7, sin(yn)) Noting the
asymptotic expressions 02 ~ 72 ~ nt72H and :I:n ~ yp ~ n for n — oo, cf. I:I)E] we obtain
a0 g—1pp ~ Tnal=t ~ n=V/2=H+B and [|a$?||p_1pp ~ n~/2"H+B We conclude that
Assumption (B) is fulfilled for 8 < H.

Based on the assumption (A) and (B), we first verify the Besov regularity of &.

Lemma 4.5. Let ((o)n>1 and (an)n>1 fulfil Assumptions (A) and (B), respectively. Then, there
is a monotone integer valued sequence (m,) T oo such that the approximating sequence " =
Yo ak(s)Ce is almost surely a Cauchy sequence with respect to || - ||g—1,p,00. In particular, the
almost sure and LP-limit

&= lim & =) an(t)in, tER,

n—o0
n>1
18 Bﬁ L-regular.
Proof. We set mg =1 and
oo
My, = inf {K S S | S n—fs}’ n>1. (4.2)
k=K+1
It is sufficient to show
S P = € l1poo > bu) < o0 (4.3)

n>1

for some sequence (by,) € ¢1. Then, the Borel-Cantelli Lemma yields that for almost every w € Q
there is some n(w) > 1 such that [[€™T — ™||3_1 poc < by, for all m > n(w). Since by, is
summable, (£"),>1 is almost surely a Cauchy sequence converging to & € Bg;}. Moreover, it

suffices to consider p < oo due to the embedding Bg,;} - Bé’;igl/ P which is sufficient if p is
chosen large enough.
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We now verify (£3]). By definition we have

Mp+41

Z Crak

k=m,+1

— suwp (2(ﬁ1)j
=1

1€ = " l-1,p,00 =

B—1,p,00

Mn41

> G(Ajar)

k=m,+1

= sup (2(5_1)]17/
jz—1 R

Hence, using an union bound for the supremum and Markov’s inequality we have

LP>
Mn41

D Gl(Ajar) (@)

k=m,+1

’ dx) Up.

Mn4+1 P
P(IE = oo > 0,) <02 22007 [5)] ST G@an)| [an @)
JEN R e, 41

Using the hypercontractivity and E[(, (] = 1{n—p}, We obtain the upper bound

b;pZQ(ﬂ—l)jp/EK mi Ck(Ajak)(x))Q]gdx

R

jeN k=m,+1
. Mn41 g
= b;pZQ(ﬂfl)“’/ ( Z (Ajak)Q(x)) dz.
jEN R N k=m,+1
We now use Hélder’s inequality to obtain for any sequence (cy) € £
W eSS R
P = €510 > bn) SH7 D207 (3 ) R PO
JEN k=m,+1 k=m,+1
My 41 p/2—1 gntt
_ —(p/2-1
(X @) Y A e,
k=mn+1 k=2n41
Mn41
p/2 _ p
<b;p( Z Ck) (supck I/QHakHﬂ—lmm) ‘
k=my,+1 k
Choosing ¢y := [larl|3_; , 1 = laxll3_; ., it remains to note that d,, := (3,70 ) ex)/? <n™3
by the choice of m,,, such that we may choose b,, = n=3/2, |

Young’s inequality (Lemma[ZZ) yields automatically o +& € Byt~ for ¢ € B] ... With these

. . . N 2B+~—2
preperations we can verify the existence of a limit lim,, oo (@ %™, ") =: (@ £, &) € BP?Q,ZO .

Theorem 4.6. Let ((p)n>1 and (an)n>1 fulfil Assumptions (A) and (B), p > 4 and v > 0.
Further, suppose that ((,) are independent, and ¢ € Bloo. Set £ :=Y"1"" arCy for a sufficiently
fast growing integer valued sequence (my,) 1 0o. Then (m(@*&™,£™))n>1 is almost surely a Cauchy
sequence with respect to || - [|2g4y—2,p/2,00 With almost sure and LP/2 limit

T n o ¢n 28+y—2
ﬂ-(w*§5§) T nll)ngoﬂ-(sa*g ,g )GBP/Qvoo ’

Proof. Let (my)n>0 be as in ([@2). As in the Lemma [T thanks to the Borel-Cantelli Lemma it
suffices to prove for some sequence (b,,) € ¢! and finite p € [1, 00):

Z ]P)(””(Sﬁ * §n+17 §n+1) - W(Sﬁ * §n7 gn)||25+y—2,p/2,oo > bn) < 00.

n>1
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Defining AY f := Ay (p * f) = F [p; Fe| = f for distributions f, we have

m(p* €M) —m(px €7, €M)

J+1 j+1
— Z Z Aj (é-n-i-l _ En)Afé-n-l-l + Z Z Ajan;: (é-n-i-l _ En)
j=2lk=j—1 j=2lk=j—1
=idn + Tn,2-

Since both terms can be estimated analogously, we focus on T, 1, for which we have

J+1 Mp 41 My 41
=X S A Y ) 22( X G
jz2l k=j—1 m=mn,+1 m=1

J+1 Mp41 Ml

- Z Z Z Z GG (Ajam ) (AF am).

j21l k=j—1m=myp+1m’'=1
Hence, we get

1 Tn, 1112847 -2,p/2,00
= sup (P29 AT o)

Mp+41 Mp+41

< sup (2(2ﬂ+7 23 Z H Z Z Z Gl (Ajam) (A am)

j'~g  k=j'—1m=myp+1m/=1

1)

Mp+41 Mn+1

Z Z Z CnGmr (Ajam)(AF am:)

2 2
< sup (2( B+v-2)j ‘LP/Q).
k=j—1m=m,+1m’'=1

As above, Markov’s inequality and the hypercontractivity yield

P(HTn,l ||2ﬁ+772,p/2,oo > bn)

<b- p/222(2ﬁ+'y 2Jp/2/ [

j+1 Mpt1  Mntl

S Y Y Gl @@t @) ] da

J k=j—1 m=my+1 m/=1
Jj+1 Mp41 Mp41 94 B
< b;p/222(25+v—2)j1)/2/ H Z Z Z CmCmr (A am)(x)(Afamr)(z)’ }4 dz
7 k=j—1 m=my+1 m/=1
j+2 M1 Mn41
S b, P2 " oRRty=Re/ / ( > > > E[Gma Gt GomaCom ]
j R ki ko=j—1 m1,ma=mn+1 m},my=1

X (Ajaml)(m)(A}fl am )(-T)(Aja’WZ)(x)(A;sz A, (-T)) ‘ dx.

In the previous sum it suffices the consider the terms where {m; = mo,m}{ = mb}, {ms
mh,ma = my} (being equivalent to {my = mf, ms = m;}) and {m; = mas = m} = mi}, because
in all other cases ]E[gmlcmll Crmo Cm;} is zero by independence of the ({,,). Since all partial sums

can be bounded similarly, we consider only {m; = ms,m} = m}} for brevity. This partial sum is
given by

S, ;:b;p/Q Z <2(26+v—2)j1)/2
J



b P/? Z (2(2ﬁ+72)jp/2
> / by Ajam)Q(z))%(WZH(Aflam/)(x)(ﬁfzam/)(z))%dx).

J—1<k1 ko <j+1 nt1 m/'=1
Holder’s inequality yields for the ¢'-sequence ¢y := [lag[[3_, ,,,k = 1,
1 Mn+1 Mn+41 p_q
. (P _ P
S D I A DD / S o) (Y e i)
b" 7 J—1<k1,ka<j+1 m=my,+1 m=mn-+1
M1 2 (»
— ¥ p
(Y )T (S A ) @A) @) d
m’/=1 m’=1
2_1 2n+1 %_1 ‘
< HCmHEﬁ b;p/Q( Z Cm) 22(2B+v—2)w/2
m=2n+1 F
My 41 Mnp 41
_£+1 _E+1 P ya P
> > cmt Con? / (Ajam)? (2)(AL, am) ¥ (2)(AL, am) ¥ (z) dz.
1<k ko <j+1 m=mp+1 m/=1 R

Writing d,, := ( Zl:";;n +1 cx)/? € £* and applying once again Hélder’s inequality, we obtain

My 41
S, < HcmHe’l_lb p/2qp/2- 22 Z Z e P/A=D2B=0ir/2|| A, ||B1?

i J—1<ks ko <j+1 m=mp+1

2n+1

Z C;§P/4*1)2(ﬂ—1+v)k1p/4HAS}: HP/42(B 1+v)kzp/4HAw m,Hp/4

m/=1
271-+1 2n+1

L_1._ _ _
S lemllE " bn/2a2=2 3" D a2, e D et ek am 5

m=2"+1 m’/=1

D _ p/2
< Nlemllf (dn /0)?’? (sup et 2l % am 510y psa) -
m/

With |l * amllg—144.pp/a S ll€lly11llam |l g=1,p.p/a by Young’s inequality, we conclude S, <
2 _ _

(dn/bn)p/2||sp||s7/1,1, Since d, $n~?, we deduce 3, -, S, < oo for b, =n 3/2, O

Remark 4.7. For the special case where ¢ * £ is replaced by the antiderivative of &, alternative

constructions of rough path and iterated integrals above stochastic processes defined by random
Fourier or Schauder expansions were considered in [@, @, @]

5 Application to rough and stochastic differential equations

The general existence and uniqueness results for solutions to Volterra equations of the form (2]
provided in Section Bl allow to recover well-known results in the paracontrolled distribution setting
but additionally contain many novel results concerning differential equations driven by stochastic
processes or convolutional rough paths. In the following we discuss some exemplary stochastic
equations and explicitly state the particular existence and uniqueness results.

5.1 Stochastic and rough differential equations with possible delay

Ordinary stochastic differential equations and their pathwise counterparts given by rough differ-
ential equations constitute fundamental and well studied objects in stochastic analysis. These
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differential equations can typically written in their integral form

u(t) = ug —l—/o o1(u(s —ry)) dd(s) —l—/o oa(u(s —re))ds, te€][0,T], (5.1)

where ¥ is a suitable driving signal, e.g., a (fractional) Brownian motion or a rough path, and
r1,72 > 0 are constant delay parameters. Thanks to the general regularity assumptions required
on the kernel functions in Section B the differential equation ([B.I) can be viewed as a special
case of the Volterra equation ([2)), and we can recover for instance the following results. For this
purpose, we denote by U the distributional derivative of 9 € B'@’Oo and introduce a kernel function
o7 which is assumed to be compactly supported on [0,27], smooth on R \ {0} and satisfying
o (t) = Tjg,00)(t) for all t € [T, T7.

Corollary 5.1. Let ug € R, o1 € C3, 09 € C? with 01(0) = 02(0) = 0 and r1,7r5 > 0.

(i) If 9 is an n-dimensional fractional Brownian motion with Hurst index H > 1/2 and T > 0
is sufficiently small, then there exists a unique solution to the stochastic differential equa-

tion [21)).

(i1) If(ﬂ,ﬂ(goT*(ﬁ]l[oyT]),19(-+r1)]l[01T](-+T1))) IS Bg’l(goT) for8>1/3,p€[3,00) andT >0 is
sufficiently small, then there exists a unique solution to the rough differential equation [&21).

Proof. Let x be a smooth and compactly support function with x(¢) = 1 for ¢ € [0,7]. Equa-
tion (B coincides on the interval [0, T] with

u(t) = wox(t) + /

A or(t—s—r1r1)o1 (u(s))E(s) ds + / or(t — 5 —ra)oa(u(s)) (s +r2)ds

R

for t € R and driving signal Z(-) := J(- + r1)Ljo,r)(- + 71). Note that or(- —r1) € Bf ., and
(- = r)er(- —r1) € Bf . Hence, (i) and (ii) follow by applying Theorem and recalling
that a fractional Brownian motion with Hurst index H > 1/2 has almost surely (H — ¢)-Hdlder
continuous sample paths for every > 0. O

Existence and uniqueness results for stochastic delay equations like (B.I)) driven by a fractional
Brownian motion with Hurst index H > 1/2 were first obtained by Ferrante and Rovira IE]
Differential equations driven by a-Hélder continuous rough paths with « € (1/3,1/2) and constant
delay were first treated by Neuenkirch et al. [@] Rough differential equations without delay but
in the paracontrolled distribution setting were considered in [24] and [37]. Furthermore, we would
like to point out that Corollary[5.1] (ii) can be applied to a fractional Brownian motion with Hurst
index H € (1/3,1/2) due to Theorem [0

Remark 5.2. For stochastic and rough differential equations like (E1I), it is straightforward to
obtain a solution on any arbitrary large interval [0, T'] applying iteratively Corollary Bl on small
intervals and glueing the so obtained local solutions together.

5.2 Stochastic and rough Volterra equations

Stochastic integral equations of Volterra type appear in various areas of mathematical modelling
such as in physics or mathematical finance and the treatment of such Volterra equations involving
stochastic integration goes back to the pioneering works of Berger and Mizel [B, ] The pathwise
counterparts of stochastic Volterra equations, namely, Volterra equations driven by rough paths
were first considered by Deya and Tindel lﬂ, @] More precisely, we consider Volterra equations
of convolution type

u(t) = uo(t) + /0 Y1 (t — s)or (u(s))d(s)ds + /0 Yot — s)o2(u(s)) ds, (5.2)

for t € [0, 7] and ) denotes again the distributional derivative of the path 9 € Bﬁ,oo'
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Corollary 5.3. Let p € [3,00] and 8 € (1/3,1/2). Suppose that 11,y € BL, ., uo € B2 and
o1 € C3, 09 € C? with 01(0) = 02(0) = 0. If (Qé,ﬂ((goTwl) * (19),19) € 85’1(@T1/11) and T > 0 s
sufficiently small, then there exists u € BP __ which is the unique solution to the rough Volterra

P,
equation (22) on [0,T].

Proof. We first observe that ¥;pr € Bioo because 1; € Bl and o1 € B;(&, for ¢ = 1,2.

00,00

Moreover, the rough Volterra equation (5.2]) coincides on the interval [0, T] with
u(t) = uo(t) + [ r(t = (e = 501 (u()d() ds
R
+ / or(t —s)yYr(t — s)oz(u(s))ds, teR.
R

Therefore, Theorem and Remark 314 imply the assertion. O

Remark 5.4. Assuming 11 (0) # 0, it is not necessary to include the kernel function v in the
definition of the driving rough path. Indeed, one can take a generic rough path, i.e., independent
of 11, thanks to Lemma [l Furthermore, notice that the kernel v; has only to be Lipschitz
continuous. This Lipschitz assumption is a significant relaxation compared to the C3-regularity of
the kernel functions so far required for Volterra equations of convolutional type driven by rough
paths, see Deya and Tindel ,@]

The previous pathwise existence and uniqueness result for Volterra equations can immediately
be applied to a wide class of stochastic processes thanks to Theorem

Corollary 5.5. Let 1) be a stochastic process such that 0 is of the form ({1)) satisfying Assumption
(A) and (B) for B € (1/3,1) and p > 3. Suppose that Un, 1 € Béoyoo, up € BZ?OO and oy € C3,
oy € C? with 01(0) = 02(0) = 0. If T > 0 is sufficiently small, then there exists u € Bgoo which
is the unique solution of the stochastic Volterra equation (Z2) on [0,T].

5.3 SDEs with fractional derivatives

Stochastic Volterra equations with singular kernels are of particular interest because of their ap-
plications to stochastic partial differential equations (e.g. IA_AI]) and stochastic differential equations
with fractional derivatives (e.g. m]), but also because of recent developments in mathematical
finance showing that Volterra equations with singular kernels serve as very suitable models for the
probabilistic and irregular behaviour of volatility in financial markets, see e.g. M]

In order to consider SDEs allowing for fractional derivatives, let us recall the definition of the
Riemann-Liouville fractional integral operator (with base point 0), which is given by

1 1

0 = 575 (7 o () * ) = 75 / (t— )" f(s) ds

for r € (0,1), f a suitable function and the Gamma function
L(r):= / t et dt, r > 0.
0

The corresponding fractional derivative operator is defined by D" f := %I 1=7(f). While there are
many different fractional derivative operators, the Riemann-Liouville derivative can be considered
as a natural extension of the classical derivative to fractional order. A (fairly simple) stochastic
differential equation of fractional order r € (0,1) driven by a Brownian motion is

D u(t) = o(u(t)) dW(t), u(0) = uo,

or equivalently expressed as a Volterra integral equation with singular kernel

u(t) = o + 1)/0(t—sy-la(u(s))v'v(s)ds, te0,1], (5.3)

I(r)
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where W is the distributional derivative of a Brownian motion . For a more general treatment
of fractional stochastic differential equations driven by Brownian motion, we refer for instance to
Lototsky and Rozovsky @] Based on the results provided in Section [B] we obtain the following
existence and uniqueness statement.

Corollary 5.6. Let W be an n-dimensional Brownian motion and r > 5/6. Suppose that ug € R
and o € C® with 0(0) = 0. If T > 0 is sufficiently small, then there exists u € BS o, for any
a < r—1/2 which is the unique solution to the stochastic Volterra equation [23) on [0,T].

Proof. The proof works as the proof of Corollary combined with the observations that the
localised kernel function ¢(x) := 2" 'pr satisfies ¢ € B  for every v < 7 and that the sample
paths of a Brownian motion can be considered as convolutional rough paths with regularity g < 1/2
due to Theorem O

5.4 SDEs with additive Lévy noise

Stochastic differential equations with an additive Lévy noise constitute appropriate models for
dynamical systems which are subject to external shocks. Examples of such systems naturally
appear in insurance mathematics, where for instance SDEs with long term memory and additive
Lévy noise are used to model the general reserve process of an insurance company, cf. Rolski et al.
[@] More precisely, we consider the stochastic differential equation

u(t) = wuo +/O o1(u(s))ds +/O o(u(s))di(s) + L(t), te0,T], (5.4)

where ¥ is a fractional Brownian motion and L is a Lévy process. This type of stochastic differential
equations were recently investigated, e.g., in Bai and Ma B]

Corollary 5.7. Let L be an n-dimensional Lévy process and 9 be a fractional Brownian motion
with Hurst index H > 1/2. Let p € [2,00] and B € (1/2,1). Suppose that p > 2, ug € R and
01,09 € C? with 01(0) = 02(0) = 0. If T > 0 is sufficiently small, then there exists u € B;(&ﬂL"O
which is the unique solution of the stochastic differential equation [5.4]) on [0,T].

Proof. As in the proof of Corollary [5.1] one can reformulate the SDE (5.4) as a Volterra equation
which coincides with (G.4)) on the interval [0, T']. Furthermore, let us recall that the sample paths of
a fractional Brownian motion and of a Lévy process are almost surely in Bﬁ and 6117,/0% for every
8 < H and p > 2, respectively, see for instance @, Proposition 2] and [EB, Proposition 5.31].
Hence, we deduce the assertion from Proposition in combination with a scaling argument
analogously the proof of Theorem and Remark 3141 O

5.5 Stochastic moving average processes driven by Lévy processes

Moving average processes driven by Lévy processes and in particular shot noise processes provide
a modern toolbox for mathematical modelling of, e.g., turbulence, signal processing or shot prices
on energy markets, see E, ] and the references therein. Allowing these types of models to possess
a state dependent volatility, we consider the stochastic convolution equation

u(t) = uo + /]R1/)(t —s)o(u(s))dL(s), te€]0,T], (5.5)

where L is a general Lévy process. Because of the desired averaging property generated by the
kernel function, it is naturally to postulate the assumption of ¥ € Bloo for v > 1. In this case we
arrive at the following existence and uniqueness result.

Corollary 5.8. Let L be an n-dimensional Lévy process, p € (2,00}, v > 1 and a=1/p+~v—1.
Suppose that 1 € Bloo has compact support, ug € R and o € C? with o(0) = 0. If T > 0
is sufficiently small, then there exists u € By ., which is the unique solution of the stochastic
convolution equations (Z4) on [0,T].
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Proof. Due to the compact support assumption of ¢, we can localise the equation (5.5) such that
we obtain a (localised) Volterra equation which coincides with (5.5]) on the interval [0,7]. Since

the sample paths of a Lévy process are almost surely in B;(CQ for every p > 2, see again [@,
Proposition 5.31], we conclude the assertion from Proposition Bl in combination with a scaling
argument analogously the proof of Theorem B.13] and Remark .14 O

5.6 Relation to stochastic PDEs

In general, stochastic Volterra equations are known to have many links to stochastic partial dif-
ferential equations. Here we would like to discuss this link in the case of (a slightly modified
version of) a stochastic evolution equation studied by Mytnik and Salisbury @] We consider
the differential operator Ay := 9,279, (in one space dimension) for a parameter ¥ < 2 and the
associated evolution equation

du(t,z) = Apu(t, ) + o (u(t,z)) £(dt, dz), (5.6)
u(0,z) = g(x),

with multiplicative noise, where £ is the space-time derivative of ¥(t,z) = Wil «)(z) for some
n € R, that is

¢(dt, dz) = W(dt) 6, (d).

with Dirac measure 4, in n € R. Note that we recover the stochastic heat equation with multi-
plicative noise in the case ¥ = 0 and the fundamental solution of (&0 with £ = 0 is

2—19
@) = s o (-~ g —ap)

with normalising constant ¢y such that a mild solution of (&.0) is given by the formula

u(t,z) = /Rp(t, r—y)g(y)dy + /0 /Rp(t — 5,2 —y)o(u(t,y)) £(ds, dy)

= /Rp(t, x—y)g(y)dy + /O p(t — s,z —n)o(u(t,n)) W(ds).

In particular, the solution process v(t) := u(t, n) along the edge {(¢,n) : ¢ € Ry} solves the singular
stochastic Volterra equation

o(t) = / p(t, 1 — w)g(y) dy + / plt — 5,0)0 (u(t)) W(ds)

Z/Rp(t,n—y)g(y)dyﬁL/O M%U(U(t)) W(ds).

For ¥ < —4 Theorem [B.I0 provides the existence of the pathwise solution process v(t). In the case
of the Laplace operator, i.e. ¥ = 0, the singularity in the kernel is too severe to directly apply
Theorem B.10] and would require a further extension of the above theory.

A Auxiliary Besov estimates

The appendix provides (in the previous sections) frequently used, but fairly elementary lemmas
concerning Besov spaces. The first one states the invariance of Besov norms under linear shifts.

Lemma A.1. Leta €R, pe[l,00] andy € R4, If f € By o, then f(-+y) € By ., with

p,c0

[ llap.o0 = 17+ 9)llap,o0-
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Proof. For y € R? and f € By ., note that

FIC+y)(z) = / B f(z) dae = Ff(2)e'™Y), 2 e RY,

R4

from which we deduce that
A f(+y)(2) = F Hpse U Ff)(2) = F o F (2 + ).
Therefore, [|A; f(- +y)|lzr = [[A;f|| s for each j > —1 and thus || fllap,co = (- +Y)lapco. O

For sufficiently regular distributions/functions the Besov norm of a product can be directly
estimated and in particular the product is then a well-defined operation.

Lemma A.2.

(i) Letp € [2,00], « € (1/p,1) and S € (1 —a,1). If f € By, and g € BS L, then

p,00 7

1£9ll6-1p,00 S 1 f lap,00 /|9l 5-1,p,00-

(ii) Let p € [2,00] and B € [0,1) be such that % +B>1. If f€BhoocNL>® and g € B2, then

p,00 7

1£9ll5-1.p.00 S (I1F112 5,00 + [ flloc) 191l 8-1,p.00-

(i) Letp € [3,00], a € (1/p, 1) and B > 0 such that a+ B <1 and 2a+3 > 1. If f € L*UBy

-1
and g € 83/2,00 , then

||fg||a+B—1,p/2,oo 5 (||f||00||g||2a+,(3—1,p/3,oo) A (||f||a7p700||g||a+,6’—1,p/2,oo)'
(iv) Let p € [2,00] and o € (1/p,1). If f € By o, and g € By ., then

1£9lla.p.00 S I1fllapcollglla.p,co

1 1
(v) If f € BEoo N L™ and g € Bp oo N L>® with p € [2,00], then

17603 e S (17115 oo+ 17l10) (g3 o + llloc)-

Proof. Applying Besov embedding (« > 1/p) and Bony’s estimates (Lemma [ZT]) lead to:

(4) 1 f9llp-1,p.00 S NTrgll—1,p.00 + I7(f Dllats-1.p/2,00 F 1T f llat8-1,p/2,00
S fllap.oollgllp—1.p.005
(i1) 1f9lls-1p.00 SNTsgl 8100 + 17,1151 p/2,00 T 1Taf 14 5-1p/2,00

S (112 oo + 1 ll0) lgll =100
(@i1) | fgllatrs=1p/2,00 S NTr9llat8=1.p/2,00 T I7(fs 9)l2a48-1.p/3.00 + 1Ty fllat8-1p/2,00
S flloollgllats—1.p/2,00 + lgllats-1,p/2,00 [l fll0,00,00
+ (Il fllo,00,00 19 ll20+5-1,p/3,00 A | Fllasp,oollgllats—1,p/2,00)
S (I llollgllzatp—1,p/3,00) A (I1fllap,o0lgllat s-1,p/2,00)

(vi) 16l oo S 1T 50llop00 + 17CF 0 l2cprzioc + 1o f lapoe  [1F Lol gllap e
(v) 1015 e S NT781 5 oo+ 17(F )12 32,00 + [Tl
< (1112 oo + 1F1s0) (gl 3 3.0 + l19c0)- 0
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The following estimates are crucial to obtain the existence of a solution to the Volterra equa-
tion (2) and the local Lipschitz continuity of the corresponding Ité-Lyons map (B17).

Lemma A.3.
(i) Let >0 and p € [1,00]. If f € By ., NL> and F € Clel with F(0) = 0, then
IE(Pllapoo S IE lcrotllfllap,oo
(ii) Leta € (1/p,1] and p € [2,00]. If f,9 € B2, and F € C2, then

IF(f) = F(@llapoc S 1Flc2 (L + 1 fllapoc + 9llap.co) 1f = gllap,oo-

1
i) If f,9 € Bhoo N L™ and F € C? with p € [2,00], then
2
IF(F)=F (@1 poo S IFllc2 (+HIF 12 p ot lootlglls oot lglloe) (1F=gll1 oot f=3ll)-

Proof. (i) can be deduced from [2, Theorem 2.87].
For (ii) we apply Lemma [A2] (iv) and the first part of this lemma to obtain

IF(F) = F(g)lopoo < / V' (F 4 50— ) — 9)llopoo ds

1
SUF =gl [ 17+ 500 = )l
SIFlez (14 [ fllap.co + lgllaip.co) 1 f = gllap,oc-
For (iii) we apply an analogous estimate, but use Lemma [A.2] (v) instead of (iv). O
We also need this linearization lemma:

Lemma A.4. Let 0 € C?, p > 1 and a > 1/p. Supposing u = T,ywy + Ty ws + u? € By
with v, u® wy, wy € Bg ., and u¥ € 5’12772’00, we have

o(u) = 0(0) + Tpr(uyu + So (u)

for a function S,(u) € 312772 ~ satisfying

150 (@)l prz0 S lollom (14 3 189 ool lapioe ) (el + 6% 0p72,00)-

7j=1,2

Proof. The proof follows from Step 1 in the proof of lﬁ, Proposition 5.6] with « = « and v, =
Tu(1)’w1 + Tu(z)’wg. O

A refinement of Iﬁ, Lemma 2.3] is given by the following result:
Lemma A.5. Let A,y >0,p > 1 and f € B) .. We have for any v € [0,7) N [0,1/p]:
(i) If x € BY then

1/v" 007
XA [ly.pioo S AT TP 10g Al Fll.p00 X 1,1 /47,00

(i) If additionally x f(x) € B EIte for some e > 0, then we have for any functions x1,x2 such
that Cy := ||X1]ly+1,00,00 (X2 |ly+1,p,00 + lZX2(2)|| L1/47) is finite and for any A € (0,1)

@2 @A @ F @) 41 e S A TP log MOy (2 @)l 10 00 + 1 12m00)-
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Proof. We decompose xA,f into small and larger Littlewood-Paley blocks. Arguing as in [@,
Lemma 2.3] for the A_; block, we have for the small blocks

> A(xAsS) ST A MK

i1 LRgke j<1 ¥,p;00
SO A GO (A1)
j:20 <A—1vl

SATPILog AlIX(AT™ ) fllopie S AP Tog AllIx(A™") £ -

~

For any v € [0,7) N [0,1/p] and ¢ > p satisfying % =9+ % Holder’s inequality yields (with
convention 1/0 =: 00)

IXOT) Fllze < IO ) sl fllze S XXz 1 1l oo

which gives the asserted bound for blocks A; with j smaller than a fixed constant.
Hence, we are left to bound the higher Littlewood-Paley blocks. Using Bony’s decomposition,
we get

Saons| <[ Tamnms
ji>1 v,P,00 izl v,P,00
~ ~ (A.2)
+ | D0 AT sx +‘ D AT AN
jzl v,D,00 ‘21 v,D,00

We will estimate these three terms separately. By the support properties of the Littlewood-Paley
blocks in the Fourier domain we have A;T) (Axf) = A, kaj Sk—1XAk(Axf). Therefore,

AT (ANF)le S 2D [1Sk-1xllnee [ Ak (Axf)lze S oo | 25 AN 20) 50l g
kj

The last norm in the previous display can be estimated as in ﬂﬁ, Lem. 2.3|, which yields

ji 27| AT (M) e S NP log Moo £ 1 p.00-
721

For the second term in ([A2]) we note with 7/ and ¢ as above that

27 A Tayrx Nl S 277D 1Sk-aAafllzallArxll L S NF O zallxlly./47 00
ke

where || fA)lze = A9 flla SN 7Y?|[ ||y .p.co- Finally, the third term in (A-2) is bounded by

~

27| Ay (¢, A f)lle S 277 H > Ak—lXAkA/\fHLP

kZj <1
SO 27N A X002 | ARANF | o
kZ3j l<1

S Ixllso [l @ AR L2) s ll e S AP 1108 AlllXllo0 1 fll4.p,00-

For part (i) it remains to note that || x| 11/~ < [[xl4,1/4%,00 a0d [[X]loe S IXIly=r7100,00 S [1X1,1 /77,00
due to Besov embeddings.
For (ii) we first note for the small blocks as in (AJ)

| astaepe@aes@)| 53 A G/ AN @),

j<1 j:a2i<1
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< XV Tog Al (/M) (/N F @)l
SATYPog All|axa (/N xa (/M) pajv | f]] a
5 /\V/+1—1/P| log >\|||;L'X1(Z')HL1/’Y/ HX2||oonH’Y»Pv°°'

For the large blocks we obtain as in (i)

|3 asaEme@ae @)
> v+1,p,00
S NP og M ool X2 2)2 () 1 + X2 (@)AN @ F @)l 2 1 1,000

Since

2 (@) Ax(zf (@)l = Mixe(@)afAe) e S Mlexz (@) g L ()] e

SN laxa (@) s 1| 11,000
we only need a uniform bound for ||x2(A™'2)zf(x)|/4+1,p,00 for which we apply (i) with v =
pl—e<l:
IX2(A " @) f (@) ly41p.00 = 2f (2)Ar-1X2]l3 410,00
S A log Alllxzlly+1.p,00 12 (@) 1y 41,1 /47,00
S Ixelly+1pocll2f (@)l 4140005
where the last estimate follows from the embedding B+ C B}fgo O

Finally, we estimate the Besov norms of the scaled resonant term.

Lemma A.6. For a, €R, p>2, f,g €S we have uniformly in X € (0,1] that

1As7(F,9) = 7 (AL 8a0) sy 200 S A2 e 9l 500+ 185 el Aagl. -

Proof. We proceed by generalising the proofs of [lﬂ, Lem. B.1] and of E, Theorem 2.1]. Let us
choose K = K()\) € N such that )\ := \2% € (1/2, 1] and decompose

Mrfg) = Y. MAfArg
Jk<K:lk—j|<1

+ Y (Fp@ N T e ANS) (F T p 2N T % Asg).

Jk2K:|k—jI<1

(A.3)

The Fourier transform of the first term is spectrally supported in a ball with radius of order
2K ~ A7! such that

H Z ArAi fArg , CARCAEY Z [ANA; f ARGl 1,0
k<K h—j|<1 a+h,p/2,00 GRS K| k—j|<1
SEEED v YT 1A flle | Akl oo

JR<KE=jI<1
SEKED A N 27 £l ol 8 oo
GRSkl <1

< ();<a+ﬁ> V. 1)()\(a+ﬁ) v 1))\72/;7”]@'

a,p,m||9| B,p,00-

The second term in (A3) equals 7/(A)f, Ayg) where 7’ is the resonant term corresponding to
the modified partition of unity (x(-/\'), p(-/\)). Note that the scaling parameter X € (1/2,1] is
uniformly bounded from above and below. It remains to show

Hﬂ.l(fa g) - ﬂ.(f’ g)Ha+ﬁ1p/27oo 5 Hf'

a,p,OOHg||B7p7OO-
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Owing to fg =T, f+T};g+7'(f, g) for the paraproduct operators T} f associated to (x(-/A"), p(-/\"))
we have

17" (£:9) = 7(F Doy s py2.00 < NT79 = Tr9ll i 200 + 1T0f = Lo oy g 2,00
Generalising [9, Thm. 2.1], we will now prove
10t =T e S I lpoclgllsnee (A1)
for the operator
T, f = Fi [/Rx(u —v,0)Fg(u—v)Ff(v) dv}

where y: R?\ {0} — [0, 1] is a C°°-function such that for sufficiently small constants 0 < &1 < £:

The estimate (A4) especially implies that T}, f and thus 7(f, g) does not depend on the choice of
the partition of unity up to a regular remainder, which concludes the proof.
To verify (A.4)), we decompose

F50=35 [ = o0 Fduglu = 0 FIA, () do

Due to the support assumption on Y, the terms with 2¥ > 27~ are zero and the integrands with
2F < 2771 coincide with F[Akg] * F[A; f](u). Therefore, for integers N; < Nz depending only on
1, €1 and (x, p), respectively, we have

T, f = Z Z ArgA;f+ R(g, f)

J k<j—Ni
with
Jj—N2
D= R0 Rloh= Y F ' [ xu=v.o)F b= 0Fa 0
J k=j—N1
Fubini’s theorem yields
Jj—N2
Rj(g, N)(x) = > 27T// wutV)y (u, 0) F[Arg) (w) FIA; £](v) dv du
k=j—N1
j—N2
= FHX](s,6) Arg(z — 8)Aj f(x — t) ds dt.
> 1L :

Since F~1x € L*(R?) due to the regularity of y, Young’s inequality implies

Jj—N2
IR (g, Dllers S D IF " Xlloa [ Arglloe |25 f ] o

k=j—N;

Noting that R;(g, f) is spectrally supported in an annulus with radius of order 2/C for some
C > 0, we obtain
129, Hlla+p.p/2.00 < sUP 27N I Akg e A f e S 1F]

2m A2 C knj

and thus (A4). O

a,p,OOHQHBm@O
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