
ar
X

iv
:1

80
2.

05
23

2v
1 

 [
m

at
h.

D
S]

  1
4 

Fe
b 

20
18

Simple heteroclinic networks in R4

Olga Podvigina1 and Alexander Lohse2

1Institute of Earthquake Prediction Theory and Mathematical Geophysics, 84/32 Profsoyuznaya
St, 117997 Moscow, Russian Federation

2Universität Hamburg, Fachbereich Mathematik, Bundesstraße 55, 20146 Hamburg, Germany

February 15, 2018

Abstract

We classify simple heteroclinic networks for a Γ-equivariant system in R
4 with finite

Γ ⊂ O(4), proceeding as follows: we define a graph associated with a given Γ ⊂ O(n)
and identify all so-called simple graphs associated with subgroups of O(4). Then,
knowing the graph associated with a given Γ, we determine the types of heteroclinic
networks that the group admits. Our study is restricted to networks that are maximal
in the sense that they have the highest possible number of connections – any non-
maximal network can then be derived by deleting one or more connections. Finally,
for networks of type A, i.e., admitted by Γ ⊂ SO(4), we give necessary and sufficient
conditions for fragmentary and essential asymptotic stability. (For other simple hete-
roclinic networks the conditions for stability are known.) The results are illustrated by
a numerical example of a simple heteroclinic network that involves two subcycles that
can be essentially asymptotically stable simultaneously.

Keywords: equivariant dynamics, heteroclinic cycle, heteroclinic network, stability
Mathematics Subject Classification: 34C14, 34C37, 37C29, 37C75, 37C80

1 Introduction

Heteroclinic cycles and networks are flow-invariant sets in a dynamical system that are
associated with stop-and-go dynamics encountered in a variety of applications. As such
they have been studied from various angles over the last decades. The present paper is a
systematic investigation of simple robust heteroclinic networks in R4. Our interest lies in
systems of the form

ẋ = f(x), with f(γx) = γf(x) for all x ∈ R
n, γ ∈ Γ. (1)
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where f : Rn → R
n is a smooth map and Γ ⊂ O(n) is a finite group. While some con-

structions we present are general we mainly focus on the case n = 4. In a system (1) a
heteroclinic cycle is a set of equilibria ξ1, . . . , ξM and connections κj ⊂ W u(ξj) ∩W s(ξj+1)
in the intersection of the respective unstable and stable manifolds of subsequent equilibria,
with the convention M + 1 = 1. It is well known that if all connections are of saddle-sink
type in fixed-point subspaces Pj of the system, then the cycle persists under Γ-equivariant
perturbations and is therefore said to be robust. A cycle in R4 is called simple if dimPj = 2
for all j, see section 2 for details. A (simple) heteroclinic network is a connected union of
(simple) heteroclinic cycles.

Simple cycles have previously been studied by many authors, see e.g. [6, 9] for a general
overview. Conditions for their asymptotic stability were derived in [10, 11]. In order to
improve our systematic understanding of heteroclinic dynamics it is desirable to classify low-
dimensional heteroclinic networks, which can possibly be combined to form more complex
structures in higher dimensions. A full classification of simple cycles in R

4 has been achieved
step by step in [11, 17, 18, 19], while pseudo-simple cycles (that differ from simple ones in
the isotypic decomposition of R4 w.r.t. certain subgroups) were addressed in [2]. In this
paper we take the next step by deriving a complete list of simple networks in R4. To do so,
we introduce an intuitive way of associating a subgroup Γ ⊂ O(n) with a graph: by drawing
isotropy semiaxes as points and isotropy planes as lines, such that a line contains a point if
and only if the respective semiaxis is contained in the respective plane. We say that such a
graph is simple if for any isotropy semiaxis its isotropy subgroup decomposes Rn into one-
dimensional isotypic components. There is a close relation between simple graphs associated
with Γ ⊂ O(4) and the structure of heteroclinic cycles/networks that a Γ-equivariant vector
field may exhibit.

In a heteroclinic network no individual cycle can be asymptotically stable, so the situation
becomes more subtle than in [10, 11]: in the context of networks it is of particular interest to
identify subcycles with the strongest possible attraction properties. There are several notions
of non-asymptotic stability available in the literature, ranging from the strongest, essential
asymptotic stability (e.a.s) [13], to the weakest, fragmentary asymptotic stability (f.a.s.) [14].
We characterise the stability configurations in networks of type A which corresponds to the
case Γ ⊂ SO(4).

Thus, the two main contributions of this work are (i) a complete description of simple
graphs for Γ ⊂ O(4), the groups associated with them and the heteroclinic networks they
admit, and (ii) a stability study for heteroclinic networks of type A in R4. The former is
achieved by building on results about simple heteroclinic cycles in [17], where the subgroups
of O(4) have been studied in detail, using the quaternionic representation from [8] in order
to decide which groups admit heteroclinic cycles. The latter closes a gap in the study of
stability in heteroclinic networks in R4: networks of type Z (as opposed to type A) have
been thoroughly investigated before and they give rise to complex stability configurations,
[3, 15]. For type A networks we show that the situation is comparatively simple in the sense
that fragmentary and essential asymptotic stability of the network are directly linked to the
existence of one or more subcycles with the same property.
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Moreover, we numerically investigate a heteroclinic network in R
4 consisting of four

equilibria and six connections forming two cycles with two equilibria and one cycle with four
equilibria. As expected from our theoretic results it is possible to have each cycle e.a.s., but
no two cycles sharing a connections can be f.a.s. simultaneously.

This paper is organized as follows. In section 2 we recall necessary background informa-
tion and terminology regarding heteroclinic cycles and their stability properties as well as
the quaternionic approach for representing subgroups of O(4). Section 3 explains how we
associate a given subgroup Γ ⊂ O(n) with a (simple) graph. In Theorems 1 and 2 we identify
all types of simple graphs that can occur for Γ ⊂ O(4) and list the corresponding groups.
This enables us to classify maximal simple heteroclinic networks in R4 in Theorem 3. In
section 4 we give necessary and sufficient conditions for fragmentary and essential asymp-
totic stability of type A simple heteroclinic networks in R4. Finally, in section 5 we study
numerically an example of a heteroclinic network identified in section 4 that may exhibit
one attracting cycle with four equilibria or two attracting cycles with two equilibria each.
Section 6 concludes.

2 Background

2.1 Heteroclinic cycles and notions of stability

In this subsection we recall basic terminology in the context of (robust) heteroclinic cycles
and their stability properties. Given a Γ-equivariant dynamical system (1) recall that for
x ∈ Rn the isotropy subgroup of x is the subgroup of all elements in Γ that fix x. On the
other hand, for a subgroup Σ ⊂ Γ we denote by Fix (Σ) its fixed point space, i.e. the space
of points in Rn that are fixed by all elements of Σ.

Let ξ1, . . . , ξM be hyperbolic equilibria of a system (1) with stable and unstable manifolds
W s(ξj) and W u(ξj), respectively. Also, let κj ⊂ W u(ξj) ∩W s(ξj+1) 6= ∅ for j = 1, . . . ,M
be connections between them, where we set ξM+1 = ξ1. Then the collection of equilibria
{ξ1, . . . , ξM} together with the connecting trajectories {κ1, . . . , κM} is called a heteroclinic
cycle. A connected union of heteroclinic cycles is a heteroclinic network.

A heteroclinic cycle is structurally stable or robust if for all j there are subgroups Σj ⊂ Γ
such that ξj+1 is a sink in Pj := Fix (Σj) and κj is contained in Pj, see [10]. As usual we
divide the eigenvalues of the Jacobian df(ξj) into radial (eigenspace belonging to Pj−1∩Pj),
contracting (belonging to Pj−1⊖ (Pj−1∩Pj)), expanding (belonging to Pj ⊖ (Pj−1∩Pj)) and
transverse (all others), where we write X ⊖ Y for a complementary subspace of Y in X .

We are interested in cycles where (i) dimPj = 2 for all j, and (ii) the heteroclinic
cycle intersects each connected component of Pj−1 ∩ Pj = Fix (∆j), where ∆j ⊂ Γ is some
subgroup, at most once. Note that then dim (Pj−1 ∩ Pj) = 1, and so we refer to Pj as an
isotropy plane and to Pj−1 ∩ Pj as an isotropy axis. The latter is often denoted by Lj , we
differ slightly from this notation by using Lj for a connected component of Pj−1 ∩ Pj \ {0},
i.e. for an isotropy semiaxis. Note that different connected components may or may not be
related by symmetry.
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In R
4, there is then one eigenvalue of each type and we denote the corresponding contract-

ing, expanding and transverse eigenspaces of df(ξj) by Vj, Wj and Tj , respectively. In [17] it
is shown that under these conditions there are three possibilities for the unique ∆j-isotypic
decomposition of R4:

(1) R4 = Fix (∆j)⊕ Vj ⊕Wj ⊕ Tj

(2) R
4 = Fix (∆j)⊕ Vj ⊕ W̃j , where W̃j = Wj ⊕ Tj is two-dimensional

(3) R4 = Fix (∆j)⊕Wj ⊕ Ṽj , where Ṽj = Vj ⊕ Tj is two-dimensional

Here ⊕ denotes the orthogonal direct sum. This inspires the following definition.

Definition 1 ([17]) We call a heteroclinic cycle satisfying conditions (i) and (ii) above
simple if case 1 holds true for all j, and pseudo-simple otherwise. A heteroclinic network
is called simple if it consists only of simple cycles, and pseudo-simple if at least one of its
cycles is pseudo-simple.

We aim to identify all subgroups of O(4) that admit simple heteroclinic networks in the
following sense.

Definition 2 ([17]) We say that a subgroup Γ of O(n) admits robust heteroclinic cycles
(network) if there exists an open subset of the set of smooth Γ-equivariant vector fields in
Rn, such that vector fields in this subset possess a robust heteroclinic cycle (network).

In order to discuss stability properties a further distinction of simple cycles into different
types has proved useful. There are several established ways to do this, we reproduce here
only the types that are relevant for our results in section 4.

Definition 3 ([11, 14]) A simple heteroclinic cycle (network) in R4 is said to be of

(i) type A if Σj
∼= Z2 for all j,

(ii) type Z if Σj decomposes P⊥
j into one-dimensional isotypic components for all j.

Note that Γ ⊂ SO(4) admits heteroclinic cycles only of type A and that type Z cycles
are admitted by Γ 6⊂ SO(4) only. Type A homoclinic and heteroclinic cycles can exist in
Γ-equivariant systems with Γ 6⊂ SO(4).

A heteroclinic cycle that belongs to a network cannot be asymptotically stable because
it does not contain the entire unstable manifolds of all its equilibria. Moreover, it has
been proved recently that a compact robust heteroclinic network comprised of equilibria
and a finite number of connecting trajectories is never asymptotically stable [16]. Various
weaker notions of stability have been introduced over the last decades. The strongest one
is essential asymptotic stability which goes back to [13]. In the following ℓ(.) denotes the
Lebesgue measure of a set in R

n and for ε > 0 we denote by Bε(X) an ε-neighbourhood of
X . For an ε-neighbourhood of 0 we simply write Bε.
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Definition 4 A set X is essentially asymptotically stable (e.a.s) if

lim
δ→0

lim
ε→0

ℓ(Bε(X) \ Bδ(X))

ℓ (Bε(X))
= 0,

where

Bδ(X) =

{
x ∈ R

n : d(Φ(x, t), X) < δ for all t > 0 and lim
t→+∞

d(Φ(x, t), X) = 0

}
.

is the δ-basin of attraction of X and Φ(x, t) denotes the flow of the system.

Heteroclinic cycles that are not e.a.s. may still attract a set of positive Lebesgue measure
within their neighbourhood. This is captured in the following term from [14].

Definition 5 A heteroclinic cycle X is fragmentarily asymptotically stable (f.a.s.) if ℓ(Bδ(X)) >
0 for any δ > 0.

We also refer to the (local) stability index along a connection as a way to characterise stability
and attraction of heteroclinic cycles and networks. It is a quantity which can be computed
with respect to any flow-invariant set and is constant along solution trajectories, first defined
in [15] and studied further e.g. in [12]. In particular, a heteroclinic cycle/network is e.a.s. if
and only if the local stability indices along all of its connections are positive. It is f.a.s. as
soon as one of them is greater than −∞.

Finally, we introduce the notions of thin and thick cusps, which we use in our proofs in
section 4. For α > 1 we define the following subset of R2:

V (a1, a2, α) :=
{
(x1, x2) ∈ R

2 : |a1x1 + a2x2| < max(|x1|, |x2|)α
}

Definition 6 We say that U ⊂ R2 is a thin cusp, if
• ℓ(Bδ ∩ U) > 0 for all δ > 0;
• there exist a1, a2, α > 1 and δ > 0 such that U ∩ Bδ ⊂ V (a1, a2, α).

Definition 7 We say that U ⊂ R2 is a thick cusp, if its complement in R2 is a union of a
finite number of thin cusps.

Remark 1 1. Let U1, U2 be thin cusps. Then, generically, for sufficiently small δ > 0,
we have U1 ∩ U2 ∩Bδ = ∅.

2. Let U1 be a thin cusp and U2 be a thick cusp. Then, generically, for sufficiently small
δ > 0, we have U1 ∩ Bδ ⊂ U2.
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2.2 Quaternions and subgroups of O(4)

In this section we briefly describe the presentation of finite subgroups of O(4) with quater-
nions, for more on this topic see [7, 8]. A real quaternion is a set of four real numbers,
q = (q1, q2, q3, q4). Multiplication of quaternions is defined as

qw = (q1w1 − q2w2 − q3w3 − q4w4, q1w2 + q2w1 + q3w4 − q4w3,
q1w3 − q2w4 + q3w1 + q4w2, q1w4 + q2w3 − q3w2 + q4w1).

(2)

The conjugate of q is defined as q̃ = (q1,−q2,−q3,−q4). For a unit quaternion we have
q̃ = q−1. We denote by Q the multiplicative group of unit quaternions; obviously, its
identity element is (1, 0, 0, 0).

Due to the existence of a 2-to-1 homomorphism of Q onto SO(3), finite subgroups of Q
are labelled after the respective subgroups of SO(3). They are:

Zn = ⊕n−1
r=0 (cos 2rπ/n, 0, 0, sin 2rπ/n)

Dn = Z2n ⊕⊕2n−1
r=0 (0, cos rπ/n, sin rπ/n, 0)

V = ((±1, 0, 0, 0))

T = V⊕ (±1
2
,±1

2
,±1

2
,±1

2
)

O = T⊕
√

1
2
((±1,±1, 0, 0))

I = T⊕ 1
2
((±τ,±1,±τ−1, 0)),

(3)

where τ = (
√
5+1)/2. Double parenthesis denote all even permutations of quantities within

the parenthesis. Any other finite subgroup of Q is conjugate to one of these under an inner
automorphism of Q.

For (q1, q2, q3, q4) regarded as Euclidean coordinates of a point in R4, a pair of unit
quaternions (l; r) defines the transformation q → lqr−1, which is a rotation in R

4, i.e. an
element of the group SO(4). The mapping Φ : Q × Q → SO(4) that relates the pair (l; r)
with the rotation q → lqr−1 is a 2-to-1 homomorphism, the kernel of which consists of (1; 1)
and (−1;−1).

Therefore, a finite subgroup of SO(4) is a subgroup of a product of two finite subgroups
of Q. Denote by L and R the finite subgroups of Q comprised of lj and rj, 1 ≤ j ≤ Jl, Jr,
respectively. To any element l ∈ L there are several corresponding elements ri, such that
(l; ri) ∈ Q, and similarly for any r ∈ R. This establishes a correspondence between L and
R. Following [8], we denote by LK and RK the subgroups of L and R corresponding to
the unit elements in R and L, respectively, and write (L |LK ;R |RK) for the group Γ. The
isomorphism between L/LK and R/RK may not be unique and different isomorphisms may
give rise to different subgroups of SO(4). If this is the case, such subgroups are indicated by
additional subscripts or superscripts.

A reflection in R
4 can be expressed in the quaternionic presentation as q → aq̃b, where

a and b are unit quaternions. We write this reflection as (a;b)∗. A group Γ∗ ⊂O(4),
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Γ∗ 6⊂SO(4), can be decomposed as

Γ∗ = Γ⊕ σΓ, where Γ ⊂SO(4) and σ = (a;b)∗ /∈ SO(4).

3 Graphs

3.1 Groups and graphs

With a given Γ ⊂O(n) we associate a graph by the following rules:

(A) A group orbit of isotropy semiaxes is drawn by a point.

(B) A group orbit of isotropy planes is drawn by a line.

(C) If for some representatives of the group orbits, an isotropy semiaxis belongs to an
isotropy plane, then the respective point is drawn on the respective line.

Definition 8 We say that an isotropy semiaxis of Γ ⊂O(n) is simple if its isotropy group
decomposes Rn into one-dimensional isotypic components. We call the graph associated with
Γ ⊂O(n) simple if all isotropy semiaxes of Γ are simple.

In this subsection we identify all simple graphs associated with finite subgroups of O(4).
An isotropy semiaxis is a connected component of L̃ \ {0}, where L̃ is an isotropy axis,

i.e. L̃ = Fix∆ for some ∆ ⊂ Γ. There are two possibilities for the normalizer NΓ(∆): either
NΓ(∆) = ∆ or NΓ(∆) = ∆ × Z2. In the latter case the two semiaxes comprising L̃ \ {0}
belong to the same group orbit, while in the former case they do not. We use the notion of
a semiaxis instead of an axis because in the case NΓ(∆) = ∆ an isotropy axis can contain
two distinct (i.e., not related by a symmetry) steady states, one on each isotropy semiaxis.

The following lemma proves properties of finite groups with simple graphs which will be
used further on to identify graphs associated with subgroups of O(4).

Lemma 1 Consider a finite Γ ⊂ O(n), such that

(a) the graph associated with Γ is simple;

(b) Γ has at least one isotropy semiaxis;

(c) any isotropy semiaxis of Γ belongs to an intersection of at least two isotropy planes.

Then

(i) Any isotropy plane contains isotropy semiaxes belonging to at most two group orbits.

(ii) Γ admits simple heteroclinic cycles.

(iii) If in addition any isotropy semiaxis is an intersection of at least three isotropy planes
and any isotropy plane contains isotropy semiaxes belonging to two group orbits, then
the group admits simple heteroclinic networks.

7



(iv) Consider a connected component of the graph associated with Γ. If NΓ(∆0) = ∆0 for
one isotropy semiaxis of this component, then NΓ(∆j) = ∆j for all isotropy semiaxes,
which belong to this component. The component involves at most two group orbits of
semiaxes and each isotropy plane contains representatives of both orbits.

Proof: (i) Let Pj be an isotropy plane of Γ. Denote by Σj its isotropy subgroup and
by NΓ(Σj) the normalizer of Σj in Γ. The plane Pj is invariant under NΓ(Σj) where
NΓ(Σj)/Σj

∼= DKj
for some Kj ≥ 0 (we assume D1 ≡ Z2 and D0 ≡ I). The definition

of simple cycles and condition (c) imply that any isotropy semiaxis that belongs to Pj is an
isotropy semiaxis of NΓ(Σj)/Σj . The group DKj

splits semiaxes in Pj into two group orbits.
If isotropy semiaxes from different DKj

-group orbits are related by some γ ∈ Γ such that
γ 6∈ NΓ(Σj), then Pj contains semiaxes from just one group orbit.

(ii) To begin with, we prove that the group Γ has two sequences of isotropy semiaxes Lj

and isotropy planes Pj, 1 ≤ j ≤ m, such that:

• Li 6= γLj and Pi 6= γPj for any i 6= j, 1 ≤ i, j ≤ m and γ ∈ Γ.

• Lj = Pj−1 ∩ Pj for j = 1, . . . , m, and L1 = Pm ∩ γP1 for some γ ∈ Γ.

(We do not exclude m = 1, in which case the constructed cycle is homoclinic.)
The existence of such sequences follows from conditions (a) and (b): we take L′

1 to be any
isotropy semiaxis of Γ and P ′

1 a plane that L′
1 belongs to. We denote by P ′

2 another isotropy
plane that contains L′

1 and by L′
2 the other isotropy axis in P ′

2. Repeating this procedure,
we finally obtain a sequence L′

k, . . . , L
′
k+m+2, such that L′

k = γL′
k+m+2 for some γ ∈ Γ, but

L′
i 6= σL′

j for any σ ∈ Γ and i 6= j, k ≤ i, j ≤ k + m + 1. Denoting Lj = L′
k+j−1 and

Pj = P ′
k+j−1 we obtain the desired sequences. The proof of the existence of a Γ-equivariant

system with ξj ∈ Lj and κj ⊂ Pj follows the same ideas as the proof of lemma 1 in [2] and
is omitted.

(iii) Decompose the set of isotropy semiaxes into disjoint sets Lj = {ΓLj1, . . . ,ΓLjsj},
where for any Ljk and Ljl there exist sequences ({P1, . . . , Pm}; {L1, . . . , Lm}) as constructed
in part (ii), where Ljk = Li and Ljl = Li′ for some 1 ≤ i, i′ ≤ m. Here ΓLjk is the group
orbit of the semiaxis Ljk. The set Lj can be comprised of just one group orbit. We assume
that the sets Lj are maximal, namely that for any Ljk and Lj′l, where j 6= j′, such sequences
do not exist. For a set Lj denote by Pj = {ΓPj1, . . . ,ΓPjtj} the set of isotropy planes, such
that Pij contains isotropy semiaxes from two group orbits, one of which belongs to Lj and
the other one does not. The assumption that the sets Lj are maximal implies the existence
of at least one Li such that ti ≤ 1, let it be L1. By the conditions in part (iii) above, L1

has at least two group orbits of isotropy semiaxes and at least one of them is comprised of
axes that do not belong to P11. Denote by L1 an isotropy semiaxis that does not belong to
P11. Since L1 is an intersection of at least three isotropy planes, different from P11, there
exist sequences ({P1, . . . , Pm}; {L1, . . . , Lm}) and ({P ′

1, . . . , P
′
m′}; {L1, . . . , Lm′}) obtained by

the same procedure as in part (ii) with Lj ∈ L1 and L′
j ∈ L1, such that Li 6= Lj for any

2 ≤ i ≤ s and 2 ≤ j ≤ s′, and Ls+k = L′
s′+k for any 1 ≤ k ≤ m− s = m′ − s′. Similar to [2]

and part (ii), we construct a dynamical system with ξj ∈ Lj and ξ′i ∈ L′
i (where ξj = ξ′i for

j > s) and κj ∈ Pj and κ
′
i ∈ P ′

i (where κj = κ′i for j > s).
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(iv) If L1 and Lm belong to the same connected component of the graph, then there exist
sequences ({P1, . . . , Pm−1}; {L1, . . . , Lm}) such that Lj ⊂ Pj and Lj+1 ⊂ Pj. If NΓ(∆1) = ∆1

then Kj is odd and −I 6∈ DK1
, which implies that NΓ(∆2) = ∆2. Hence, −I 6∈ DK2

,
which implies that NΓ(∆3) = ∆3. Repeating this procedure m − 1 times, we obtain that
NΓ(∆m) = ∆m.

Since all Kj are odd, any Pj in the above sequence contains just one isotropy type of axis,
L̃j , and two connected components of L̃j \ {0} are not related by symmetries of Γ. Hence,
all L̃j , 1 ≤ j ≤ m, are of the same isotropy type and the connected components of L̃j \ {0}
for all 1 ≤ j ≤ m belong to two distinct group orbits. QED

Theorem 1 Let Γ be a finite subgroup of SO(4), such that Γ has at least one isotropy axis
and all its isotropy axes are simple. Then the graph associated with Γ is non-empty and
simple and it is one of those shown in figure 1. The subgroups of SO(4) with associated
simple graphs and the types of these graphs are listed in (4) below.

Group Graph

(D2K1
|D2K1

;D2K2
|D2K2

), K1 ∧K2 = 1, K1 +K2 even V

(D2K1
|D2K1

;D2K2
|D2K2

), K1 ∧K2 = 1, K1 +K2 odd VI

(D2K1r |Z4K1
;D2K2r |Z4K2

)s, K1, K2, r, s satisfy (5) IV

(D2K1r |Z2K1
;D2K2r |Z2K2

)s, K1, K2 odd, K1, K2, r, s satisfy (6) III

(D2K1
|DK1

;D2K2
|DK2

), K1 ∧K2 = 1 IV

(D2K1
|DK1

;D2K2
|Z4K2

), K1 even, K1/2 ∧K2 = 1 II

(D2K1
|DK1

;D2K2
|Z4K2

), K1 odd, K1 ∧K2 = 1 III

(D2K |D2K ;T |T), K even I

(D2K |D2K ;T |T), K odd II

(D2K |D2K ;O |O), K odd, K 6= 3k III

(D2K |Z4K ;O |T), K 6= 3k, K even I

(D2K |Z4K ;O |T), K 6= 3k, K odd II

(D2K |DK ;O |T), K 6= 2(2k + 1), K 6= 3k, K even I

(D2K |DK ;O |T), K 6= 2(2k + 1), K 6= 3k, K odd II

(D2K |D2K ; I | I), K 6= 5k, K even I

(D2K |D2K ; I | I), K 6= 5k, K odd II

(D2K1r |ZK1
;D2K2r |ZK2

)s, K1, K2 odd,K1, K2, r, s satisfy (7) II

(4)
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The conditions mentioned are

K1 ∧K2 = 1, r ∧K2 − sK1 = 1, (5)

K1 ∧K2 = 1, r ∧ (K2 ± sK1)/2 = 1, (6)

K1 ∧K2 = 1, r ∧ (K2 ± sK1)/2 = 1, r ∧ (K2 ± sK1)/4 = 1, (7)

where plus or minus are taken so that the ratios are integer and K1∧K2 denotes the greatest
common divisor of K1 and K2.

I II III

IV V VI

Figure 1: Simple graphs associated with subgroups of O(4).

Proof: The graph associated with Γ is simple and non-empty, because all isotropy axes are
simple and it has at least one isotropy axis. Since any plane has isotropy semiaxes belonging
to at most two group orbits, we draw the points representing the semiaxes as endpoints of
the line representing the plane. So, instead of points we can use the term vertices. A line
that corresponds to an isotropy plane either connects two vertices, or it begins and ends
at the same vertex. Since Γ is a subgroup of SO(4), a simple isotropy axis belongs to an
intersection of three isotropy planes. Hence, the number of isotropy types of semiaxes is 2/3
of the number of isotropy types of planes and the number of isotropy semiaxes is even.
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Our proof uses results of [17], where simple heteroclinic cycles in R
4 were studied. The ta-

ble in appendix C ibid lists conjugacy classes of isotropy subgroups of finite groups Γ ⊂SO(4)
satisfying dimFix (Σ) = 2 and dimFix (∆) = 1. Such groups Σ always satisfy Σ ∼= Z2. In
the table only selected ∆ such that ∆ ∼= (Z2)

2 are listed.
Since P = Fix (Σ) implies that γP = Fix (γΣγ−1), the number of conjugacy classes of

Σ equals the number of group orbits of isotropy planes. From the table we see that the
number of group orbits of intersecting isotropy planes for various Γ ⊂SO(4) can be 3, 6 or
9. Hence the number of group orbits of semiaxes is 2, 4 or 6. (If an isotropy plane does not
intersect with another isotropy plane, then it does not contain a heteroclinic connection and,
therefore, can be ignored.) If the number of group orbits of semiaxes is 2, an isotropy plane
can be homoclinic (i.e., all its isotropy semiaxes belong to the same group orbit). In such a
case there exists another (not related by a symmetry of Γ) homoclinic plane and the graph
is of type I. Another possibility for a graph with two vertices is type II where two vertices
are connected by three lines.

For a connected graph with four vertices and without homoclinic isotropy planes (con-
nectedness and absence of homoclinic planes follow from appendix C in [17]) there are two
possibilities: a graph without two-vertices connected subgraphs (type III) and the one that
involves such subgraphs (type IV). There can possibly exist several types of graphs with six
vertices, however, as we conclude from table C, the only groups that have six isotropy types
of axes are (D2K1

|D2K1
;D2K2

|D2K2
). Explicitly constructing graphs associated with these

groups using data from tables in appendices B and C in [17], we obtain that the graph is of
type V when K1 +K2 is even and of type VI when it is odd.

Subgroups of SO(4) admitting simple heteroclinic cycles are listed in theorem 2 in [17].
For consistency of presentation we reproduce this list below:

(D2K1
|D2K1

;D2K2
|D2K2

) (D2K |Z4K ;O |T), K 6= 3k

(D2K1r |Z4K1
;D2K2r |Z4K2

)s, K1, K2, r, s satisfy (5) (D2K |DK ;O |T), K 6= 2(2k + 1)

(D2K1r |Z2K1
;D2K2r |Z2K2

)s, K1 ∧K2 = 1, (D2K |D2K ; I | I), K 6= 5k

K1, K2, r, s satisfy (6) (T |Z2;T |Z2)

(D2K1
|DK1

;D2K2
|DK2

) (T |T;O |O)

(D2K1
|DK1

;D2K2
|Z4K2

), K1 even, K1/2 ∧K2 = 1 (O |O; I | I)
(D2K1

|DK1
;D2K2

|Z4K2
), K1 odd (D2K1r |ZK1

;D2K2r |ZK2
)s, K1, K2 odd,

(D2K |D2K ;T |T) K1, K2, r, s satisfy (7)

(D2K |D2K ;O |O), K odd

In this list some subgroups (e.g., (T |T;O |O) or (D2K1
|D2K1

;D2K2
|D2K2

) where K1 and
K2 are not co-prime) have non-simple isotropy axes. For Γ ⊂SO(4) any non-simple axis
is an intersection of two planes, that are not orthogonal. The existence of isotropy planes,
intersecting non-orthogonally, can be identified using appendices B and C and lemma 3
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in [17]. Excluding from the above table subgroups that have isotropy planes with non-
orthogonal intersections we obtain the list (4) of subgroups that have associated simple
graphs.

We use the data from appendices B-D in [17] to identify the graph for each group. The
groups with three group orbits of isotropy planes we split into types I and II depending on
whether the group admits homoclinic cycles or not. The groups with six group orbits of
isotropy planes split into types of III and IV, depending on whether they have two-vertices
subgraphs or not. For the groups (D2K1

|D2K1
;D2K2

|D2K2
), the only ones with nine isotropy

types of planes, we construct graphs from the data in the tables, as stated in the beginning
of the proof of this lemma. QED

Theorem 2 The graph associated with a group Γ∗ ⊂O(4),

Γ∗ = Γ⊕ σΓ, where Γ ⊂ SO(4) and σ /∈ SO(4),

is non-empty and simple if and only if Γ and σ are listed in (8).

Γ σ

(D2 |Z2;D2 |Z2) ((0, 1, 0, 0), (0, 1, 0, 0))∗

(D2 |Z1;D2 |Z1) ((1, 0, 0, 0), (1, 0, 0, 0))∗

(8)

Proof: If the graph associated with a group Γ∗ is non-empty and simple, then its subgroup
Γ admits simple heteroclinic cycles. According to theorem 3 in [17], such Γ is one of the
following:

(D4 |Z2;D4 |Z2), (D4 |Z1;D4 |Z1)3, (D2 |Z2;D2 |Z2),

(T |Z2;T |Z2), (D2 |Z1;D2 |Z1), (D2K |DK ;D2K |DK).

In the above list, the only groups where all isotropy axes are simple are the two given in
(8). The respective elements σ are also given in [17]. The graphs, associated with Γ∗, are
the same as the ones associated with Γ, namely type III for (D2 |Z2;D2 |Z2) and type II for
(D2 |Z1;D2 |Z1). QED

Note that not every simple heteroclinic cycle is admitted by a group Γ that is associated
with a simple graph. This is because Γ may admit simple heteroclinic cycles, but have
additional non-simple isotropy axes. However, it can be deduced from tables B-D in [17] that
all such groups admit at most one simple heteroclinic cycle, and thus no simple heteroclinic
network. Therefore, our method allows us to find all simple heteroclinic networks in R4.
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3.2 Graphs and networks

In this subsection we address the following question: For a given Γ ⊂O(4), what kinds
of heteroclinic networks can a Γ-equivariant dynamical systems possess? For the group
Γ∗ = Γ ⊕ σΓ ∼= Z4

2, with Γ = (D2 |Z2;D2 |Z2) and the corresponding σ from theorem
2, this question was addressed in [5], where it was shown that the group supports three
different types of networks associated with type III: a network of two cycles with three
equilibria each (and one common connection), a network of one cycle with three and one
with four equilibria (and two common connections), and a network of two cycles with three
and one with four equilibria. In the latter network every available isotropy plane contains a
heteroclinic connection, while in the former two there is always a plane that is not required
for the construction.

Heteroclinic cycles and networks can be represented by diagrams similar to the graphs
in figure 1. In these diagrams a steady state is drawn as a point, a heteroclinic connection
a a line and arrows indicate the directions of the heteroclinic connections. Although our
graphs are formally different from the diagrams (a diagram is drawn for a dynamical system
that possesses a heteroclinic cycle or network, while a graph is drawn for a subgroup of
O(n)), the graphs can be related to the heteroclinic diagrams using arguments similar to the
ones employed to prove lemma 1 in [2]. Namely, we can explicitly construct a Γ-equivariant
dynamical system such that each isotropy semiaxis contains a steady state and each isotropy
plane contains a heteroclinic connection, which can go in either direction. Hence, we can
relate heteroclinic cycles to the graphs shown in figure 1. Note that the geometric structure
of the graph, associated with a group, determines the geometric structure of the networks
admitted by this group. In this subsection we consider maximal networks in the sense that
C1:

• any isotropy semiaxis contains a steady state,

• any isotropy plane contains a heteroclinic connection,

• all such steady states and connections belong to the network.

The group Γ can admit non-maximal networks, see e.g., [3] or [5], where the graph of type
III was considered, however all other networks can be constructed by removing one or more
connections from a maximal network.

Theorem 3 Suppose that a Γ-equivariant system, where Γ is a finite subgroup of SO(4),
possesses a heteroclinic network that is simple and maximal. Then

(i) If Γ has exactly two group orbits of isotropy semiaxes, then the network is of type II
in figure 2.

(ii) If the graph associated with Γ is of type III, then the network is of type III in figure 2.

(iii) If the graph associated with Γ is of type IV, then the network is one of types IVa-IVc
in figure 3.
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(iv) If the graph associated with Γ is of type V, then the network is one of types Va-Vc in
figure 4.

(v) If the graph associated with Γ is of type VI, then the network is one of types VIa-VIg
in figure 5.

Proof: (i) If Γ has two group orbits of isotropy semiaxes, then the associated graph is of
type I or II. The groups with associated graphs of type I admit two distinct (i.e., not related
by a symmetry of Γ) homoclinic cycles, however they do not admit heteroclinic networks.
The graph of type II involves two group orbits of semiaxes, and three group orbits of planes,
hence, the heteroclinic networks admitted by the respective groups involve two (group orbits
of) equilibria, ξ1 and ξ2 (one for each of isotropy semiaxes), and three (group orbits of)
heteroclinic connections (one for each of isotropy planes), say, two from ξ1 to ξ2 and one
from ξ2 to ξ1.

(ii) If the graph associated with Γ is of type III, then the network is a union of graphs
involving three or four equilibria. Evidently, it has at least one cycle with three equilibria,
let it be ξ1 → ξ2 → ξ3 → ξ′1. There are four possibilities for the remaining connections:

(a) ξ3 → ξ4, ξ
′
4 → ξ1, ξ

′′
4 → ξ2; (b) ξ3 → ξ4, ξ

′
4 → ξ1, ξ2 → ξ′′4 ;

(c) ξ3 → ξ4, ξ1 → ξ′4, ξ
′′
4 → ξ2; (d) ξ3 → ξ4, ξ

′
4 → ξ1, ξ2 → ξ′′4 .

The network (b) is mapped to the network (a) by the permutation of equilibria (ξ1, ξ2, ξ3, ξ4) 7→
(ξ4, ξ1, ξ2, ξ3); the network (c) is mapped to the network (a) by the permutation of equilibria
(ξ1, ξ2, ξ3, ξ4) 7→ (ξ4, ξ2, ξ3, ξ1); the network (d) is mapped to the network (a) by the permu-
tation of equilibria (ξ1, ξ2, ξ3, ξ4) 7→ (ξ3, ξ1, ξ2, ξ4). Hence, the only possibility is the network
(a) that is shown in figure 2.

(iii) If the graph associated with Γ is of type IV, then the network can involve zero, one or
two cycles that are comprised of two equilibria. Hence, there are three different heteroclinic
networks, shown in figure 3.

(iv) If the graph is of type V, the network either does or does not involve a cycle with
six equilibria. In case there is such a cycle, say ξ1 → ξ2 → . . . → ξ6 → ξ′1, there are
two possibilities (up to cyclic permutation of equilibria) for the remaining connections: the
equilibria unstable in the transverse directions are (ξ1, ξ2, ξ3) or (ξ1, ξ3, ξ5). If the network
does not involve a cycle with six equilibria, there is only one such network up to a permutation
of ξj. The proof is similar to that of part (ii) and we omit it. The latter network can be
thought of as a union of four cycles, each connecting four equilibria. These networks are
shown in figure 4.

(v) The graph of type VI can be considered as a union of two subgraphs (upper and
lower) with three vertices each, and three vertical lines connecting these subgraphs. Let
the equilibria of the upper subgraph be (ξ1, ξ2, ξ3) and those of the lower (ξ4, ξ5, ξ6) such
that vertical lines connect ξj and ξj+3. According to the definition of a network, two of the
vertical connections must go in the same direction and the third one in the opposite. We
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assume there are connections ξ1 → ξ4, ξ2 → ξ5 and ξ6 → ξ3. Then there are four possibilities
for the connections between ξ1, ξ2 and ξ3:

(a) ξ1 → ξ2, ξ2 → ξ3, ξ3 → ξ′1; (b) ξ1 → ξ2, ξ3 → ξ2, ξ3 → ξ′1;

(c) ξ2 → ξ1, ξ3 → ξ2, ξ3 → ξ′; (d) ξ2 → ξ1, ξ3 → ξ2, ξ
′
1 → ξ3.

Similarly, there are four possibilities for the connections on the lower subgraph. The only per-
mutation of ξj that preserves the directions of connections on the vertical lines is (ξ1, ξ2, ξ3, ξ4, ξ5, ξ6) 7→
(ξ2, ξ1, ξ3, ξ5, ξ4, ξ6), hence the number of different networks is eight. They are shown in figure
5. QED

II III

Figure 2: Heteroclinic networks of types II and III.

IVa IVb IVc

Figure 3: Heteroclinic networks of type IV.

4 Stability of type A heteroclinic networks

In this section we consider an equivariant dynamical system (1) in R4 that possesses a simple
heteroclinic network of type A. We give necessary and sufficient conditions for its fragmentary
and essential asymptotic stability below. In accordance with the terminology in [1] and [10],
we use the following definitions.
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Va Vb Vc

Figure 4: Heteroclinic networks of type V.

Definition 9 Let Y be a simple heteroclinic network in Rn and ξj ∈ Y an equilibrium in
Y . The eigenvalue of df(ξj) with maximal real part is called the principal eigenvalue at
ξj. The corresponding eigenspace is the principal eigenspace, and the branch of W u(ξj) that
is tangent to it is the principal unstable manifold, denoted by W pu(ξj). A cross section to
W pu(ξj) near ξj is called principal outgoing cross section. If W pu(ξj) connects to another
equilibrium in Y , we speak of a principal connection. Finally, a cycle comprised only of
principal connections is called a principal cycle.

Definition 10 Let Y be a simple heteroclinic network in Rn and ξj ∈ Y an equilibrium in
Y . The eigenvalue of df(ξj) with minimal real part, excluding the radial ones, is called the
minus-principal eigenvalue at ξj. As in the previous definition we extend this terminology to
minus-principal eigenspaces, cross sections and cycles.

Remark 2 With this terminology, recall the following two facts from [15].

(i) If a type A heteroclinic cycle in R4 is f.a.s., then it is e.a.s.

(ii) If a type A heteroclinic cycle in R4 is f.a.s., then it is principal.

In the following, let Y = (∪1≤j≤Jξj)∪ (∪(ij)∈Qκij) ⊂ R
4 be a simple heteroclinic network,

consisting of equilibria ξj and connections κij . We use the standard notation for cross
sections H in

ij and Hout
jk to incoming and outgoing connections κij and κjk near ξj. These can

be considered as two-dimensional since the radial directions are irrelevant in the study of
stability properties. We denote the principal outgoing cross section near ξj by H

p
j .

For equilibria ξi, ξj, ξk ∈ Y with connections κij , κjk ⊂ Y we employ the usual notation
for local maps φijk : H in

ij → Hout
jk , global maps ψjk : Hout

jk → H in
jk and their compositions

gijk := ψjk ◦ φijk : H in
ij → H in

jk. Note that this is a slight abuse of notation because the
domain of φijk is only a subset of H in

ij if there is more than one positive eigenvalue at ξj. If
there is no ambiguity we drop subscripts and write φj, ψj and gj or even simply φ, ψ and g.

Lemma 2 Consider a local map φ : H in
ij → Hp

j . Then, generically, there exists a thick cusp
V ⊂ H in

ij such that

(i) φ(V ) is a thin cusp;
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VIa VIb VIc VId

VIe VIf VIg VIj

Figure 5: Heteroclinic networks of type VI.

(ii) for any δ > 0 we can find ε > 0 such that φ(Bε ∩ V ) ⊂ Bδ.

Proof: The local map is given by (y1, y2) = φ(x1, x2) = (Axα1 , x2|x1|β), where A 6= 0, α > 0
and β > −1, see e.g. [15]. Suppose first that α < 1 + β. Set

V := {(x1, x2) ∈ R
2 : |x2| < |x1|h and |x2| < |x1|−β+s},

where h < 1, s > 0, α < h+β and −β+s < 1. Then V is a thick cusp and for (y1, y2) ∈ φ(V )
we obtain

|y2| < |x1|h|x1|β = A′|y1|
h+β

α

for suitable A′ > 0, which shows that φ(V ) is a thin cusp.
Now suppose that α > 1 + β. In this case we set

V := {(x1, x2) ∈ R
2 : |x2| > |x1|h and |x2| < |x1|−β+s},

where h > 1, s > 0, α > h+β and −β+s < 1. Again V is a thick cusp and for (y1, y2) ∈ φ(V )
we obtain

|y2| > |x1|h|x1|β = A′|y1|
h+β

α

for suitable A′ > 0, which as before means that φ(V ) is a thin cusp. Hence, (i) is proven.
Note that s > 0 is chosen such that V is contained in the domain of φ if β < 0. To prove (ii),
we note that for (x1, x2) ∈ V we have |φ(x1, x2)| < k(max(|x1|, |x2|))min(α,s) with a constant
k > 0. QED
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Corollary 1 Suppose that a set U ⊂ H in
ij is a thin cusp and κjk is a principal connection.

(i) Then, generically, for any small δ > 0 there exists ε > 0 such that for all points x ∈
Bε∩U \{0} the trajectories Φ(x, t) leave the δ-neighbourhood of ξj through H

p
j = Hout

jk .

(ii) The set gj(Bε ∩ U) ⊂ H in
jk is generically a thin cusp. We also express this as “thin

cusps generically follow principal connections”.

Proof: (i) Since κjk is principal, the domain of φj is a thick cusp in H in
ij . Then since U is

a thin cusp, by remark 1 the set U ∩ Bε is generically contained in it for sufficiently small
ε > 0.

(ii) By lemma 2 and (i) above the set φj(Bε ∩U) ⊂ Hout
jk is a thin cusp. The global map

ψj is a generic linear map, so it maps a thin cusp in Hout
jk into a thin cusp in H in

jk. QED

Corollary 2 Let X be an f.a.s. type A heteroclinic cycle in R4 with equilibria ξk, 1 ≤ k ≤ K.
Then, generically, for all k and δ > 0 the set Bδ(X) ∩H in

k−1,k is a thick cusp.

Proof: By lemma 2 there is a thick cusp V ⊂ H in
k−1,k such that its image φk(V ) ⊂ Hout

k,k+1 is
a thin cusp. Then by corollary 1 (ii) φk(V ) generically follows principal connections. Since
X is f.a.s., the trajectories passing through V stay near X for all positive times. Therefore,
V ∩Bε ⊂ Bδ(X) ∩H in

k−1,k for sufficiently small ε > 0. QED

We are now in a position to prove necessary and sufficient conditions for essential asymp-
totic stability of Y . Recall that there are many ways in which type Z networks can be e.a.s.,
see [3, 15]. For type A networks the situation is simpler as the following theorem shows.

Theorem 4 Generically, a type A heteroclinic network Y in R4 is e.a.s. if and only if the
following holds.

(i) All principal subcycles of Y are f.a.s.

(ii) For any equilibrium ξj ∈ Y , the network contains a principal connection κjk ⊂ Y .

Proof: Assume first that (i) and (ii) are satisfied. Then by remark 2 every principal subcycle
of Y is e.a.s. For any connection κ12 there is a unique sequence of equilibria ξ3, . . . ξk ∈ Y
with principal connections κj,j+1 for j = 2, . . . , k − 1, such that ξl belongs to a principal
subcycle X ⊂ Y if and only if l = k. By lemma 2 there is a thick cusp V ⊂ H in

12 such that
φ2(V ) ⊂ Hout

23 ≡ Hp
2 is a thin cusp. By corollary 1, thin cusps generically follow principal

connections, so gk ◦ . . . ◦ g2(V ) ⊂ Hout
k is also a thin cusp. By remark 1, for sufficiently

small ε > 0, the set gk ◦ . . . ◦ g2(V ) ∩ Bε is generically contained in the thick cusp that is
Bδ(X) ∩ Hout

k (corollary 2). Applying these arguments to all connections in Y , we obtain
that Y is e.a.s.

We now prove the other implication. Let Y be e.a.s , X = ξ1 → ... → ξK ⊂ Y be a
principal cycle and V ⊂ H in

1 be the set considered in lemma 2. Since V is a thick cusp
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and Y is e.a.s., the intersection Bδ(Y ) ∩ V has positive measure. By corollary 1 almost all
trajectories starting there stay near X for all t > 0. Hence, X is f.a.s., which proves (i). If
(ii) is not satisfied, then there exists ξj ∈ Y , such that its principal unstable manifold does
not belong to the network. Then by lemma 2 there is a thick cusp in H in

ij that is mapped
to the principal outgoing cross section and thus does not stay near Y , which contradicts Y
being e.a.s. QED

We now turn to fragmentary asymptotic stability. Given δ > 0 we denote by W the set
of positive measure subsets U ⊂ Bδ(Y ) ∩H in

ij . In what follows we drop the superscript “in”
to simplify notation. By g we define the map acting on subsets U ⊂ W, U = {U1, ..., UK},
as follows:

• If U = {U}, where U ⊂ Hij, and ξj has M outgoing connections, κjj1, ..., κjjM , then
gU = {U1, ..., UK} and

Uk = { x ∈ Hjjm : Φ(y, 0) ∈ U, Φ(y, t0) = x for some t0 > 0

and Φ(y, t) /∈ Hi′j′ for any 0 < t < t0 and (i′j′) ∈ Q }
(9)

Since the sets Uk have positive measures, we have 0 < K ≤ M .

• g(U1 ∪ U2) = (gU1) ∪ (gU2)

Lemma 3 Let U ⊂ Hij ∩ Bδ(Y ) be a thin cusp. Then generically for U = {Bε ∩ U}, any
l > 0 and sufficiently small ε > 0 we have glU = {Ul}, where Ul is a thin cusp.

Proof: We start with the case l = 1. The equilibrium ξj can have one or two outgoing
connections. First, we assume that there is one outgoing connection, κj,j+1. The map
g : Hij → Hj,j+1 that maps x ∈ Hij to Φ(x, t) ∈ Hj,j+1 is known – see, e.g., [15] and also our
comments before lemma 2. It is

g(x1, x2) = (A1x
α
1 + A2x2|x1|β, A3x

α
1 + A4x2|x1|β),

where α > 0, α and β depend on eigenvalues of df(ξj) and generically α 6= β + 1, Aj 6= 0
and A1/A2 6= A3/A4.

Assume first that α < β + 1. By definition of a thin cusp, for any c > 0 and small
ε = ε(c) > 0 the set U satisfies Bε ∩ U ⊂Wc, where

Wc = { (x1, x2) ∈ R
2 : |x1 +

a2
a1
x2| < c|x2| }.

We have
g(qx2, x2) = (A1q

αxα2 + A2q
βx1+β

2 , A3q
αxα2 + A4q

βx1+β
2 ).

Therefore, for any 0 < s < (1+β)/α−1 and sufficiently small x2, any (y1, y2) ∈ gWc ⊂ Hj,j+1

satisfies

|y1 −
A1

A3

y2| < |y1|(1+β)/α−s,
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which implies that gWc is a thin cusp. Hence, U1 = g(Bε∩U) is a thin cusp. The arguments
in the case α > β + 1 are similar.

In the case of two outgoing connections from ξj, for small δ the trajectories from U (except
for a set of zero measure) follow the principal connection of ξj. Hence, gU = {g(Bε ∩ U)},
where g(Bε ∩ U) is a thin cusp as it is shown above and g is the map along the principal
connection.

Applying these arguments l times we prove the lemma. QED

Lemma 4 Suppose that ξj ∈ X has two incoming connections, κj1j and κj2j. Let U
1 ⊂ Hj1j

and U2 ⊂ Hj2j be such that ℓ(Bε ∩ Uk) > 0 for any ε > 0 and k = 1, 2. Then generically at
least one of the sets W 1 and W 2, where {W k} = g{Uk}, is a thin cusp.

Proof: The maps gk : Hjkj → Hji are

gk(x1, x2) = (Ak1x
αk

1 + Ak2x2|x1|βk , Ak3x
αk

1 + Ak4x2|x1|βk),

where βk > 0, β1 = α2, β2 = α1 and generically α1 6= β1 and Aj 6= 0. Hence, we have either
α1 < β1 or α2 < β2. Suppose that α1 < β1. Then for s > 0 such that α1 < β1 − s and
sufficiently small ε the points (y1, y2) ∈ g1(U

1 ∩Bε) satisfy

|y1 −
A11

A13
y2| < |y2|(β1−s)/α1 ,

which implies that W 1 = g1U
1 is a thin cusp. QED

Lemma 5 Let X1, ..., XL be minus-principal cycles that are subsets of Y . (If there are no
such cycles, L = 0 is assumed.) Consider a heteroclinic connection κij ⊂ Y such that
κij 6⊂ Xl for any 1 ≤ l ≤ L. Then there exists δ > 0 and M > 0 such that for U = {U},
where U = Bδ(Y ) ∩Hij we have

gMU = {UM1, ..., UMK},

where all UMk, 1 ≤ k ≤ K, are thin cusps.

Proof: Suppose the statement of the theorem does not hold true. We take M to be the
number of all connection comprising Y plus one and consider

gMU = {UM1, ..., UMK}.

For δ → 0 the set remains non-empty, hence there exists some UMk that is not a thin cusp
for any small δ. The set UMk is the image of a subset of U under g = gM ...g1, where
gm : Hjm−1jm → Hjmjm+1

, with j0 = i and j1 = j, is the map discussed in lemma 3. Since
the number of connections κjmjm+1

involved in the map g is larger than the total number of
connections of Y , at least one connection occurs more than once.
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Here we have two possibilities: either g overlaps with a cyclic map and we have gs = gd+s

for all d < s < M or at least one of the equilibria involved in g has two incoming connections,
say κjmjm+1

and κjsjs+1
. In the former case, the connection κij belongs to a minus-principal

cycle, which contradicts the conditions in the statement of this lemma. In the latter case
due to lemmas 3 and 4 the set UMk is a thin cusp. QED

Theorem 5 Suppose that Y is f.a.s. Generically, for sufficiently small δ > 0 almost all
x ∈ Bδ(Y ) satisfy ω(x) = X, where X ⊂ Y is a principal cycle.

Proof: To prove the theorem, it is sufficient to consider x ∈ Hij. If κij does not belong to
a minus-principal cycle, by lemma 5 for almost all x ∈ Bδ(Y )∩Hij the trajectory Φ(x, t) for
some t > 0 (depending on x) belongs to one of the sets {UM1, ..., UMK} that are thin cusps.
Hence, by corollary 1 the trajectory is attracted by a principal cycle as t→ ∞.

If κij belongs to a minus-principal cycle which is not f.a.s., almost all trajectories Φ(x, t)
with x ∈ Bδ(Y ) ∩ Hij for some t > 0 escape from the δ-neighbourhood of this cycle. They
escape along connections that do not belong to other minus-principal cycles (two minus-
principal cycles do not have common equilibria), hence the arguments given above imply
that they are attracted by principal cycles.

If a minus-principal cycle is f.a.s. (and thus principal), then the above arguments apply
to those trajectories that escape from it. QED

Corollary 3 If Y is f.a.s., then its principal cycles that are e.a.s. are Milnor attractors.

Corollary 4 Consider a type A network Y in R4. The network is f.a.s. if and only if it
contains at least one subcycle that is f.a.s.

Note that a corresponding result for networks of type Z in R
4 follows from [4, Theorem

3.4]: two cycles in a network of type Z always have a connection in common, but it is not
possible for a trajectory to switch from a neighbourhood of one cycle to the other and back.
Therefore, whenever such a network is f.a.s., one of its subcycles must be f.a.s.

5 Numerical examples: attracting heteroclinic cycles

in (D2 |Z4;D2 |Z4)-equivariant systems

In this section we construct two (D2 |Z4;D2 |Z4)-equivariant systems with attracting hetero-
clinic cycles. According to theorem 1, the graph associated with this group is of type IV. We
aim at constructing systems with type IVc networks, where in one system the four-equilibria
subcycle is stable, while in the other both two-equilibria subcycles are stable. To achieve
this we employ ideas from lemma 1 in [2] that we recall in subsection 5.1. The construction
itself is discussed in subsection 5.2.
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5.1 Construction of a Γ-equivariant system with a desirable net-
work

In [2] we proved that a group Γ with a set of invariant planes satisfying certain conditions
admits pseudo-simple heteroclinic cycles. In the proof we explicitly built a Γ-equivariant
dynamical system ẋ = f(x) possessing the desirable cycle. As noted ibid, the proof can be
generalised for the construction of systems with other types of cycles and networks. Below we
describe such a construction for a given Γ ⊂ SO(4) admitting a simple heteroclinic network.
Moreover, by varying constants employed in the construction, we can change the eigenvalues
of df(ξj), giving us control over the asymptotic stability of the cycles in the network.

We assume that the network under construction is given as a directed graph, comprised
of heteroclinic connections κj : ξj → ξ′j, 1 ≤ j ≤ m. By Pj = FixΣj we denote the
isotropy plane the connection belongs to, by Lj and L′

j the isotropy semiaxes in Pj (since
the network is simple, there are exactly two isotropy types of semiaxes for each Pj), by
NΓ(Σj), NΓ(Σj)/Σj

∼= DKj
, the normalizer of Σj in Γ. If Pi and Pj intersect, then one of Li

or L′
i coincides with one of Lj or L

′
j . The construction is done in three steps:

As a first step, for each Pj we define a two-dimensional vector field hj , which in polar
coordinates (r, θ) is:

hj(r, θ) = (r(1− r), sin(Kjθ)(Aj1 + Aj2 cos(Kjθ))) . (10)

We choose the angle of Lj to be θ = 0, hence the angles of the nearest L′
j are ±π/Kj .

We assume that the sign of Aj1 + Aj2 is positive and the sign of −Aj1 + Aj2 is negative.
In [2] we assumed that Aj2 = 0. Here non-vanishing values of Aj2 are taken, because by
varying this parameter we change the eigenvalues of the linearisation df at ξj and ξ

′
j, hence,

change the stability properties of the cycles. For the flow of (ṙ, θ̇) = hj(r, θ) each of the axes
θ = 2kπ/Kj (Lj) and θ = (2k + 1)π/Kj (L′

j) is invariant and has an equilibrium at r = 1
which is attracting along the direction of r. Moreover, there are heteroclinic connections
between equilibria on neighbouring axes, going from ξj ∈ Lj to ξ

′
j ∈ L′

j .
As a second step we extend the vector fields hj to gj : R

4 → R4 as follows: Denote by πj
and π⊥

j the projections onto the plane Pj and its orthogonal complement in R
4, respectively.

We set

πjgj(x) =
hj(πjx)

1 +B|π⊥
j x|2

, π⊥
j gj(x) = 0, (11)

with a positive constant B, which should be taken sufficiently large.
Finally, we define the vector field f : R4 → R4 as

f(x) =
m∑

j=1

∑

γij∈Gj

γijgj(γ
−1
ij x), (12)

where Gj = Γ/NΓ(Σj).
One can prove then that the system

ẋ = f(x) (13)
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possesses steady states ξj ∈ Lj, for all Lj involved in the network, and heteroclinic con-
nections ξj → ξ′j ⊂ Pj. By construction the system (13) is Γ-equivariant, which implies
the invariance of all axes Lj and planes Pj. The eigenvalues of df(ξj) and df(ξ′j) associ-
ated with eigenvectors in Pj for large values of B are approximated by Aj1 + Aj2 > 0 and
−Aj1 + Aj2 < 0, respectively.

5.2 (D2 |Z4;D2 |Z4)-equivariant systems with attracting heteroclinic
cycles

Using the results of the previous subsection, we construct two (D2 |Z4;D2 |Z4)-equivariant
dynamical systems possessing a type IVc network, such that in the first system the four-
equilibria cycle is attracting and in the second both two-equilibria cycles are attracting.

The group Γ = (D2 |Z4;D2 |Z4) is comprised of the following elements:

κ1(±) = ±((1, 0, 0, 0); (1, 0, 0, 0)) , κ2(±) = ±((1, 0, 0, 0); (0, 0, 0, 1)),

κ3(±) = ±((0, 0, 0, 1); (1, 0, 0, 0)) , κ4(±) = ±((0, 0, 0, 1); (0, 0, 0, 1)),

κ5(±) = ±((0, 1, 0, 0); (0, 1, 0, 0)) , κ6(±) = ±((0, 0, 1, 0); (0, 0, 0, 1)),

κ7(±) = ±((0, 1, 0, 0); (0, 0, 1, 0)) , κ8(±) = ±((0, 0, 1, 0); (0, 1, 0, 0)).

The group has six isotropy types of subgroups Σ satisfying dimFixΣ = 2, the respective
fixed-point subspaces are:

Plane Fixed by Coordinates

P1 κ4(+) (x1, 0, 0, x4)

P2 κ4(−) (0, x2, x3, 0)

P3 κ5(±) (x1, x2, 0, 0), (0, 0, x3, x4)

P4 κ6(±) (x1, 0, x3, 0), (0, x2, 0, x4)

P5 κ7(±) (x1, x2, x2,−x1), (x1, x2,−x2, x1)
P6 κ8(±) (x1, x2, x2, x1), (x1, x2,−x2,−x1).

(14)

The invariant axes are:

Axis Intersection of Coordinates

L1 P1, P3, P4 (x1, 0, 0, 0), (0, 0, 0, x4)

L2 P2, P3, P4 (0, x2, 0, 0), (0, 0, x3, 0)

L3 P1, P5, P6 (x1, 0, 0, x1), (x1, 0, 0,−x1)
L4 P2, P5, P6 (0, x2, x2, 0), (0, x2,−x2, 0)

(15)
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Since −I ∈ Γ, two semi-axes of any axis are of the same isotropy type.
We have K1 = K2 = 4 and Kj = 2 for 3 ≤ j ≤ 6, therefore in agreement with (10) set

hj(r, θ) = (r(1− r), sin 4θ(Aj1 + Aj2 cos 4θ)) for j = 1, 2,

hj(r, θ) = (r(1− r), sin 2θ(Aj1 + Aj2 cos 2θ)) for 3 ≤ j ≤ 6.

For the plots shown in figure 6 the coefficients Aj1 and Aj2 are:

(a) : A11 = A21 = 25, A12 = A22 = −5, Aj1 = 15, Aj2 = −5, for 3 ≤ j ≤ 6,

(b) : A11 = A21 = 2, A12 = A22 = −1, Aj1 = 25, Aj2 = −5, for 3 ≤ j ≤ 6,

and in both cases B = 100. Recall that a type A heteroclinic cycle is e.a.s. if

∏

1≤j≤J

|cj|
ej

> 1 and ej > tj for all 1 ≤ j ≤ J, (16)

where we use the usual convention of writing −cj , ej and tj for the contracting, expanding
and transverse eigenvalues, respectively. In case (a) the eigenvalues of df(ξj) for the four-
equilibria cycle are:

e1 = e3 ≈ 10, c1 = c3 ≈ −30, t1 = t3 ≈ −20, e2 = e4 ≈ 20, c2 = c4 ≈ −20, t2 = t4 ≈ 10,

therefore (16) implies that the cycle is e.a.s. In case (b) for both two-equilibria cycles the
eigenvalues are

e1 = e2 ≈ 20, c1 = c2 ≈ −30, t1 = −3, t2 = 1,

hence (16) implies that these cycles are e.a.s. For both cases trajectories approaching at-
tracting the heteroclinic cycles are shown on figure 6.

6 Conclusion

We have contributed to the systematic study of heteroclinic dynamics in low dimensions
in two ways: (i) we derived a complete list of maximal simple heteroclinic networks in R4;
and (ii) we proved conditions for fragmentary and essential asymptotic stability of type
A heteroclinic networks in R

4, i.e. admitted by a group Γ ⊂ SO(4). Along the way we
introduced the concept of a graph associated with a group, presented a list of simple graphs
for subgroups of O(4) and for each graph the subgroups that the graph is associated with.

Possible continuations of this work include a similar study for pseudo-simple hetero-
clinic networks in R4, extending the work on pseudo-simple cycles in [2]. The employed
approach is likely to be applicable for the classification of graphs and eventually heteroclinic
cycles/networks associated with groups Γ ⊂ O(n) for n > 4. By contrast, the proofs of the
stability results rely on properties of thin and thick cusps, for which the generalisation to
higher dimensions is not obvious.

Acknowledgements: The second author gratefully acknowledges support through the
project 57338573 PPP Portugal 2017 by the German Academic Exchange Service (DAAD),
sponsored by the Federal Ministry of Education and Research (BMBF).
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(a)

(b)

Figure 6: Projection of the heteroclinic connections in the planes P1 and P2 (solid lines), P3

and P4 (dashed lines), P5 and P6 (dotted lines) and trajectories (bold lines) approaching the
four-equilibria cycle (a) and the two-equilibria cycles (b) into the plane < v1,v2 >, where
v1 = (4, 2, 4, 1.5) and v2 = (2, 4,−1.5, 4). The steady states ξ1 and ξ2 are denoted by filled
circles and stars, the steady states ξ3 and ξ4 by hollow circles and stars, respectively.
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