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Abstract

We present homotopy theoretic and geometric interpretations of the Kane-Mele invariant for

gapped fermionic quantum systems in three dimensions with time-reversal symmetry. We

show that the invariant is related to a certain 4-equivalence which lends it an interpreta-

tion as an obstruction to a block decomposition of the sewing matrix up to nonequivariant

homotopy. We prove a Mayer-Vietoris Theorem for manifolds with Z2-actions which in-

tertwines Real and Z2-equivariant de Rham cohomology groups, and apply it to derive a

new localisation formula for the Kane-Mele invariant. This provides a unified cohomological

explanation for the equivalence between the discrete Pfaffian formula and the known local

geometric computations of the index for periodic lattice systems. We build on the relation

between the Kane-Mele invariant and the theory of bundle gerbes with Z2-actions to obtain

geometric refinements of this obstruction and localisation technique. In the preliminary part

we review the Freed-Moore theory of band insulators on Galilean spacetimes with emphasis

on geometric constructions, and present a bottom-up approach to time-reversal symmetric

topological phases.
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I Overview

In this partly expository paper we shall derive some novel topological and geometric interpre-

tations of the Kane-Mele invariant of time-reversal symmetric topological insulators in three

dimensions, and in particular offer unified geometric explanations for the equivalence between

discrete and integral representations of the invariant by deriving new localisation formulas for

it over invariant periodic crystal momenta. We set the background and motivation behind our

analysis in Section 1, and also briefly outline the structure of this paper. In Section 2 we provide

an extended overview of the main definitions and results of this work. Our intent in this first

part is to enable the reader to access the main results of the present paper without recourse to

the technical details which are provided in the later sections.

1 Introduction

The relevance of topology to condensed matter physics was first realised in theoretical investiga-

tions of the integer quantum Hall effect, whereby the quantised Hall conductance is determined

mathematically by the first Chern class of a line bundle over the 2-dimensional Brillouin torus in

momentum space [68] and represents a topological invariant measuring the obstruction to defin-

ing Bloch wavefunctions of the system globally. Only recently has the full scope of applications

of mathematical tools to condensed matter physics started to emerge and to receive consider-

able attention. The appreciation and impact of the field of research whose foundations were laid

down in [68], currently referred to as topological phases of matter, is reflected in the award of the

2016 Nobel Prize in physics. The general classification of topological phases and their physical

features in electron band theory is at present largely an open question of widespread interest

in both physics and mathematics, and many different approaches and techniques are currently

under investigation; a sample partial list of references is e.g. [1, 5, 22, 23, 25, 46, 54, 61].

One of the most prominent topological phases of quantum matter are topological insulators,

see e.g. [35, 62] for reviews. Loosely speaking, these are materials with an energy gap in their

bulk electronic band structure. The integer quantum Hall state is a topological insulator without

additional symmetries which is topologically protected by its Hall conductance. More generally,

a topological insulator is a gapped quantum system which gives rise to invariants which are

topologically protected by the presence of additional symmetries, such as time-reversal; their

boundary may not have the symmetries of the bulk, which can lead to conducting surface states

of electrons closing the gap between bulk energy bands. The features of band insulators most

promising for applications, for instance in materials science and quantum computing, become

apparent when these systems are considered not individually but altogether. In particular, it is

an important question whether at a continuous transition between two given band insulators the

spectral gap of their Hamiltonians, i.e. their band gap, closes. Such transitions are easily realised

by joining two band insulators along their boundary surface. Due to electron displacement caused

by differing energy levels, a continuous transitional region forms near their interface. If the band

gap closes, a thin conducting layer emerges at the interface allowing electrons occupying valence

3



bands to jump into the empty conduction bands. Many qualitative physical properties of a

band insulator, such as this conductance property, depend only on the existence of a band gap

and on how it splits the spectrum of the Hamiltonian. Consequently these properties are stable

under small deformations or perturbations of the systems, such as those given by introducing

impurities or defects in the material. Stability features of this type are particularly relevant

to practical uses since at least small impurities or defects are usually unavoidable in real-world

materials, even under laboratory conditions. In this paper we deal only with band theory for

systems of noninteracting fermions on infinite crystals.

A big advancement in the field of topological phases was Kitaev’s classification of topological

insulators in terms of topological K-theory in his famous periodic table [45], with the K-theory

generated by Bloch bundles over the Brillouin zone. This classification was subsequently refined

and generalised in the Freed-Moore theory [25] to include additional symmetries, such as time-

reversal and particle-hole (charge conjugation) symmetries, by using twisted equivariant K-

theory, where the equivariance accounts for chiral (sublattice) symmetries while the twisting

accounts for lattice symmetries and the crystallographic group of the Bravais lattice. At the

same time this theory develops a mathematical foundation for gapped topological phases which

emerge from a crystal in any space dimension.

While the classification of topological phases is a powerful tool, some observable properties

of band insulators are governed by weaker topological invariants, such as the Z-valued Chern

class giving the transverse Hall conductivity. In the presence of additional Z2-symmetries, such

as time-reversal which makes the first Chern class of the Bloch bundle vanish, an interesting

invariant was discovered in [26, 27, 39] and is usually refered to as the Kane-Mele invariant ; it is a

Z2-valued index indicating the presence or absence of a topological insulating phase. The Kane-

Mele invariant is defined by a discrete Pfaffian formula which measures whether there exists a set

of compatible Kramers pairs over the whole Brillouin torus, and is interpreted as an obstruction

to defining a global smooth and periodic time-reversal symmetric frame for the Bloch bundle, i.e.

to defining global time-reversal symmetric Bloch wavefunctions for the occupied valence states.

This invariant has attracted much attention, especially in two and three space dimensions. In the

seminal 2-dimensional example of the quantum spin Hall effect [51], it is related to the existence

of spin-oriented edge currents, such that each spin component has nonzero conductance while

the total current is zero, which are linked to topological invariants of Bloch bundles over the

Brillouin zone. Kane-Mele invariants for semimetals have also been discussed in [67]. A variety

of mathematical approaches to the Kane-Mele invariant are known: they range from algebraic

topology perspectives [25, 55] over index theory [17, 50] and C∗-algebras [52, 53] to geometric

approaches [29–31]. An overview relating various different treatments of the Kane-Mele invariant

is provided by [42].

In this paper we concentrate on the Kane-Mele invariant in three dimensions. Starting from

the local formula for the Kane-Mele invariant in terms of an integral of a 3-form over the Brillouin

torus, we present homotopy theoretic and higher geometric interpretations of the invariant.

These new perspectives shed further light on both the geometric meaning and the physical

content of the Kane-Mele invariant as certain obstructions. We moreover develop equivariant

localisation techniques for the 3-dimensional integral formulas for the Kane-Mele invariant that

allow one to compute it from data in all lower dimensions, eventually arriving at new localisation

formulas for the Kane-Mele invariant over the discrete time-reversal invariant periodic momenta
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(or fixed points) in the Brillouin torus. This naturally explains, from a unified and purely

geometric perspective, the equivalence between the integral invariant and the original discrete

Pfaffian formula for the Kane-Mele invariant [73]. Along the way, we develop new techniques

for computing equivariant de Rham cohomology and bundle gerbe holonomy in the presence

of Z2-actions. Our considerations in fact apply more generally to a large class of 3-manifolds

X with Z2-actions and so are applicable to the classification of protected topological phases of

other time-reversal symmetric gapped electron systems, described by a family of Hamiltonians

parameterised byX, which are not necessarily related to lattice models for topological insulators.

Our main examples involve Bloch electrons, in periodic quantum systems for which the Brillouin

zone is a torus, and free fermions in continuous systems such as topological superconductors for

which the first Brillouin zone is a sphere, regarded as the momentum space of the continuous

limit of a Bravais lattice. As such, some of our mathematical developments are of independent

interest.

This paper is organised into three parts which can be read independently, but which follow

a mutual line of investigation. In the remainder of this first part we shall provide an extended

summary of our main definitions and results, particularly those alluded to above, in a more

informal physics-oriented language which we hope is palatable to a wider audience, defering

all technical details to the remainder of the paper. In Part II we give an exposition of the

Freed-Moore theory of topological phases of matter described by band insulators [25] as tailored

to our needs; this part is mostly review, but we elucidate several geometric constructions and

we deviate at points from the line of argument in [25]. The main intent here is to present a

bottom-up approach to time-reversal symmetric topological phases, endeavouring to provide a

satisfying amount of detail and self-containment in our presentation relevant to this paper. In

Part III we develop three new perspectives on the 3-dimensional Kane-Mele invariant based on

homotopy theory, Z2-equivariant de Rham cohomology, and the theory of bundle gerbes, and

we propose interpretations of the Kane-Mele invariant based on all three approaches.
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2 Main definitions and results

2.1 Crystals in Galilean spacetimes and quantum symmetries

In Part II we build up the general framework for topological insulators from the basic symmetry

principles of Galilean relativity and quantum theory. The microscopic properties of condensed

matter systems are described by nonrelativistic quantum mechanics; in this paper we are inter-

ested in systems of noninteracting electrons in an atomic crystal. The description of symmetries

in this setting is the topic of Section 3.
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The background geometry is a Galilean spacetime. This can be thought of as an affine space

M over a real vector space W , together with a choice of space translations, i.e. a codimension

one subspace V ⊂ W , and measures of Euclidean space distances and angles as well as time

intervals; these are given by choosing inner products gV and gW/V on V and W/V , respectively.

The orbits of V are the ‘time slices’, i.e. all events which occur simultaneously in M .

If we would also like to specify reference frames at rest in M relative to an observer, we need

to single out the time translations in W . This is achieved by choosing a splitting W ∼= U ⊕V of

the short exact sequence V → W → W/V . Such a choice of splitting is called a time direction

in M . A time direction induces a notion of rest frames, but it does not determine in which way

time flows on M . A time orientation is additional data given by the choice of an orientation

on U .

We denote the data of a Galilean spacetime with a time direction by (M,W,V, gV , gW/V , U) =

(M,Γ, U). The Galilean transformations Aut(M,Γ, U) of a Galilean spacetime with a time

direction are those affine transformations of M which preserve Euclidean space distances, time

intervals and the splitting. There is a short exact sequence

1 //W // Aut(M,Γ, U)
π

// Aut(W,Γ, U) // 1 , (2.1)

where Aut(W,Γ, U) is the group of automorphisms of W of the form

g =

(
± 1 0

0 A

)
(2.2)

for A an orthogonal transformation of (V, gV ). The group Aut(W,Γ, U) carries two Z2-gradings,

t, p : Aut(W,Γ, U) → Z2, where t(g) is the sign of the first block of g while p(g) = det(A). In

other words, t measures whether g is time-reversing and p measures whether g reverses the space

orientation. Any symmetry group which acts onM preserving the Galilean structure will inherit

these two Z2-gradings from Aut(W,Γ, U).

If (M,Γ, U) is a Galilean spacetime with a time direction, a crystal in (M,Γ, U) consists of a

subset C ⊂M , the worldlines of the sites of the crystal, and a lattice Π ⊂ V of full rank, called

the Bravais lattice, such that U⊕Π ⊂W acts simply and transitively on C. For a crystal (C,Π),

we introduce the group of crystal symmetries G(C) consisting of all Galilean transformations

in Aut(M,Γ, U) that preserve the subset C ⊂ M . It naturally gives rise to the crystallographic

group G(C)/U and the magnetic point group P̂(C) = G(C)/(U ⊕Π) of (C,Π).

Let us now proceed to treat the quantum mechanics of systems defined classically on Galilean

spacetimes. One of the main results of [25] is the realisation of how much of the framework and

properties of topological insulators follows entirely from the careful and rigorous combination of

the classical notion of symmetry on Galilean spacetimes with the notion of symmetry on quantum

systems. In quantum theory states are the elements of a projective Hilbert space PH, and it

is this projective space that symmetries act on. We write Autqu(PH) for the automorphisms of

PH which leave transition probabilities invariant, and Autqu(H) for the group of unitary and

antiunitary operators on H. By a famous theorem of Wigner [74], there is a short exact sequence

1 // U(1)
(−)·1

// Autqu(H)
q

// Autqu(PH) // 1 , (2.3)

where U(1) is included into Autqu(H) as scalar multiples of the identity. The group Autqu(PH) is

naturally Z2-graded by setting φH([T ]) = 1 if [T ] ∈ Autqu(PH) is the class of a unitary operator

T and φH([T ]) = −1 if T is antiunitary.
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If a quantum system comes endowed with a specified Hamiltonian H on H, we would like

to restrict to the subgroup of symmetries Autqu(H,H) ⊂ Autqu(H) which projectively commute

with the Hamiltonian. That is, we demand that there is a map c : Autqu(H,H) × H → U(1)

such that T Hψ = c(T, ψ)H Tψ for all ψ ∈ H and T ∈ Autqu(H,H). By refining the treatment

in [25], we show in Section 3.3 directly from this setup that the only consistent choices of such

maps are given by continuous Z2-gradings c : Autqu(H,H) → Z2. Therefore Autqu(H,H) and

Autqu(PH,H) = Autqu(H,H)/U(1) become Z2-bigraded topological groups, with gradings given

by φH and c, and Autqu(H,H) consists of those unitary and antiunitary operators on H that

either commute or anticommute with the Hamiltonian H. Symmetries T with c(T ) = −1 are

often called chiral symmetries. As a consequence, we have

Proposition 2.4 Let (H,H) be a quantum system.

(1) If (H,H) admits a chiral symmetry T ∈ Autqu(H,H) then the spectrum σ(H) ⊂ R of H is

symmetric, i.e. σ(H) = −σ(H).

(2) A symmetry T is time-reversing if and only if t(T ) = c(T )φH(T ) = −1.

(3) If σ(H) is not symmetric (for example if H is bounded from below but not from above), then

there are no chiral symmetries T in Autqu(H,H). However, there can still be antiunitary

time-reversing symmetries.

Any group of symmetries G acts on the quantum system (H,H) via a group homomorphism

P(ρ) : G → Autqu(PH,H). By pulling back the short exact sequence (2.3) along P(ρ), the group

G inherits a U(1)-extension Gqu → G as well as a Z2-bigrading and a continuous homomorphism

ρqu : Gqu → Autqu(H,H) compatible with both gradings.

Definition 2.5 A quantum extension of a Z2-bigraded topological group (G, φG, cG) is a triple

(Gqu, ιG, qG) giving rise to a short exact sequence of topological groups

1 // U(1)
ιG

// Gqu
qG

// G // 1 (2.6)

satisfying the relation g ιG(λ) = ιG(λ)
φG(g) g for all g ∈ Gqu and λ ∈ U(1). The extension Gqu

naturally becomes a Z2-bigraded topological group with the pullbacks along qG of the gradings

on G.

This allows us to give a precise definition of a gapped quantum system with a fixed action

of symmetries.

Definition 2.7 Let (G, φG, cG) be a Z2-bigraded topological group and let (Gqu, ιG, qG) be a quan-

tum extension of G. A gapped quantum system with symmetry class (Gqu, ιG, qG) is a gapped

quantum system (H,H) together with a homomorphism ρqu : Gqu → Autqu(H,H) of Z2-bigraded

topological groups such that ρqu ◦ ιG(λ) = λ1 for all λ ∈ U(1).

The gap in the energy spectrum σ(H) between the ground state and the first excited state

represents the Fermi energy, which can always be shifted to zero.

Bringing these two notions of symmetries together is the topic of Section 4. Let C ⊂M be a

crystal in a Galilean spacetime (M,Γ, U) with a time direction. We consider symmetry groups

H acting on M in a way that preserves C, i.e. via certain group homomorphisms H → G(C).

Among other technical conditions we assume that U ⊕ Π is contained as a normal subgroup in

the image of H. The quantum Hilbert space of wavefunctions is associated to the space manifold
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Ms := M/U underlying the Galilean spacetime. More precisely H = L2(Ms, Vint) where Vint is

a vector space of internal degrees of freedom such as spin. Thus we divide by time translations

to obtain the space symmetry group G, which sits in a commutative diagram

1 // Π
j

// G
π

//

γ

��

G′′ //

γ′′

��

1

1 // Π // G(C)/U // P̂(C) // 1

(2.8)

Any action of G on H as quantum symmetries induces a U(1) extension Gqu → G and a group

homomorphism ρqu : Gqu → Autqu(H,H). The Hamiltonian H is usually of Schrödinger type,

e.g. H = − ~2

2m △ + WΠ for a single electron of mass m, where △ is the Laplace operator on

Euclidean space and WΠ is a periodic potential energy function invariant under lattice trans-

lations by Π ⊂ V . If H is gapped we thus arrive at a gapped quantum system with symmetry

class (Gqu, ιG, qG).

2.2 Band theory, topological phases and time-reversal symmetry

The standard Bloch theory of crystals in condensed matter physics exploits the translational

symmetry of a crystal to describe electronic states in terms of their crystal momenta which are

defined in a periodic Brillouin zone. Its connection to the present formalism comes about as

follows. We assume that the quantum extension (Gqu, ιG, qG) is trivial over over the Bravais

lattice of the crystal Π ⊂ G (which is the case for Schrödinger wavefunctions on Ms). In this

case the representation ρqu restricts to a continuous unitary representation of Π ⊂ Gqu. A

continuous unitary representation of the discrete abelian group Π on a quantum Hilbert space

H has a spectral decomposition in terms of a projection-valued measure on the Pontryagin

dual group XΠ of Π. The space XΠ is the Brillouin torus in condensed matter physics and it

parameterises the periodic crystal momenta.

The projection-valued measure decomposes H into a sheaf of Hilbert spaces over XΠ. We

assume that this sheaf arises as the space of L2-sections of a smooth bundle of Hilbert spaces

E → XΠ in the sense that there is a unitary isomorphism U: H → L2(XΠ, E) which intertwines

the representation ρqu of Gqu on H and the representation of Gqu on L2(XΠ, E) induced by the

adjoint action of Gqu on its normal subgroup Π. The Hamiltonian H is an endomorphism of

this bundle which acts fibrewise on E since it commutes with ρqu|Π. Its restrictions to the fibres

E|λ over λ ∈ XΠ are assumed to be gapped, and these are the Bloch Hamiltonians.

We write E± for the subbundles of E consisting of the eigenspaces for positive and negative

energy eigenvalues of the Bloch Hamiltonians, respectively. In an insulator, the energy levels

above the Fermi energy are the empty conduction bands (holes), whereas the energy levels below

the Fermi energy are the filled valence bands (particles). Since only a finite number of occupied

levels typically exist, we can assume that E− has finite rank rk(E−); the vector bundleE− → XΠ

is called the Bloch bundle. The number of empty states can however be infinite.

Definition 2.9 Let (M,Γ, U) be a Galilean spacetime with a time direction. A band insulator

in (M,Γ, U) consists of the following data:

(1) A crystal (C,Π) in (M,Γ, U).
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(2) A Galilean symmetry group H preserving the crystal and defining a space symmetry group

G with quotient group G′′ := G/Π.

(3) A quantum extension (G′′
qu, ιG′′ , qG′′) of (G′′, φG′′ , cG′′) which pulls back to a quantum exten-

sion (Gqu, ιG, qG) of G that is trivial over Π ⊂ G.

(4) A gapped quantum system (H,H) with symmetry class (Gqu, ιG, qG).

A band insulator is of type I if E+ has infinite rank and of type F if E+ has finite rank.

Thus far we have mostly described the action of lattice translations. What becomes of the rest

of the symmetry group G? In Section 3.5 we observe that there is an action R : XΠ×G′′ → XΠ of

G′′ on the Brillouin torus XΠ. However, this action does not lift to E because the representation

ρqu is not defined on G′′. The obstruction is a Hermitean twisting line bundle L̂ → XΠ × G′′,

whose construction we give explicitly and which is multiplicative in a sense made precise in

Proposition 3.60. We content ourselves here in saying that there is a bundle isomorphism

µ̂|(λ,g′′1 ,g′′2 ) : L̂
[φG(g

′′
2 )]

|(λ,g′′1 )
⊗ L̂|(Rg′′

1
(λ),g′′2 )

∼=
−→ L̂|(λ,g′′1 g

′′
2 ) (2.10)

for all λ ∈ XΠ and g′′1 , g
′′
2 ∈ G′′; the exponent of the first factor indicates that the complex

conjugate or dual line bundle is used instead whenever φG(g
′′
2 ) = −1. The bundle E on the

Brillouin torus is not G′′-equivariant in general, but rather there is a bundle isomorphism

α̂|(λ,g′′ ) :
(
L̂|(λ,g′′ ) ⊗ E|λ

)[φG(g′′ )] ∼=
−→ E|Rg′′ (λ)

(2.11)

for all λ ∈ XΠ and g′′ ∈ G′′, which is compatible with µ̂. The vector bundle E = E+ ⊕ E− is

naturally Z2-graded. Hermitean vector bundles of this type are called L̂-twisted G′′-equivariant

Z2-graded Hermitean vector bundles on XΠ.

Recalling from Section 1 that we are interested in deformation classes, we introduce an equiv-

alence relation on band insulators with fixed symmetry class (Gqu, ιG, qG) by saying that two

topological insulators are equivalent whenever they are linked by a string of unitary transfor-

mations of Hilbert spaces respecting the symmetry, together with continuous deformations of

the Hamiltonian H that do not close the energy gap in σ(H) and which are compatible with

the symmetry. Let TP(Gqu, ιG, qG) denote the set of equivalence classes. The direct sum of

Hilbert spaces turns this into a commutative monoid, and we let RTP(Gqu, ιG, qG) denote its

Grothendieck completion.

Definition 2.12 A topological phase with symmetry class (Gqu, ιG, qG) is an element of the

commutative monoid TP(Gqu, ιG, qG). Elements of the abelian group RTP(Gqu, ιG, qG) are reduced

topological phases with symmetry class (Gqu, ιG, qG).

In Section 4.2 we describe RTP(Gqu, ιG, qG) geometrically using the Freed-Moore extension

of Kitaev’s K-theory classification of topological phases [25, 45]. Defining the L̂-twisted G′′-

equivariant K-theory group KL̂,G′′

(XΠ) of XΠ to be the Grothendieck completion of the commu-

tative monoid of isomorphism classes of twisted equivariant vector bundles on XΠ from above,1

one obtains

Theorem 2.13 Let RTPF(Gqu, ιG, qG) denote the Grothendieck group of reduced topological

phases obtained from band insulators of type F. Sending a topological phase of this type to

1A C∗-algebraic perspective of this twisted K-theory is described in [66].
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the K-theory class of the underlying Hermitean vector bundles E induces an isomorphism

RTPF

(
Gqu, ιG, qG

) ∼=
−→ KL̂,G′′(

XΠ

)
. (2.14)

In Section 4.3 we specialise to the explicit Hilbert space H = L2(Ms, Vint) of wavefunctions

described earlier. We work out the details of how to construct the Hilbert bundle E over the

Brillouin torus and the L̂-twisted G′′-action on E. This is contained in Theorem 4.23, together

with the canonical construction of the Berry connection ∇E−

on the Bloch bundle from the

projection E → E−, which is equivalent to its usual definition as the canonical Grassmann

connection on E−. State vectors ψ|λ ∈ E|λ for λ ∈ XΠ are the quasiperiodic Bloch wavefunctions

on space Ms with ρqu(ξ)(ψ|λ) = λ(ξ)ψ|λ for ξ ∈ Π.

Sections 4.4 and 4.5 are then devoted to specialising to one of the simplest cases with addi-

tional symmetries: crystalline systems with time-reversal symmetry. This is in essence already

contained in the general treatment of [25], but we take a different route and explicitly provide

all details. The key new input here is the assumption that the projection map Gqu → G′′ admits

a global section ŝ : G′′ → Gqu, which we do not assume to be a group homomorphism. We show

in Lemma 4.31 that such sections induce trivialisations of the twisting line bundle L̂, and that

the obstruction to ŝ being a group homomorphism is a 2-cocycle on G′′ with values in Π×U(1).

Plugging such a trivialisation into (2.11) leaves a bundle isomorphism

α̂|(λ,g′′ ) : E
[φG(g

′′ )]
|λ

∼=
−→ E|Rg′′ (λ)

(2.15)

for all λ ∈ XΠ and g′′ ∈ G′′. Iterating these maps, the 2-cocycle on G′′ enters through the trivial-

isation of L̂ so that E still fails to be G′′-equivariant: the deviation from an equivariant structure

is now controlled by a similar 2-cocycle on G′′. The details can be found in Proposition 4.37.

In Section 4.5 we fix G′′ = Z2 and M = R
d+1, i.e. we work on the affine spacetime in d space

dimensions. Therefore the Bravais lattice is Π = Z
d, the Brillouin torus is XΠ

∼= U(1)d ∼= T
d,

and −1 ∈ Z2 acts trivially on R
d and on the d-torus Td by inversion τ := R−1 : λ 7→ λ−1. Many

of our considerations apply equal well when the Brillouin zone in momentum space is the d-

sphere Sd, regarded as the one-point compactification of the Pontryagin dual of the continuous

limit of Zd, i.e. R
d. These continuum models are effective long wavelength theories for the

lattice systems above and their quantum systems involve low energy effective Hamiltonians for

the corresponding topological phases; they will serve as further examples illustrating aspects of

our general formalism.

The full symmetry group is G = Z
d × Z2, and assuming φG(−1) = −1 and cG(−1) = 1,

the lifts of −1 to the quantum extensions Gqu =
(
Z
d × U(1)

)
× (Z2)qu are then time-reversing,

where (Z2)qu is a quantum extension of Z2; the latter extensions are classified by whether any

lift of −1 ∈ Z2 squares to plus or minus the identity by Lemma 4.49. Consequently there is

only one nontrivial quantum extension of Z2. In this case, any choice of a lift of −1 ∈ Z2 to

(Z2)qu determines a section ŝ : G′′ → Gqu and we work out the resulting 2-cocycle. Defining a

Real (respectively Quaternionic) vector bundle on a space with a Z2-action τ to be a Hermitean

vector bundle with an antilinear lift τ̂ of the involution to the total space that squares to plus

(respectively minus) the identity (see Definition 4.59), we derive

Proposition 2.16 Let Gqu =
(
Z
d × U(1)

)
× (Z2)qu.

(1) If (Z2)qu is the trivial quantum extension of Z2, then (E−,∇E−

) has the structure of a Real

vector bundle with connection over XΠ.
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(2) If (Z2)qu is the nontrivial quantum extension of Z2, then E
− has the structure of a Quater-

nionic vector bundle over XΠ. The Berry connection ∇E−

is generally not compatible with

this structure, but there always exist connections ∇ on E− such that (E−,∇) is a Quater-

nionic vector bundle with connection on XΠ.

As we are primarily interested in electronic systems in three dimensions, from here on we

fix the symmetry group G = Z
3 × Z2 as well as the nontrivial quantum extension of Z2; this

corresponds to topological insulators of type AII in the Altland-Zirnbauer classification [2].

2.3 The Kane-Mele invariant and obstruction theory

Bloch bundles of class AII topological insulators have several powerful special properties with

deep physical implications, whose mathematical formulations are the subject of Part III together

with their relation to topological phases. We write Xτ for the set of fixed points of an involutive

space (X, τ), i.e. a space X with a Z2-action τ : X → X. If Xτ 6= ∅, the fibres of a Quaternionic

vector bundle on Xτ are quaternionic vector spaces and hence of even complex dimension. In the

application to topological insulators this means that, over the time-reversal invariant periodic

momenta, we can always find a basis of Kramers pairs consisting of band states and their images

under the lift τ̂ of the involution to the Bloch bundle over the Brillouin torus. In [25, 29] it

is shown that any Quaternionic vector bundle on T
3 has trivial first Chern class, and we may

invoke a result of Panati [60] which gives

Proposition 2.17 Let X be a connected manifold of dimension d ≤ 3, and let m ∈ 2N be

an even positive integer. Then the first Chern class induces an isomorphism from the pointed

set of isomorphism classes of Hermitean vector bundles of rank m on X to the second integer

cohomology group H2(X,Z) regarded as a pointed set.

The key to this statement is showing that there exists a 4-equivalence of classifying spaces

BU(m) → BU(1) ≃ K(Z, 2), whereK(Z, 2) is an Eilenberg-MacLane space. In other words, there

exists a canonical isomorphism H2(X,Z) ∼= [X,BU(1)] between the second integer cohomology

group of X and homotopy classes of maps from X to BU(1). A p-equivalence from a space Y

to a space Z is a continuous map f : Y → Z which induces isomorphisms on the k-th homotopy

groups for k = 0, 1, . . . , p and a surjection for k = p. The statement then follows from the

property of p-equivalences [64, Theorem 6.31] that for every CW-complex X of dimension d < p,

composition with f induces an isomorphism on homotopy classes of maps

f∗ : [X,Y ]
∼=

−→ [X,Z] . (2.18)

We provide the full proof in Appendix A, where we show that the map establishing the 4-

equivalence can be made more explicit than in [60]. Writing QVBdl(T3, τ) for the category of

Quaternionic vector bundles on (T3, τ), we then have

Proposition 2.19 Any Quaternionic vector bundle (E−, τ̂) ∈ QVBdl(T3, τ) has an underlying

Hermitean vector bundle E− which is trivialisable.

Let (X, τ) be a 3-dimensional compact involutive manifold and let (E−, τ̂) ∈ QVBdlU (X, τ),

where QVBdlU (X, τ) is the category of Quaternionic vector bundles on (X, τ) whose underlying

vector bundle is trivialisable. Assume that τ has fixed points so that rk(E−) = m is even. Any
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smooth trivialisation ϕ of E− → X induces a smooth map wϕ : X → U(m), sometimes called a

sewing matrix (see e.g. [30]), given by the commutative diagram

E− τ̂−1
//

ϕ

��

τ∗E−

τ∗ϕ

��

X ×C
m

wϕ◦θ
//❴❴❴❴ X × Cm

(2.20)

where θ denotes complex conjugation. The map wϕ is Z2-equivariant with respect to the involu-

tion τ on X and the involution g 7→ −gt on the unitary group U(m) sending a matrix g ∈ U(m)

to minus its transpose. The elements of the sewing matrix can be written in an orthonormal

basis of global sections {ψa}a=1,...,m as

wabϕ (λ) = hE−

(
ψa|τ(λ), τ̂(ψ

b
|λ)
)

(2.21)

where hE− denotes the Hermitean metric on E−. This matrix is skewadjoint at the fixed points

of τ . On the other hand, a trivial topological phase is characterised by the existence of a

global frame of smooth Bloch wavefunctions such that ψa|τ(λ) =
∑m

b=1 w
ab
0 τ̂(ψb|λ) for the unitary

skewadjoint matrix w0 ∈ U(m) given by

w0 =

(
0 1

−1 0

)
, (2.22)

which decomposes the sewing matrix globally into the block offdiagonal form wϕ = w0.

Let HU(m) ∈ Ω3(U(m)) denote the canonical 3-form on U(m).

Definition 2.23 Let (X, τ) be a closed and oriented involutive manifold of dimension d = 3

with orientation-reversing involution τ such that Xτ 6= ∅. If (E−, τ̂) ∈ QVBdlU (X, τ) and ϕ is

any trivialisation of E−, the Kane-Mele invariant of (E−, τ̂) is

KM(E−, τ̂) := exp

(
π i

∫

X
w∗
ϕHU(m)

)
∈ Z2 . (2.24)

Given a time-reversal symmetric band insulator on a 3-dimensional Bravais lattice with Bloch

bundle (E−, τ̂) ∈ QVBdl(T3, τ), its Kane-Mele invariant is the mod 2 index KM(E−, τ̂) ∈ Z2.

This perspective on the Kane-Mele invariant, which defines it via the Wess-Zumino-Witten

action functional of the map wϕ : X → U(m), was introduced in [30, 73]; the language of

Quaternionic vector bundles is particularly emphasised in [13, 15]. It follows from Theorem 2.13

and Proposition 2.16 that reduced topological phases with time-reversal symmetry as in part (2)

of Proposition 2.16 are in bijection with the Quaternionic K-theory group KQ(T3, τ) of (T3, τ).

The abelian group KQ(T3, τ) ∼= Z ⊕ Z
4
2 is the Grothendieck completion of the commutative

monoid of isomorphism classes of Quaternionic vector bundles on (T3, τ) with the direct sum.

The Kane-Mele invariant contains information about this group:

Proposition 2.25 The Kane-Mele invariant induces a homomorphism of abelian groups

KM: KQ(T3, τ) −→ Z2 . (2.26)
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Recalling Theorem 2.13, we thus infer that the Kane-Mele invariant knows part of whether a

given band insulator is in a nontrivial reduced topological phase. It is nonetheless still interesting

to understand what it knows and how much. That is, which part of the information about the

topological phase of a band insulator does it detect?

To address these questions, we collect and investigate several different perspectives on the

Kane-Mele invariant in Part III of this paper. In Section 5.2, we recall and generalise the per-

spective of [25, 30] on the Kane-Mele invariant via the Chern-Simons action functional through

Proposition 2.27 If (E−, τ̂) ∈ QVBdlU (X, τ), the Kane-Mele invariant KM(E−, τ̂) coincides

with the Chern-Simons invariant of any Quaternionic connection on E−.

When X = T
3, this result realises the Kane-Mele invariant as a magnetoelectric polarisa-

tion [73], which is experimentally measurable.

Section 5.3 then contains a novel approach to the Kane-Mele invariant via homotopy theory.

Two main observations enter this description. Firstly, we show that there exists a 4-equivalence

SU(m) → K(Z, 3) in Proposition 5.48 which implies

Proposition 2.28 If X is a CW-complex of dimension d ≤ 3 and m ≥ 2, there are isomor-

phisms

H3(X,Z) ∼= [X,K(Z, 3)] ∼= [X,SU(m)] . (2.29)

Secondly, a recuring theme throughout Part III is the interplay of integration with orientation-

reversal and pullbacks. For example, if (X, τ) is a d-dimensional connected closed and orientable

involutive manifold with orientation-reversing involution τ , and ω ∈ Ωd(X) is a top-form with in-

teger periods on X, then
∫
X ω ∈ 2Z if and only if there exists η ∈ Ωd(X) such that

∫
X η ∈ Z and

[ω] = [η] − τ∗[η]. Combining this simple observation with the 4-equivalence SU(m) → K(Z, 3)

and Proposition 2.28 leads to

Theorem 2.30 Let (X, τ) be an orientable connected and closed 3-dimensional CW-complex

with orientation-reversing involution τ , and Xτ 6= ∅. Let (E−, τ̂) ∈ QVBdlU (X, τ) with

rk(E−) = m = 2n. The following statements are equivalent:

(1) The Kane-Mele invariant of (E−, τ̂) is trivial: KM(E−, τ̂) = 1.

(2) There exists a trivialisation ϕ of E− such that the induced Quaternionic structure on X×C
m

is homotopic to a split Quaternionic structure on X × (Cn ⊕ C
n), i.e. there is a homotopy

of U(m)-valued maps

wϕ ≃

(
0 g

−(g ◦ τ)t 0

)
(2.31)

for some map g : X → SU(n).

(3) There exists a trivialisation ϕ′ of E− such that the induced Quaternionic structure on X×C
m

is homotopic to the trivial Quaternionic structure on X×(Cn⊕C
n), i.e. there is a homotopy

of U(m)-valued maps

wϕ′ ≃

(
0 1

−1 0

)
. (2.32)

It may seem surprising at first that the homotopies here do not respect the time-reversal

symmetry: they are not necessarily Z2-equivariant. We interpret this fact as a concrete answer

to the questions posed above (see Remark 5.60): the 3-dimensional Kane-Mele invariant is by no
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means complete, neither at the level of Quaternionic K-theory nor at the level of a classification

of Quaternionic vector bundles. All it detects is whether there exists a global frame of E− which

is time-reversal symmetric up to (nonequivariant) homotopy in the sense of (2.32). However, if

a topological phase has nontrivial Kane-Mele invariant then it is certainly a nontrivial phase.

Another description of the Kane-Mele invariant is presented in Section 7 in terms of higher
geometry, specifically Jandl gerbes. A Jandl gerbe consists of a bundle gerbe G with connection
on an involutive manifold (X, τ), together with a 1-isomorphism (A,α) and a 2-isomorphism ψ
fitting into the diagram

τ∗(τ∗G) τ∗G∗

G

τ∗(A,α)

(A,α)∗

ψ

(2.33)

such that ψ squares to the identity in a certain sense (see Definition 7.16).

Combining the Dixmier-Douady classification of bundle gerbes on X in terms of the third

integer cohomology group H3(X,Z) from Theorem 7.5 with the 4-equivalence SU(m) → K(Z, 3)

and Proposition 2.28 implies that maps X → SU(m) classify bundle gerbes on X in dimensions

d ≤ 3. This insight allows us to provide geometric versions of the homotopy theoretic statements

above: we denote the Dixmier-Douady class of a bundle gerbe G on X by D(G) ∈ H3(X,Z) and

the basic bundle gerbe on SU(m) by Gbasic [29, 58, 70], which is a canonical bundle gerbe with

connection on SU(m) whose Dixmier-Douady class generates H3(SU(m),Z) ∼= Z. Denoting the

pairing between cohomology and homology classes by 〈−,−〉, we then have

Theorem 2.34 Let (X, τ) be a closed connected and oriented involutive 3-manifold with orien-

tation-reversing involution τ , let G be a bundle gerbe on X, and let (E−, τ̂) ∈ QVBdlU (X, τ).

(1) There exists a bundle gerbe H on X and an isomorphism G ∼= τ∗H ⊗ H∗ if and only if

exp
(
π i 〈D(G), [X3 ]〉

)
= 1.

(2) KM(E−, τ̂) = 1 if and only if for any trivialisation ϕ of E−, after deforming the sewing

matrix wϕ to an SU(m)-valued map, there exists a bundle gerbe H on X with w∗
ϕGbasic

∼=

τ∗H⊗H∗.

Since the basic bundle gerbe Gbasic is multiplicative [72], i.e. it carries a 2-categorical lift of

the group operations on SU(m), the second part of this theorem indeed rephrases statement (2)

of Theorem 2.30 in a geometric framework and provides yet another interpretation of the Kane-

Mele invariant in three dimensions: the failure of the homotopy in Theorem 2.30 to respect

the time-reversal symmetry is translated to the fact that the isomorphism w∗
ϕGbasic

∼= τ∗H ⊗

H∗ is unrelated to the Z2-action, i.e. there is no relation to Jandl structures. This is the

manifestation in the geometric formalism of the incompleteness of the Kane-Mele invariant, but

evidently the invariant nevertheless contains deep information about the underlying geometry. In

particular, this identifies the Kane-Mele invariant as a Z2-valued version of the Dixmier-Douady

invariant of the bundle gerbe w∗
ϕGbasic on X, suggesting that there may be an underlying purely

cohomological definition of the invariant.

2.4 Localisation formulas

In Sections 6 and 7 we consider the localisation of the Kane-Mele invariant with respect to the

Z2-action on X. That the Kane-Mele invariant may be computed entirely from data associated
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to the fixed point set Xτ , or the time-reversal invariant momenta, is not new and several discrete

Pfaffian formulas are known already involving the sewing matrix, see for instance [25, 27, 29,

39, 73]. In this setting the Kane-Mele invariant counts the parity of Majorana zero modes in

the form of Dirac cones, which are conical singularities produced by surface states at the fixed

points over the τ -invariant codimension one submanifolds of X; geometrically, these conical

singularities correspond to nonzero transition amplitudes between sections of the Bloch bundle

E− occuring in Kramers pairs. If a material has an odd number of Dirac cones, then it is in a

nontrivial topological insulating phase; in this case all but one of the Majorana zero modes can

pair together to form a composite boson. Techniques used to derive these discrete formulas are

drawn from algebraic topology or explicit but very cumbersome computations with matrices.

In Section 6 we provide a new localisation principle for the 3-dimensional Kane-Mele in-

variant which is rooted entirely in differential geometry and homological algebra. The key new

ingredient is a Mayer-Vietoris Theorem for Z2-equivariant and Real differential forms on invo-

lutive manifolds. By Z2-equivariant or Real differential forms we mean forms ω ∈ Ωp(X) with

τ∗ω = ±ω, respectively. We introduce the notation ω ∈ Ωp±(M) and denote the respective

quotients by dΩp−1
± (X) as HpdR±(X). For general Lie group actions, this version of equivariant

de Rham cohomology is already contained in the seminal Chevalley-Eilenberg treatise on the

cohomology of Lie algebras [12]. We provide the definitions of the groups H•
dR±(X) in detail

and work out some of their properties in Appendix B. The Mayer-Vietoris sequence for involu-

tive spaces then allows us to develop a localisation technique for de Rham cohomology in the

presence of Z2-actions. The usual localisation techniques (see e.g. [34, 65]) for equivariant co-

homology do not apply to Z2-actions, as these treatments strongly depend on the group actions

generating fundamental vector fields; indeed, it is known (see e.g. [37]) that the Borel equivariant

cohomology (with local coefficients) in this case is rationally isomorphic to the (anti)invariant

cohomology classes in the Z2-module H•
dR±(X).

The Mayer-Vietoris long exact sequence in ordinary de Rham cohomology is induced by a

decomposition of a manifold into two open subsets X = V ∪V ′. If there is an involution τ on X,

then specifying the subset V automatically yields a second open subset τ(V ) ⊂ X as required

for the Mayer-Vietoris Theorem. If we are considering either Z2-equivariant or Real forms ω on

X, then ω|τ(V ) is determined by ω|V . This would seem to imply that whenever we are interested

in forms with such symmetry properties, we can entirely drop one of the two subsets that usually

occur in the Mayer-Vietoris sequence. This intuition is indeed correct and we have

Theorem 2.35 If (Xd, τd) is a d-dimensional involutive manifold, and V d ⊂ Xd is an open
subset such that Xd = V d ∪ τd(V d) and Ud = V d ∩ τd(V d), there is a long exact sequence of
cohomology groups

· · · Hp−1
dR∓(X

d) Hp−1
dR (V d) Hp−1

dR±(U
d)

HpdR∓(X
d) HpdR(V

d) HpdR±(U
d) · · ·

ι∗d (1±τd ∗) ∗d

∆p−1

ι∗d (1±τd ∗) ∗d

(2.36)

where ıd : V
d →֒ Xd and d : U

d →֒ V d are inclusions of open subsets.

This long exact sequence interpolates between Real and Z2-equivariant cohomology. We

proceed by showing that the theorem still applies if we choose V d to be a thickening of a
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fundamental domain F d for the Z2-action and replace the intersection Ud by Xd−1 := ∂F d,

using the invariance of Z2-equivariant de Rham cohomology under equivariant homotopy. In

Section 6.2 we thereby establish

Proposition 2.37 Let (Xd, τd) be a closed and oriented involutive d-dimensional manifold with

a fundamental domain F d and define (Xd−1, τd−1) = (∂F d, τd
|∂F d). Let Ud be a small thickening

of Xd−1 as made precise in Proposition 6.12. If [ω] ∈ HddR∓(X
d) is in ker(ı∗d) for V

d = F d∪Ud,

there exists a preimage [ρ] ∈ Hd−1
dR±(X

d−1) of [ω] under the connecting homomorphism. Any

such preimage satisfies ∫

Xd

ω =

∫

Xd−1

ρ . (2.38)

This implies that any Real or Z2-equivariant form of top degree whose restriction to the

thickening V d is exact has a preimage under the connecting homomorphism up to exact forms,

and the integral of the original form over the whole manifold Xd coincides with the integral

of any such preimage over the boundary of the fundamental domain Xd−1. The localisation

technique elaborated on in Section 6.3 then applies to situations where the preimage again

satisfies the same assumptions on the involutive manifold (Xd−1, τd−1) so that we can iterate

the choice of a preimage under the connecting homomorphism. An important application is

when d = 3 and (X3, τ3) is the 3-dimensional Brillouin torus of a time-reversal symmetric

topological insulator, and we wish to compute the integral of the Real form ω = w∗
ϕHU(m);

in this context a fundamental domain is often referred to as an effective Brillouin zone. In

this way our localisation technique reproduces not only the discrete Kane-Mele invariant of

the topological insulator, but also the expression of the 3-dimensional invariant (the “strong”

Kane-Mele invariant) as a product of 2-dimensional invariants (the “weak” Kane-Mele invariants)

defined on the τ3-invariant invariant 2-tori in X3 [27], and the geometric expression as a product

of Berry phases (holonomies of the trace of the Berry connection) around the invariant circles

in X3 [26]. We summarise this unified perspective on the local geometric formulations of the

Kane-Mele invariant in Section 7.4.

In Section 7.3 we show that the combination of a Jandl gerbe on a 3-manifold X3 with

orientation-reversing involution also yields a localisation principle, which follows from the 2-

category theory of bundle gerbes. This is in some sense a geometric refinement of the localisation

in de Rham cohomology: the differential forms used there can be understood as the curvatures

of the higher bundles occurring here. While the combination of Jandl gerbes with orientation-

reversing involutions in two dimensions has already been studied to quite some extent (see for

instance [32, 63, 70]), here we consider holonomies of Jandl gerbes on surfaces with orientation-

preserving involutions. These surfaces arise as the fundamental domains of orientation-reversing

involutions on 3-manifolds, such as the 3-dimensional Brillouin torus of a time-reversal symmetric

topological insulator. The holonomy of a bundle gerbe enters through a higher bundle version

of Stokes’ Theorem: setting X3 = T
3 with involution given by inversion and F 3 an effective

Brillouin zone with X2 := ∂F 3, we have

KM
(
E−, τ̂3

)
= exp

(
π i

∫

X3

w∗
ϕHU(m)

)
= exp

(
2π i

∫

F 3

w∗
ϕHU(m)

)
= hol

(
w∗
ϕGbasic,X

2
)
.

(2.39)

Let F 2 be a fundamental domain for τ3|X2 and set X1 := ∂F 2. We show that this holonomy

can be reduced to the holonomy of an equivariant line bundle with connection RK(A,T ) on X1.
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This line bundle is not canonically determined by the Jandl gerbe but depends on the choice

of a trivialisation T of it over X2; it arises in a completely analogous way to how we obtained

the sewing matrix wϕ from a trivialisation of the Bloch bundle E− in (2.20). In analogy to

the localisation technique for differential forms, where each iteration leads to a choice of a new

form of lower degree, so can we iterate the construction of the equivariant line bundle RK(A,T )

to obtain a U(1)-valued function f(A,T,j) on X1 which satisfies f(A,T,j) ◦ τ
1 = f−1

(A,T,j) where

τ1 := τ3|X1 , i.e. f(A,T,j) is a Real function. The function f(A,T,j) is again obtained by choosing a

trivialisation j of RK(A,T ) over X1 and then employing a definition as in (2.20). This yields the

localisation of the 3-dimensional Kane-Mele invariant (2.39) in terms of bundle gerbes, which is

a consequence of

Theorem 2.40 Let (X2, τ2) be a closed and oriented 2-dimensional involutive manifold that can

be made the top componentwise involutive triple of an oriented 2-dimensional filtered involutive

manifold
{
(Xd, τd, F d)

}
d=0,1,2

(see Definition 6.35). Let (G, (A,α), ψ) be a Jandl gerbe on X2.

(1) The holonomy of G around X2 squares to 1:

hol(G,X2) ∈ Z2 . (2.41)

(2) The holonomy localises completely as

hol
(
G,X2

)
= hol

(
RK(A,T ),X1

)
=
∏

λ∈X0

f(A,T,j)(λ) , (2.42)

where X0 ⊂ X2 is the set of fixed points of the involution τ2, which is independent of the

extension of (X2, τ2) to an oriented filtered involutive manifold. The expression (2.42) is

independent of the choice of Jandl structure and all trivialisations.

Our representation of the Kane-Mele invariant as a bundle gerbe holonomy again expresses

it in terms of 2-dimensional weak Kane-Mele invariants over X2 [26, 31]. The intermediate

expression of the Kane-Mele invariant (2.39) as the holonomy of an equivariant line bundle on

X2 is equivalent to the formulation of the discrete Pfaffian formula as a geometric obstruction

which expresses it as a kind of Berry phase [26] (see also [42]); the relation between this Berry

phase formula and the continuous representation as a Wess-Zumino-Witten amplitude is derived

in [55]. However, these representations are only derived for the Kane-Mele invariant in two di-

mensions, whereas our computation of the Kane-Mele invariant stems from purely 3-dimensional

considerations. We elaborate on and summarise these local expressions for the discrete invariant

within our formalism in Section 7.4.
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II Topological Insulators

In this part we will review the definition of a band insulator from [25], which provides a formal

and general mathematical framework for such quantum phases of matter suitable for a classifi-

cation in terms of K-theory. We will then restrict our attention to the special case of a lattice

system with additional time-reversal symmetry, and show explicitly how the general formalism

boils down to a more familiar description of the physics.

In Section 3 we start by introducing symmetries of Galilean relativity and quantum mechan-

ics. We describe the geometric background data, recalling the notions of Galilean spacetimes and

transformations, together with crystals, and then recall the corresponding description of sym-

metries in gapped quantum systems. These two formalisms for symmetries are then combined

in Section 4 to yield the notion of a band insulator, as well as the group of reduced topological

phases modelled by systems of this kind. We subsequently specialise to the case where the only

symmetry in addition to lattice translations is time-reversal symmetry, to arrive at time-reversal

symmetric topological insulators.

Throughout we follow closely the treatment of [25], where a complete and detailed account

can be found. However, we deviate from [25] at certain key points in order to specialise the

analysis in a way more suitable to our applications later on in this paper, and to adapt slightly

different nomenclature and notation better tailored to our needs; for example, we first investi-

gate symmetries and their properties in general quantum systems, deriving their fundamental

Z2-gradings without reference to any underlying Galilean spacetime. We further primarily con-

centrate on the specific cases we are most interested in and treat these in some detail.

3 Symmetries in Galilean relativity and quantum mechanics

3.1 Galilean spacetimes and symmetries

The entity we start from is a Galilean spacetime. Such a spacetime has an underlying manifold

M with a simply transitive action of a finite-dimensional real vector space W . In other words,

M is an affine space over W .

Definition 3.1 (Galilean spacetime, Euclidean space) A Galilean structure on an affine

space (M,W ) consists of a choice of a subspace V ⊂ W of codimension one together with a

positive definite inner product gV on V , and a positive definite inner product gW/V on the line

W/V . We abbreviate these data as Γ = (W,V, gV , gW/V ). A Galilean spacetime (M,Γ) is an

affine space with a Galilean structure.

A Euclidean structure on an affine space (N,V ) is a positive definite inner product on V . An

affine space with a Euclidean structure is called a Euclidean space.

The action of the distinguished subspace V ⊂ W generates the space foliation of M . Its

leaves are submanifolds of codimension one, diffeomorphic to V via the choice of an origin on

the leaf, and Euclidean since V is endowed with a positive definite inner product.
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Definition 3.2 (Time direction, time orientation) A time direction on a Galilean space-

time (M,Γ) is a splitting of the short exact sequence 0 → V → W → W/V → 0, i.e. an

inclusion W/V →֒ W which is right inverse to the projection W → W/V . The image of such a

splitting will usually be denoted as a 1-dimensional subspace U ⊂W , so that there is a canonical

isomorphism W ∼= U ⊕ V .

A time orientation is a choice of orientation on U .

A time direction yields a foliation of M into 1-dimensional submanifolds diffeomorphic to

U which is transversal to the space foliation. It does not, however, endow the timelike leaves

with an orientation. That is, a time direction does not specify a time orientation, which is extra

data. Together with the inner product on U , a time orientation is the same as an isometric

isomorphism U
∼=

−→ R.

An affine transformation of M is a diffeomorphism f : M
∼=

−→M such that, for every w ∈W

and x0 ∈M , setting π(f)(w) = f(x0 +w)− f(x0) defines a map π(f) ∈ Aut(W ) independently

of the choice of x0. Thus, denoting the group of all such diffeomorphisms by Aff(M,W ), there

is a central extension

1 //W // Aff(M,W )
π

// Aut(W ) // 1 . (3.3)

Definition 3.4 (Galilean transformation) The group Aut(M,Γ) of Galilean transformations

of a Galilean spacetime (M,Γ) consists of those affine transformations f ∈ Aff(M,W ) such that

π(f) preserves V ⊂ W acting orthogonally on (V, gV ), and such that the quotient map π(f)/V

acts orthogonally on (W/V, gW/V ).

Again we find a short exact sequence

1 //W // Aut(M,Γ)
π

// Aut(W,Γ) // 1 , (3.5)

where Aut(W,Γ) ⊂ Aut(W ) is the subgroup of linear automorphisms of W that preserve the

additional data as in Definition 3.4.

The leaves of the space foliation are orientable, so that we can distinguish Galilean trans-

formations which preserve or reverse the orientation of the leaves. This property depends solely

on π(f). Moreover, the action of π(f)/V can either reverse or preserve orientation on W/V .2

Therefore, there are surjective group homomorphisms

t, p : Aut(W,Γ) −→ Z2 and t ◦ π, p ◦ π : Aut(M,Γ) −→ Z2 , (3.6)

whose value is −1 precisely on those transformations reversing time or space orientation, respec-

tively. The letters p and t are indicative: p is for ‘parity’, while t is for ‘time’. In the following

we will often abbreviate t ◦ π by t and p ◦ π by p.

We call a Z2 × Z2-grading a Z2-bigrading, and we denote by TopGrpZ2
2
the category of

Z2-bigraded topological groups with continuous group homomorphisms which preserve both

Z2-gradings. Thus (Aut(M,Γ), t, p) and (Aut(W,Γ), t, p) are Z2-bigraded topological groups.

It will be desirable to act with a group G on a Galilean spacetime in a way which is compatible

with the Galilean structure. Such group actions factor through a group homomorphism γ : G →

Aut(M,Γ). The group elements which act as pure translations onM are given by γ−1(W ∩γ(G)).

2Deciding this requires only orientability and not an actual choice of orientation.
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However, such group elements might still act nontrivially on some internal degrees of freedom.

For instance, we could consider G acting on M×Vint instead of M , where Vint is a vector space

of internal degrees of freedom (for example, spin). We hence assume that to each g ∈ G with

γ(g) ∈W there is always an element in G which acts trivially on the internal degrees of freedom

and gives the same translation. That is, we demand the existence of a group homomorphism

j : W ∩ γ(G) →֒ G, and that this is an inclusion of a normal subgroup.

Definition 3.7 (Galilean symmetry group) A Galilean symmetry group or Galilean group

action on a Galilean spacetime (M,Γ) is a triple (G, γ, j), where γ : G → Aut(M,Γ) is a homo-

morphism of topological groups, and j : W ∩ γ(G) →֒ G is an inclusion of a normal subgroup

which is compatible with the gradings on Aut(M,Γ) and the pullbacks of these gradings along γ

to G.

We could have equivalently started from a Z2-bigraded group (G, φG, cG) instead of a generic

topological group G, requiring γ and j to be morphisms in TopGrpZ2
2
. There is no generic

constraint on the induced gradings on G, i.e. each of them might be trivial. In particular, trans-

lations in Aut(M,Γ) have both gradings trivial, as they preserve time and space orientations.

If the Galilean spacetime (M,Γ) admits a time direction, so that W = U ⊕ V , the linear

automorphisms L ∈ Aut(W,Γ) which preserve the time direction have the block form

L =

(
± 1 0

0 A

)
, (3.8)

where A is an orthogonal transformation of V . We write Aut(M,Γ, U) for this subgroup of

Aut(M,Γ). In particular, even though the time direction is preserved, these transformations

may still reverse its orientation.

3.2 Crystals and Bravais lattices

Intuitively, a crystal is a lattice of points in space with certain periodicities. In an affine space,

however, there is no specified origin and so a space crystal cannot be a lattice in the mathematical

sense. Nevertheless, we can describe a crystal as an orbit of a point under a lattice of space

translations Π ⊂ V , called a Bravais lattice. We then have to describe how each point of the

space crystal moves in time.

Definition 3.9 (Crystal in Galilean spacetime) Let (M,Γ, U) be a Galilean spacetime with

a time direction. A crystal in M is a pair (C,Π) consisting of a subset C ⊂ M and a lattice

of space translations of full rank Π →֒ V such that the action of W on M induces a simply

transitive action of U ⊕Π ⊂W on C.

A crystal in a Galilean spacetime is of course extra structure, so that the symmetries which

preserve this data are generally smaller than the original Galilean symmetry group Aut(M,Γ, U).

Definition 3.10 (Crystal symmetries) For a crystal (C,Π) in a Galilean spacetime (M,Γ, U),

denote by G(C) ⊂ Aut(M,Γ, U) the subgroup of Galilean transformations which preserve C as a

set.

(1) The time translations U ⊂W are naturally contained in G(C) by the definition of a crystal.

The quotient group G(C)/U is called the crystallographic group of (C,Π).
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(2) The lattice translations Π are naturally contained in G(C)/U , and the quotient group P̂(C)

in the short exact sequence of groups

1 // Π // G(C)/U // P̂(C) // 1 (3.11)

is called the magnetic point group of the crystal. That is,

P̂(C) ∼= G(C)/(U ⊕Π) . (3.12)

(3) Since P̂(C) ⊂ Aut(W,Γ)/U , it carries the restriction of t : Aut(W,Γ) → Z2. We call the

time-preserving component of P̂(C) the point group P(C) of the crystal (C,Π).

3.3 Quantum symmetries

The preceding definitions were aimed at creating a general flat background setting which un-

derlies nonrelativistic quantum systems. We would now like to consider quantum mechanics

on such spacetimes. We start with some recollections about symmetries in quantum theory. It

is crucial here to strictly adhere to the axiom of quantum mechanics that, given a quantum

system whose Hilbert space is (H, 〈−,−〉H), the space of states of that system is not H but

PH, the projective space of H, since one can only measure transition probabilities rather than

transition amplitudes. We assume that dim(H) > 1 and that H is separable, but it may be

finite-dimensional.

Transition amplitudes are not well-defined on states, but the resulting probabilities are. They

correspond to a symmetric function

prob: PH × PH −→ [0, 1] , ([ψ], [φ]) 7−→
|〈ψ, φ〉H|2

〈ψ,ψ〉H 〈φ, φ〉H
, (3.13)

and they form the only measurable object in the kinematical data of a quantum system.

Definition 3.14 (Projective quantum symmetries) Given a quantum system with under-

lying Hilbert space H, its projective quantum symmetries comprise the group

Autqu(PH) =
{
f ∈ C(PH,PH)

∣∣ f∗prob = prob
}
, (3.15)

where C(PH,PH) denotes the topological space of continuous functions from PH to itself.3

Even though this defines the possible transformations of a quantum system based on H,

it is desirable to specify these transformations in a more familiar language. This has been

achieved in Wigner’s Theorem [69, 74] (see also [21] for two geometric proofs). A continuous

map T : H → H is called antilinear if it satisfies T (λψ + φ) = λ Tψ + Tφ for all λ ∈ C and

ψ, φ ∈ H, and antiunitary if it is antilinear and additionally satisfies

〈Tψ, Tφ〉H = 〈ψ, φ〉H (3.16)

for all ψ, φ ∈ H. We define Autqu(H) to be the group of continuous maps T : H → H which are

either unitary or antiunitary.

3As a mapping space of topological spaces it carries the compact-open topology.
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Theorem 3.17 (Wigner) If dim(H) > 1 there is a short exact sequence of topological groups

1 // U(1)
(−)·1

// Autqu(H)
q

// Autqu(PH) // 1 , (3.18)

where the inclusion of U(1) into Autqu(H) is via λ 7→ λ1.

The two components of Autqu(H) form the parts of a Z2-grading φH : Autqu(H) → Z2,

defined as φH(T ) = 1 precisely when T is unitary. It is important to note that

T ◦ λ1 = λφH(T )
1 ◦ T (3.19)

for all λ ∈ U(1). Thus the short exact sequence in Wigner’s Theorem is not a central extension.

If the Hilbert space H is infinite-dimensional, as will be the case in later applications, then

both components of homogeneous degree are contractible. This is essentially Kuiper’s Theorem,

and it applies in both the norm topology and the compact-open topology on the spaces of

continuous (anti)linear operators on H.

The dynamics of the quantum system is generated by a Hamiltonian, i.e. a linear, possibly

unbounded, selfadjoint operator H : D(H) → H, where D(H) ⊂ H is the domain of H.4 A

choice of a Hamiltonian singles out a special subgroup of quantum symmetries, namely those

which are symmetries of the Hamiltonian. For T ∈ Autqu(H), compatibility with H then means

that T preserves D(H) and that the induced transformations of T H and H T on PH coincide.

That is

[T Hψ] = [H Tψ] ∈ PH (3.20)

for all ψ ∈ D(H)\ ker(H). This implies that for each T and ψ with Hψ 6= 0 there is a nonzero

complex number c(T, ψ) ∈ C
× := C \ {0} such that

T Hψ = c(T, ψ)H Tψ . (3.21)

If moreover Hφ 6= 0, we can compute

〈Tφ, T Hψ〉H = c(T, ψ) 〈Tφ,H Tψ〉H

= c(T, ψ) 〈H Tφ, Tψ〉H

= c(T, ψ) c(T, φ)−1 〈T Hφ, Tψ〉H .

(3.22)

Depending on φH(T ), the left-hand side is either equal to 〈φ,Hψ〉H or 〈φ,Hψ〉H. The right-hand

side, as a consequence of the (anti)unitarity of T and the selfadjointness of H, either reads as

c(T, ψ) c(T, φ)−1 〈φ,Hψ〉H or c(T, ψ) c(T, φ)−1 〈φ,Hψ〉H, respectively. Since D(H) is dense in

H, we deduce that

c(T, ψ) = c(T, φ) (3.23)

for all ψ, φ ∈ D(H)\ ker(H). In particular, the case φ = ψ then shows that c(T, ψ) ∈ R, and

hence

c(T, ψ) = c(T, φ) ∈ R (3.24)

for all ψ, φ ∈ D(H)\ ker(H). Thus we have T Hψ = c(T )H Tψ for all ψ ∈ D(H) such that

Hψ 6= 0, where we define c(T ) = c(T, ψ) for any ψ ∈ D(H)\ ker(H). If the system has nontrivial

quantum dynamics, such ψ always exist. Using the reality of c(T ) it is straightforward to deduce

c(T ) c(S) = c(T S) and c(T−1) = c(T )−1 . (3.25)

4Usually D(H) will be required to be dense in H.
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For a physical symmetry T of the Hamiltonian H one has to demand that T H and H T

cannot be distinguished in any possible transition probability. That is, for every ψ, φ ∈ D(H)

we demand

|〈φ,H Tψ〉H|
2 = |〈φ, T Hψ〉H|

2 = c(T )2 |〈φ,H Tψ〉H|
2 , (3.26)

leading to the restriction c(T ) ∈ Z2.

The map T 7→ c(T ) depends continuously on T : Let T(−) : [0, 1] → Autqu(H), t 7→ Tt be a

continuous family of unitary or antiunitary transformations which are compatible with H. Then

the function t 7→ 〈Tt φ,Hψ〉H is also continuous for any φ,ψ ∈ D(H). Using the selfadjointness

of H and the definition of c(T ), we obtain

〈Tt φ,Hψ〉H = c(Tt)
−1 〈TtHφ,ψ〉H = c(Tt) 〈TtHφ,ψ〉H . (3.27)

Therefore the function t 7→ c(Tt) 〈TtHφ,ψ〉H is continuous. By the continuity of T(−), the second

factor in this function is continuous, whence the full function is continuous for all φ,ψ ∈ H if

and only if t 7→ c(Tt) is continuous.

Definition 3.28 (Quantum symmetries) Given a Hilbert space H together with a (densely

defined) Hamiltonian H : D(H) → H, the group of quantum symmetries of (H,H) is

Autqu(H,H) :=
{
T ∈ Autqu(H)

∣∣ TD(H) ⊂ D(H), T H = ±H T
}
. (3.29)

This comes endowed with the continuous group homomorphism c : Autqu(H,H) → Z2, and to-

gether with the Z2-grading φH inherited from Autqu(H), the quantum symmetries of (H,H) form

a Z2-bigraded topological group (Autqu(H,H), φH, c) ∈ TopGrpZ2
2
.

Elements T of Autqu(H,H) therefore either commute or anticommute with H, depending on

c(T ) = ± 1, and act either unitarily or antiunitarily on H, depending on φH(T ) = ± 1.

Remark 3.30 Quantum symmetries which anticommute with the Hamiltonian are often called

chiral symmetries of (H,H). Examples are rotations about a given axis by angle π and certain

Hamiltonians built from the corresponding angular momentum operators, since on an eigenspace

of J we have R(π)J R(π)−1 = (−1)2l J , where R(α) denotes the rotation about the given axis

by an angle α ∈ [0, 2π), and J is the angular momentum operator with l ∈ 1
2 N0 the eigenvalue of

J on the respective subspace. See [4] for an account of chiral symmetries in quantum mechanics

together with some explicit examples. ⊳

The existence of chiral symmetries T of a Hamiltonian H has far-reaching consequences. If

T ∈ Autqu(H,H) and ψ is an eigenvector of H with energy eigenvalue εψ ∈ R, then

H Tψ = c(T )−1 T Hψ = c(T ) εψ Tψ . (3.31)

Moreover, one has

T exp
( i

~
tH
)
=

∞∑

n=0

tn

~n n!
T inHn

=

∞∑

n=0

tn

~n n!
φH(T )

n
c(T )n inHn T

= exp
( i

~
c(T )φH(T ) tH

)
T .

(3.32)
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Let c(T )φH(T ) =: t(T ) = ± 1, and let UH,t = exp( i
~
tH) denote the time evolution operator of

the quantum system (H,H). Then

T UH,t = UH, t(T ) t T . (3.33)

From these simple facts we easily deduce

Proposition 3.34 Let (H,H) be a quantum system.

(1) If (H,H) admits a chiral symmetry T ∈ Autqu(H,H), then the spectrum of H is symmetric

in R, i.e. σ(H) = −σ(H).

(2) A symmetry T is time-reversing if and only if t(T ) = c(T )φH(T ) = −1.

(3) If σ(H) is not symmetric (for example, if H is bounded from below but not from above),

there are no chiral symmetries T in Autqu(H,H). However, there can still be antiunitary

time-reversing symmetries.

If T ∈ Autqu(H,H) then also λT ∈ Autqu(H,H) for every λ ∈ U(1). Hence we have another

short exact sequence

1 // U(1)
(−)·1

// Autqu(H,H)
q

// Autqu(PH,H) // 1 . (3.35)

This can be taken as the definition of the projective symmetry group Autqu(PH,H): it is the

image of the composition Autqu(H,H) →֒ Autqu(H)
q

−−→ Autqu(PH).

3.4 Representations and gapped Hamiltonians

Often the symmetry group relevant to a system will not be precisely the quantum symmetry

group Autqu(PH,H). For example, if we consider a quantum system (H,H) associated with a

Galilean spacetime (M,Γ), the symmetries of the system have to be both quantum symmetries

of (H,H) and Galilean symmetries of (M,Γ).

Any group action ρ : G → Autqu(PH,H) on PH allows us to pull back the U(1)-fibration

Autqu(H,H) → Autqu(PH,H) to G. In more concrete terms, Wigner’s Theorem implies that

any projective quantum symmetry transformation will have a U(1)-orbit of lifts to either unitary

or antiunitary operators on H, and we attach this U(1)-fibre to the transformation. In this way,

we obtain a commutative diagram of topological groups

1 // U(1)
ιG

// Gqu
qG

//

ρqu

��

G

ρ

��

// 1

1 // U(1)
(−)·1

// Autqu(H,H)
q

// Autqu(PH,H) // 1

(3.36)

Via ρ and ρqu, the groups G and Gqu inherit Z2-gradings as the pullbacks of φH and c. For

notational convenience, we denote these grading morphisms on both groups by φG and cG. By

the commutativity of diagram (3.36) we have g ιG(λ) = ιG(λ)
φG(g) g for all g ∈ Gqu and λ ∈ U(1).

Definition 3.37 (Quantum extension) A quantum extension of (G, φG, cG) ∈ TopGrpZ2
2
is a

triple (Gqu, ιG, qG) giving rise to a short exact sequence of topological groups

1 // U(1)
ιG

// Gqu
qG

// G // 1 (3.38)
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which satisfies the relation

g ιG(λ) = ιG(λ)
φG(g) g , (3.39)

for all g ∈ Gqu and λ ∈ U(1). The extension Gqu naturally becomes a Z2-bigraded topological

group with the pullbacks along qG of the gradings on G.

Thus, in a representation of Gqu on a quantum Hilbert space H, the grading φG measures

whether a symmetry transformation acts linearly or antilinearly on H. The second grading cG

is also naturally related to properties of the representation if H is a Z2-graded Hilbert space.

By this we mean that there is a decomposition H = H+ ⊕ H− of H into two orthogonal

subspaces, but we do not assume that these subspaces are isomorphic to each other. This

splitting assumption on H can be understood as follows. We are interested in Hamiltonians for

which there exists a distinguished energy εH,H ∈ R with εH,H /∈ σ(H), called the Fermi energy

of (H,H). This is equivalent to saying that H−εH,H 1 has a bounded inverse (H−εH,H 1)−1 ∈

B(H), where we denote the bounded linear operators on H by B(H). We can always perform a

shift in energy and consider H ′ = H − εH,H 1 instead of H as the Hamiltonian, and εH,H′ = 0.

When we consider continuous families {(Ht, εH,Ht
)}t∈[0,1] of such systems, with t 7→ εH,Ht

a

continuous function, we can shift the energy t-dependently in a consistent continuous way. Thus

we can assume in general that εH,H = 0 in the first place. For details on continuous families of

Hilbert spaces and (unbounded) operators, see [25, Appendix D]. Continuous deformations of

Hamiltonians play a key role in the theory and classification of topological insulators that we

consider later on.

Definition 3.40 (Gapped quantum system) A gapped quantum system is a pair (H,H)

consisting of a Hilbert space H and a selfadjoint operator H : D(H) → H such that 0 /∈ σ(H),

i.e. H−1 ∈ B(H) exists and is bounded.

In any gapped quantum system the Hilbert space H is naturally Z2-graded: we obtain

a decomposition H = H+ ⊕ H− from the gap in the spectrum σ(H) as follows. Let χR±
:

R → {0, 1} denote the characteristic function of the subset R± ⊂ R, where R+ and R− denote

the sets of positive and negative real numbers, respectively. Using the functional calculus for

selfadjoint operators on a Hilbert space, we obtain two orthogonal spectral projection operators

P± := χR±
(H) on H. Their images yield a decomposition H = P+H ⊕ P−H =: H+ ⊕H−.

Definition 3.41 (Symmetry class) Let (Gqu, ιG, qG) be a quantum extension of a Z2-bigraded

topological group (G, φG, cG). A gapped quantum system with symmetry class (Gqu, ιG, qG) is

a gapped quantum system (H,H) with a homomorphism ρqu ∈ TopGrpZ2
2
(Gqu,Autqu(H,H)) of

Z2-bigraded topological groups such that ρqu ◦ ιG(λ) = λ1 for all λ ∈ U(1), thus inducing a

commutative diagram of the form (3.36).

A morphism of Z2-bigraded topological groups preserves both gradings. Therefore ρqu au-

tomatically satisfies ρqu(g)H = cG(g)H ρqu(g) for all g ∈ G. By Definition 3.28, any quan-

tum symmetry T either commutes or anticommutes with the Hamiltonian H, depending on

c(T ) = ± 1. Those T with c(T ) = −1 reflect the spectrum of H; in particular, they act as odd

operators on the Z2-graded Hilbert space H = H+⊕H− since operators (anti)commute with H

if and only if they (anti)commute with all spectral projections of H. Consequently, ρqu(g) is an

even (respectively odd) operator precisely if cG(g) is +1 (respectively −1); it is unitary if and

only if φG(g) = 1, otherwise it is antiunitary.
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For the special case where H = Hgr := 1H+ ⊕ (−1H−) is the grading operator of H, gapped

quantum systems with symmetry class (Gqu, ιG, qG) are precisely representations of Gqu on Z2-

graded Hilbert spaces.

Definition 3.42 (Quantum representation) Let (G, φG, cG) ∈ TopGrpZ2
2
. A quantum repre-

sentation of G on a (possibly finite-dimensional) Z2-graded Hilbert space H consists of a quantum

extension (Gqu, ιG, qG) of (G, φG, cG) together with a homomorphism of Z2-bigraded topological

groups ρqu ∈ TopGrpZ2
2
(Gqu,Autqu(H,Hgr)) such that ρqu ◦ ιG(λ) = λ1 for all λ ∈ U(1).

Up to continuous deformations of gapped quantum systems with fixed symmetry class, these

cover all possible systems.

Proposition 3.43 For every gapped quantum system (H,H) with symmetry class (Gqu, ιG, qG)

there exists a continuous family {(H,Ht)}t∈[0,1] of gapped quantum systems with the same sym-

metry class on H such that H0 = H, H1 = Hgr, and all Hamiltonians {Ht}t∈[0,1] induce the

same Z2-grading H = H+ ⊕H−.

Proof. Choose a continuous retraction h : (R\{0}) × [0, 1] → R\{0} of R\{0} onto {−1, 1} ⊂

R\{0} and apply the unbounded functional calculus to obtain a family t 7→ h̃t(H) =: Ht, where

h̃ : R × [0, 1] → R is the extension of h to R × [0, 1] defined by h̃t(0) = 0 for all t ∈ [0, 1]. This

is a family of Hamiltonians on H. It is automatically continuous in the strong topology by the

continuity properties of the functional calculus. Since χR±
(Ht) = χR±

(Ht′) for all t, t′ ∈ [0, 1],

the Z2-gradings induced by Ht and Ht′ are the same. Moreover, since h̃1 = χR+ − χR−
as a

function on R, we have h̃1(H) = Hgr as desired.

For the symmetry class, recall that an operator (anti)commutes with H if and only if it

(anti)commutes with all spectral projections of H. Thus if an operator T (anti)commutes with

H, then it also (anti)commutes with f(H) for any Borel measurable function f with respect to

the spectral measure P of H. Therefore any symmetry T of (H,H) is a symmetry of (H,Ht),

for all t ∈ [0, 1].

3.5 Irreducible quantum representations

Before proceeding to apply the constructions of this section to our main physical setup, we

need some analytic and geometric features of decompositions of quantum representations into

irreducible representations. First, recall that continuous unitary representations of a locally

compact topological group G′ decompose into irreducible representations (see for instance [19]).

If G′ is abelian, these are 1-dimensional and correspond to characters of the group, i.e. their

isomorphism classes are parameterised by the Pontryagin dual group

XG′ := TopAb(G′,U(1)) , (3.44)

where TopAb is the category of topological abelian groups. The set XG′ is naturally a topological

abelian group itself.

Let us now amend this to the case of quantum representations of G′ where (G′, φG′ , cG′) is

a locally compact Z2-bigraded topological abelian group. We let TopAbZ2
2
⊂ TopGrpZ2

2
denote

the full subcategory of Z2-bigraded topological abelian groups. For a fixed quantum extension

(G′
qu, ιG′ , qG′) of G′, the space of isomorphism classes of irreducible quantum representations of
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G′ based on the extension G′
qu is

X̂G′
qu

=
{
λ̂ ∈ XG′

qu

∣∣ λ̂(ιG′(z) ξ̂ ) = z · λ̂(ξ̂ ) for all ξ̂ ∈ G
′
qu, z ∈ U(1)

}
. (3.45)

The case of interest to us later on will be when G′ = Π is the lattice of space translations of a

crystal (C,Π) in a Galilean spacetime, and G′
qu

∼= Π× U(1).

Lemma 3.46 Let (G′, φG′ , cG′) ∈ TopAbZ2
2
, and let (G′

qu, ιG′ , qG′) be a quantum extension of G′

with G′
qu

∼= G′ × U(1) as Z2-bigraded topological groups. Then φG′(g′ ) = 1 for all g′ ∈ G′ and

there is a natural isomorphism

X̂G′
qu

∼= XG′ . (3.47)

Proof. The first claim follows from the facts that U(1) is a central subgroup of G′ × U(1) and

that φG′ controls commutativity of general group elements with elements of the image of U(1).

The second claim is seen from

X̂G′
qu

=
{
λ ∈ XG′×U(1)

∣∣λ(ξ, z) = z · λ(ξ, 1) for all ξ ∈ G
′, z ∈ U(1)

}
∼= XG′ , (3.48)

where the assumption that the quantum extension is trivialised enters crucially.

Heuristically, the decomposition of a given (continuous unitary) representation of a compact

topological abelian group on a Hilbert space H into its irreducible representations assigns a

Hilbert space to each point of its Pontryagin dual; the fibre over an isomorphism class of irre-

ducible representations is the sum of all the 1-dimensional subspaces where the group acts via

representations in that isomorphism class. However, the ranks of the fibres may vary and so in

general we do not obtain a Hilbert bundle in this way. Moreover, we would like to consider the

case G′ = Π, which is locally compact but not compact. For representations of locally compact

abelian groups on infinite-dimensional Hilbert spaces this statement has to be weakened to the

existence of certain projection-valued measures. The precise statement can be found in [19,

Theorem 4.45] and is stated here as

Theorem 3.49 Let G′ be a locally compact abelian group and ρ a continuous unitary repre-

sentation of G′ on a separable Hilbert space H. Let FT : L1(G′ ) → C0(XG′) denote the Fourier

transform on G′, where L1(G′ ) is the space of integrable functions on G′ with respect to a fixed

Haar measure.5 Then there exists a unique regular H-projection-valued measure Pρ on XG′ such

that

ρ(ξ) =

∫

X
G′

λ(ξ) dPρ(λ) and ρ(f) =

∫

X
G′

FT(f)(λ−1) dPρ(λ) , (3.50)

for all ξ ∈ G′ and f ∈ L1(G′ ).

Remark 3.51 (1) Theorem 3.49 is not directly adaptable to Z2-bigraded topological abelian

groups because projection-valued measures do not implement antilinearity. Thus for us it

applies to Z2-bigraded groups (G′, φG′ , cG′) with trivial grading φG′ only.

(2) If for a group G′ with φG′ = 1 we consider a quantum extension (G′
qu, ιG′ , qG′) instead, we can

apply Theorem 3.49 to G′
qu. This yields a projection-valued measure on XG′

qu
decomposing

the representation of G′
qu on H. However, for a quantum representation the image of U(1)

in G′
qu acts by multiplication, so that the measure will localise on the irreducible quantum

representations X̂G′
qu

⊂ XG′
qu

of G′
qu.

5This becomes a commutative Banach ∗-algebra when endowed with the convolution product, and XG′ can be

identified with the Gelfand spectrum of L1(G′ ) [19].
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(3) In the situation where G′
qu

∼= G′ × U(1), we can therefore regard the measure as living on

XG′ by Lemma 3.46. ⊳

A projection-valued measure P on the topological space X̂G′
qu

induces a sheaf S of Hilbert

spaces on X̂G′
qu

via O 7→ S(O) = P (O)H for O an open subset of X̂G′
qu
. For an inclusion

ıV ,O : O →֒ V of open subsets of X̂G′
qu
, the restriction map of the sheaf S is the projection

S(ıV ,O) = prP (O)H, since P (O)H sits inside P (V)H as a closed subspace. The sheaf L∞ of

essentially bounded functions on X̂G′
qu

acts on S via6

L∞(O)× S(O) −→ S(O) , (f̂ , ψ) 7−→

∫

O
f̂ (λ) dP (λ)ψ . (3.52)

This suggests that S might actually be of the form of a sheaf of sections of a Hilbert bundle on

X̂G′
qu
. However, in general we can at best only state this as a requirement rather than deriving

it as a consequence, which is indeed what we shall do in Section 4.1 below.

To treat Galilean and quantum symmetries simultaneously, consider the situation of two

short exact sequences in TopGrpZ2
2
given by

1

��

U(1)

��

Gqu

��

1 // G′ // G //

��

G′′ // 1

1

(3.53)

where the horizontal sequence is an inclusion of a normal abelian subgroup and the vertical

sequence is a quantum extension of G. This induces a quantum extension G′
qu → G′ of G′ via

pullback.

Lemma 3.54 There is a right action of G′′ on X̂G′
qu

induced by the adjoint action of Gqu on

G′
qu, and a right action of G′′ on XG′ induced by the adjoint action of G on G′. Therefore any

isomorphism G′
qu

∼= G′ × U(1) induces an isomorphism X̂G′
qu

∼= XG′ of topological spaces with a

right G′′-action.

Proof. Since the extension G′
qu is constructed as the pullback of Gqu → G along the inclusion of

G′ into G, we have G′
qu = ker(Gqu → G → G′′ ), so that G′

qu ⊂ Gqu is a normal subgroup. Let

λ̂ ∈ X̂G′
qu
, ξ̂ ∈ G′

qu, and g
′′ ∈ G′′. Choose a preimage g ∈ G of g′′, and a further preimage ĝ ∈ Gqu

of g. Set

Rg′′ λ̂ = λ̂φG(g
′′ ) ◦ α(ĝ) , (3.55)

where α(ĝ) is the inner automorphism of Gqu generated by ĝ. Explicitly

(
Rg′′ λ̂

)
(ξ̂ ) = λ̂

(
ĝ ξ̂ ĝ−1

)φG(g′′ ) , (3.56)

6A function f̂ on O ⊂ X̂G′

qu
is essentially bounded if

∫
O

|f̂ (λ)|2 〈ψ, dP (λ)ψ〉H exists for all ψ ∈ H.
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which is well-defined because G′
qu is a normal subgroup of Gqu. Any other lift of g′′ to Gqu will

differ from ĝ by multiplication from the right by an element of G′
qu, which will cancel in the

argument of λ̂ because G′
qu is abelian. The action of G′′ on XG′ is obtained in a completely

analogous way, and the statement about isomorphism then follows from Lemma 3.46.

The sign in the exponent of Rg′′ λ̂ cannot be chosen freely: using a minus sign instead would

yield Rg′′ λ̂ which satisfies
(
Rg′′λ̂

)
(ξ̂ z) = z−1 ·

(
Rg′′ λ̂

)
(ξ̂ ) for z ∈ U(1), and hence would take us

out of the space of quantum representations of G′.

Let X̂G′
qu
//G′′ denote the action groupoid of the right G′′-action on X̂G′

qu
constructed above,

and let Ĝ• = N(X̂G′
qu
//G′′ )• denote its simplicial nerve. Explicitly

Ĝn = X̂G′
qu

× G
′′n (3.57)

for all n ∈ N0, with face maps di : Ĝn → Ĝn−1 for 0 ≤ i ≤ n given by

di(λ̂, g
′′
1 , . . . , g

′′
n ) =





(Rg′′1 λ̂, g
′′
2 , . . . , g

′′
n ) , i = 0 ,

(λ̂, g′′1 , . . . , g
′′
i g

′′
i+1, . . . , g

′′
n ) , 0 < i < n ,

(λ̂, g′′1 , . . . , g
′′
n−1) , i = n ,

(3.58)

while the degeneracy maps si : Ĝn−1 → Ĝn, for 0 ≤ i ≤ n−1, insert the group unit at the i-th

position; we write pri : Ĝn → Ĝ1 for the projection onto the i-th factor of G′′n for 1 ≤ i ≤ n.

Analogously we define G• = N(XG′//G′′ )• to be the nerve of the action groupoid of the right

action of G′′ onXG′ . The isomorphism X̂G′
qu

∼= XG′ from Lemma 3.46 together with the statement

on equivariance from Lemma 3.54 induce an isomorphism of simplicial spaces Ĝ•
∼= G•, provided

that we have fixed an isomorphism G′
qu

∼= G′ × U(1).

For ǫ = ± 1 and E a complex vector bundle on a topological space X we set

E[ǫ] =

{
E , ǫ = 1 ,

E , ǫ = −1 .
(3.59)

Similarly, for a morphism α : E → F of complex vector bundles we set α[1] = α and α[−1] =

α : E → F .

Proposition 3.60 There is a Hermitean line bundle L̂ → Ĝ1, together with a unitary isomor-

phism

µ̂ : d∗2L̂
[φG◦pr2] ⊗ d∗0L̂

∼=
−→ d∗1L̂ (3.61)

over Ĝ2 satisfying an associativity condition over Ĝ3. Thus the group action of G′′ induces a

Z2-graded simplicial Hermitean line bundle, or a Z2-graded central groupoid extension, on Ĝ•.
7

Proof. Consider the principal G′
qu-bundle X̂G′

qu
× Gqu → X̂G′

qu
× G′′. Define

L̂ =
(
X̂G′

qu
× Gqu

)
× C

/ (
(λ̂, ĝ), z

)
∼
(
(λ̂, ĝ ξ̂ ), λ̂

(
ĝ ξ̂ ĝ−1

)−φG(g′′ ) z
)
, (3.62)

7This is also called a bundle gerbe over the groupoid X̂G′

qu
//G′′, see Section 7.1.
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where ĝ ∈ Gqu is an element in the fibre of Gqu → G′′ over g′′, λ̂ ∈ X̂G′
qu

is a quantum represen-

tation, ξ̂ is an element of G′
qu, and z ∈ C. Since the action on C is purely by elements of U(1),

the bundle is Hermitean. Next we define

µ̂|(λ̂, g′′, h′′ )
([
(λ̂, ĝ), z

]
⊗
[
(Rg′′ λ̂, ĥ), z

′
])

=
[
(λ̂, ĝ ĥ), θh′′(z) z

′
]
, (3.63)

where h′′ ∈ G′′ with lift ĥ ∈ Gqu and we set θh′′(z) := z if φG(h
′′ ) = 1 and θh′′(z) := z if

φG(h
′′ ) = −1. For any ξ̂, ζ̂ ∈ Gqu we check compatibility with the equivalence relation by

calculating

µ̂|(λ̂, g′′, h′′ )
([
(λ̂, ĝ ξ̂ ), λ̂

(
ĝ ξ̂ ĝ−1

)−φG(g′′ ) z
]
⊗
[
(Rg′′ λ̂, ĥ ζ̂ ),

(
(Rg′′ λ̂)

(
ĥ ζ̂ ĥ−1

))−φG(h′′ ) z′
])

=
[
(λ̂, ĝ ξ̂ ĥ ζ̂ ), λ̂

(
ĝ ξ̂ ĝ−1

)−φG(g′′ h′′ ) θh′′(z) λ̂
(
ĝ ĥ ζ̂ ĥ−1 ĝ−1

)−φG(g′′ h′′ ) z′
]

=
[
(λ̂, ĝ ĥ), λ̂

(
ĝ ĥ (ĥ−1 ξ̂ ĥ ζ̂ ) ĥ−1 ĝ−1

)φG(g′′ h′′ ) λ̂
(
ĝ ξ̂ ĝ−1

)−φG(g′′ h′′ ) (3.64)

× λ̂
(
ĝ ĥ ζ̂ ĥ−1 ĝ−1

)−φG(g′′ h′′ ) θh′′(z) z′
]

=
[
(λ̂, ĝ ĥ), θh′′(z) z

′
]

= µ̂|(λ̂, g′′, h′′ )
([
(λ̂, ĝ), z

]
⊗
[
(Rg′′ λ̂, ĥ), z

′
])
.

Associativity of µ̂ follows immediately from associativity of the multiplication in the groups G′′

and Gqu.

It is shown in [25, Theorem 9.42] that the sheaf S of Hilbert spaces induced on X̂G′
qu

by a

decomposition of a quantum representation ρqu : Gqu → Autqu(H,H) automatically carries an

L̂-twisted G′′-equivariant structure with respect to the action of G′′ on X̂G′
qu

from above and the

line bundle L̂. When we use the isomorphism X̂G′
qu

∼= XG′ induced by a splitting G′
qu

∼= G′×U(1),

we denote the pullback of S to XG′ by S as well. We may further pull back L̂ to XG′ in this

case.

4 Gapped topological phases

4.1 Band insulators and their Bloch bundles

A crystalline condensed matter system consists of a space lattice of atoms which generate a

periodic Coulomb potential that electrons in the material are subjected to. Thus in order to

describe such systems, we use a crystal (C,Π) in a Galilean spacetime with a time direction

(M,Γ, U) (see Definition 3.9). Such a configuration admits Galilean symmetry groups (H, δ, i)

preserving the crystal, i.e. such that δ : H → Aut(M,Γ, U) takes values in the group G(C) ⊂

Aut(M,Γ, U) of Galilean symmetries that preserve the crystal. We assume that Π ⊂ δ(H), i.e.

the action of H contains the full lattice of space translations preserving the crystal. Recall that

i : (U ⊕ V ) ∩ δ(H) →֒ H is an inclusion of a normal subgroup. Thus, in particular, we obtain an

inclusion of U ∩ δ(H) →֒ H as a normal subgroup.

The Hilbert space of the corresponding quantum system is associated only to the spatial

part of the background Galilean spacetime with time direction (M,Γ, U); states can be regarded

as wavefunctions on the orbit space M/U . We will make this more explicit in Section 4.3
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below. Therefore we define the group of symmetries acting on the quantum Hilbert space

G := H/i(U ∩ δ(H)) as the quotient of H by time translations. The homomorphism δ induces a

homomorphism on the quotient groups, γ : G → G(C)/U ⊂ Aut(M,Γ, U)/U , where G(C)/U is

the crystallographic group of the crystal (C,Π) from Definition 3.10. Similarly, the inclusion i

induces an inclusion j : V ∩ γ(G) →֒ G as a normal subgroup. By assumption Π ⊂ V ∩ γ(G), and

we assume that j|Π : Π →֒ G is an inclusion of a normal subgroup as well. Defining G′′ = G/Π,

there is a commutative diagram of short exact sequences

1 // Π
j

// G
π

//

γ

��

G′′ //

γ′′

��

1

1 // Π // G(C)/U // P̂(C) // 1

(4.1)

where P̂(C) is the magnetic point group of (C,Π) from Definition 3.10.

The electrons in the crystal are described by wavefunctions, or more generally by states in

a Hilbert space H with a Hamiltonian H. The group G should act on this quantum system

as a group of projective quantum symmetries, thus inducing a quantum extension (Gqu, ιG, qG).

We assume that the quantum extension of the subgroup Π ⊂ G is trivialised, i.e. that crystal

translations act on H in a canonical way. This will be satisfied whenever we consider the Hilbert

space to consist of wavefunctions on the spatial leaves of M .

More precisely, consider a gapped quantum system (H,H) with symmetry class (Gqu, ιG, qG)

(see Definition 3.41) such that Π is contained in G as a normal subgroup Π ⊂ G and the quantum

extension (Gqu, ιG, qG) of (G, φG, cG) is trivial over Π ⊂ G. The crucial consequence in this case

is that the representation ρqu : Gqu → Autqu(H,H) induces a representation ρ = ρqu|Π : Π →

Autqu(H,H) of Π on the Hilbert space H. By construction the grading of translations is trivial,

so that ρ(ξ) acts unitarily and commutes with the Hamiltonian for all ξ ∈ Π. That is, ρ is a

continuous unitary representation of the abelian group Π preserving the Hamiltonian.

With these assumptions, there is a commutative diagram of topological groups with exact

rows and columns given by

1 1 1

1 1 U(1) U(1) 1

1 Π Gqu G′′
qu 1

1 Π G G′′ 1

1 1 1

(4.2)

The group Gqu is represented on H by ρqu. The inclusion Π →֒ Gqu stems from the assumed

choice of trivialisation of the restriction of the U(1)-bundle Gqu → G over Π ⊂ G. The group

G′′
qu is defined by this diagram.

We now specialise the discussion of Section 3.5 to the case of a lattice system with G′ = Π

and with G′
qu

∼= Π×U(1) trivialised. We work with the following assumptions, gleamed from [25,

Hypothesis 10.9]:
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(A1) The group G′′ is a compact Lie group.

(A2) There exists a Gqu-equivariant smooth Hilbert bundle E → XΠ and a Gqu-equivariant

unitary isomorphism

U: H
∼=

−→ L2(XΠ, E) (4.3)

from H to square-integrable sections of E with respect to the Haar measure on XΠ, such

that (
U ◦ ρ(ξ)ψ

)
(λ) = λ(ξ)Uψ(λ) (4.4)

for all λ ∈ XΠ, ξ ∈ Π and ψ ∈ H.

(A3) Under the isomorphism (4.3) of Hilbert spaces the Hamiltonian H induces a continuous

family of selfadjoint (densely defined) operators {H|λ}λ∈XΠ
on the fibres of E. The oper-

ators H|λ are called Bloch Hamiltonians.

(A4) Each Bloch Hamiltonian is automatically still gapped, whence, as illustrated in Section 3.4,

it splits its respective fibre into two orthogonal subspaces. We assume that in each fibre

of E the negative spectral projection of its Hamiltonian has finite rank. In [25] it is

proven that this assumption is sufficient to show that the positive and negative spectral

projections on the fibres of E then split E into two Hilbert subbundles, E = E+ ⊕ E−,

where E− has finite rank.

With these assumptions in hand, we can now borrow [25, Definition 10.7] to present the key

definitions of this paper.

Definition 4.5 (Band insulator, Bloch bundle) Let (M,Γ, U) be a Galilean spacetime with

a time direction. A band insulator in (M,Γ, U) consists of the following data:

(1) A crystal (C,Π) in (M,Γ, U).

(2) A Galilean symmetry group (H, δ, i) preserving the crystal, i.e. the homomorphism δ : H →

Aut(M,Γ, U) takes values in G(C) ⊂ Aut(M,Γ, U), which defines a space symmetry group

(G, γ, j) with quotient group G′′ = G/Π.

(3) A quantum extension (G′′
qu, ιG′′ , qG′′) of (G′′, φG′′ , cG′′) which pulls back to a quantum exten-

sion (Gqu, ιG, qG) of G that is trivial over the translation lattice Π ⊂ G.

(4) A gapped quantum system (H,H) with symmetry class (Gqu, ιG, qG).

We require this data to satisfy the assumptions (A1)–(A4) above.

A band insulator is of type I if E+ has infinite rank, and of type F if E+ has finite rank.

The finite-rank Hilbert bundle E− → XΠ is called the Bloch bundle of the band insulator.

The compact topological abelian group XΠ is usually called the Brillouin zone or the Bril-

louin torus of the crystal (C,Π). Its elements are interpreted as periodic momenta of electrons

in the crystal, where momenta k ∈ V ∗ are equivalent if they differ by translations by some

ξ′ ∈ Π∗.8 The spectrum of H consists of at least two connected subsets of R. Each connected

component of σ(H) is called an energy band of H. The bands below the gap, or the Fermi

energy εH,H = 0 /∈ σ(H) (see Section 3.4), are called valence bands, whereas the bands above

the Fermi energy are called conduction bands.

8The group XΠ is canonically isomorphic to the quotient V ∗/Π∗ of the dual vector space V ∗ of V by the dual

lattice Π∗ of Π.
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4.2 Topological phases and K-theory

We will now sketch the idea behind classifying topological phases of quantum matter via K-

theory, as pioneered in [45] and further elaborated on by [25]. To a given Z2-bigraded topo-

logical group (G, φG, cG) ∈ TopGrpZ2
2
and a quantum extension (Gqu, ιG, qG) we define a cat-

egory GapSys(Gqu, ιG, qG), whose objects are gapped quantum systems with symmetry class

(Gqu, ιG, qG) (see Definition 3.41), and whose morphisms are generated by unitary isomorphisms

of Hilbert spaces which are compatible with the respective Hamiltonians and intertwine the

Gqu-actions, together with homotopies, i.e. continuous deformations, of gapped quantum sys-

tems with symmetry class (Gqu, ιG, qG) as described in Section 3.4. This category is a symmetric

monoidal groupoid, with monoidal structure given by the direct sum of Hilbert spaces with

gapped Hamiltonians and with Gqu-actions. The zero Hilbert space provides the unit object.

For a category C, we let π0C denote the collection of isomorphism classes of objects of its

groupoid completion.9 Borrowing from [25, Definition 5.1], we can now formulate another central

concept to this paper.

Definition 4.6 (Topological phases) Let (G, φG, cG) be a Z2-bigraded topological group with

quantum extension (Gqu, ιG, qG). A topological phase with symmetry class (Gqu, ιG, qG) is an

isomorphism class of objects in GapSys(Gqu, ιG, qG). We denote the commutative monoid of

topological phases with symmetry class (Gqu, ιG, qG) by

TP(Gqu, ιG, qG) = π0 GapSys(Gqu, ιG, qG) , (4.7)

and its Grothendieck completion by

RTP(Gqu, ιG, qG) = Gr
(
π0 GapSys(Gqu, ιG, qG)

)
. (4.8)

The elements of the abelian group RTP(Gqu, ιG, qG) are called reduced topological phases with

symmetry class (Gqu, ιG, qG).

Denoting by TPF and TPI the submonoids of topological phases which have a representative

given by a band insulator of type F or type I as in Definition 4.5, respectively, we can now use

the Bloch bundle with the fibrewise Bloch Hamiltonians to derive a classification of such phases.

For band insulators, translating the L̂-twisted G′′-equivariant structure from Section 3.5 to

the Hilbert bundle E corresponding to the sheaf of Hilbert spaces S under the assumptions

(A1)–(A4) from Section 4.1, this is equivalent to the existence of an isomorphism of Hilbert

bundles

α̂ : (L̂⊗ d∗0E)[φG]
∼=

−→ d∗1E (4.9)

over Ĝ1, which is compatible with the action of µ̂ in the sense that

α̂|(λ̂,g′′ ) ◦
(
1⊗ α̂|(Rg′′ λ̂, h

′′ )

)
= α̂|(λ̂, g′′ h′′ ) ◦

(
µ̂|(λ̂, g′′, h′′ ) ⊗ 1

)
(4.10)

for all g′′, h′′ ∈ G′′ and λ̂ ∈ X̂G′
qu
.10 We will see an explicit example of this in Section 4.3

below. The bundle E carries a continuous family of gapped Hamiltonians {H|λ}λ∈XΠ
, thus

9The elements of π0C are precisely the path connected components of the classifying space of C, whence the

notation π0. The categories C under consideration here are already groupoids, so that π0C is simply the collection

of isomorphism classes of objects of C.
10Thoughout we freely use the isomorphism from Lemma 3.46.
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inducing a Z2-grading on the fibres. Morphisms of L̂-twisted G′′-equivariant Z2-graded Hilbert

bundles are linear maps ψ : (E, α̂) → (F, β̂) which satisfy β̂ ◦ (1 ⊗ ψ) = ψ ◦ α̂. This defines

a category of L̂-twisted G′′-equivariant Z2-graded Hilbert bundles. We denote its subcategory

of L̂-twisted G′′-equivariant Z2-graded Hermitean vector bundles, i.e. L̂-twisted G′′-equivariant

Z2-graded Hilbert bundles of finite rank, by HVBdlL̂,G
′′

Z2
(XΠ). One can show [25, Section 10]

that homotopies of gapped systems together with isomorphisms of quantum representations of

G induce isomorphisms of L̂-twisted G′′-equivariant Z2-graded bundles E → XΠ.

For a category C denote the groupoid obtained from C by forgetting all noninvertible mor-

phisms in C by C∼. We can then state [25, Theorem 10.11] as

Theorem 4.11 Sending a band insulator of type F to the isomorphism class of E+⊕E− induces

an isomorphism of commutative monoids

TPF(Gqu, ιG, qG)
∼=
−→ π0 HVBdlL̂,G

′′

Z2 ∼
(XΠ) (4.12)

from topological phases of type F to isomorphism classes of L̂-twisted G′′-equivariant Z2-graded

Hermitean vector bundles on the Brillouin torus XΠ.

This map is compatible with Grothendieck completion on both sides (the Grothendieck com-

pletion is functorial) and as such induces an isomorphism of abelian groups; the isomorphisms

used here do not generally respect the Hermitean metrics. The Grothendieck completion of the

category of L̂-twisted G′′-equivariant Z2-graded Hermitean vector bundles on XΠ is called the

L̂-twisted G′′-equivariant K-theory group of XΠ and is denoted as

KL̂,G′′

(XΠ) := Gr
(
π0 HVBdlL̂,G

′′

Z2 ∼
(XΠ)

)
. (4.13)

Then [25, Theorem 10.15] reads as

Theorem 4.14 The isomorphism (4.12) of commutative monoids induces an isomorphism

RTPF(Gqu, ιG, qG)
∼=

−→ KL̂,G′′

(XΠ) (4.15)

between the abelian group of reduced topological phases admitting a realisation as a type F band

insulator and the L̂-twisted G′′-equivariant K-theory group of the Brillouin torus XΠ.

In the case of type I band insulators the situation is more complicated because the bundle

E+ has infinite rank and therefore does not fit into the framework of topological K-theory.

The map from band insulators to twisted equivariant K-theory is then given by sending a band

insulator to the K-theory class of its Bloch bundle E−, and an analogous version of Theorem 4.14

is formulated in [25], but now methods for treating infinite-rank bundles have to be invoked

from [24].

4.3 Bloch wavefunctions and the Berry connection

Having defined band insulators on a Galilean spacetime (M,Γ) in a very general fashion, we

now specialise to the case of band insulators whose Hilbert space is the space of wavefunctions

on the spatial slices of M . For this, recall from Definition 4.5 that (M,Γ) is assumed to have a

time direction, i.e. the translations split into time and space translations as W = U ⊕ V . We

can therefore decompose the Galilean spacetime into a direct product

M ∼=Mt ×Ms :=M/V ×M/U . (4.16)
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Recall from Definition 3.1 that U and V are endowed with positive definite inner products,

making Mt and Ms into Euclidean spaces with Euclidean structures Γt and Γs on (Mt, U) and

(Ms, V ). The vector space U acts transitively on Mt, whereas V acts transitively on Ms. The

isomorphism is given by sending x ∈ M to its pair of equivalence classes x 7→ ([x]t, [x]s). Its

inverse is constructed as follows. Given ([x]t, [x]s) ∈Mt ×Ms, for any auxiliary choice of origin

x0 ∈M we define v0([x]s, x0) ∈ V to be the unique space translation such that

[x0 + v0([x]s, x0)]s = [x]s . (4.17)

Similarly we define u0([x]t, x0) ∈ U . Then the inverse isomorphism is given by

([x]t, [x]s) 7−→ x0 + v0([x]s, x0) + u0([x]t, x0) . (4.18)

If we shift x0 7→ x0+u
′+v′ for some u′ ∈ U and v′ ∈ V , then v0([x]s, x0+u

′+v′ ) = v0([x]s, x0)−v
′,

and analogously for u0([x]s, x0), so that the map Mt ×Ms
∼=

−→ M defined by (4.18) is indeed

well-defined independently of the choice of origin in M .

We now consider the quantum Hilbert space H = L2(Ms, Vint), where Vint is some finite-

dimensional Hilbert space of internal degrees of freedom (for instance Vint = C
2 for particles of

spin 1
2 ). Let C ⊂ M be a crystal. The crystal translations Π are embedded into V , i.e. they

act as space translations. We denote the space image of the crystal by C = C/U ⊂Ms. Here it

also becomes obvious why the seemingly cumbersome definition of the symmetry group G of a

band insulator in Section 4.1 is actually a good choice: the symmetries G act as symmetries of

Ms which preserve the subset C ⊂Ms. That is, the morphism γ : G → Aut(Ms,Γs) takes values

in the crystallographic group G(C ) := G(C)/U of C. The Hamiltonian H can be taken to be a

Schrödinger operator, subject to the condition that it be gapped and invariant under the space

translations Π.

Writing G′
qu = G′×U(1) under the fixed isomorphism, the bundle E → X̂G′

qu
stems from the

decomposition of the quantum representation of G′ on H = L2(Ms, Vint) into the 1-dimensional

irreducible quantum representations λ̂ ∈ X̂G′
qu
. Thus we can attach to each point λ̂ ∈ X̂G′

qu
the

space11

E|λ̂ =
{
ψ ∈ L2(Ms, Vint)

∣∣ ρqu(ξ̂ )(ψ) = λ̂(ξ̂ )ψ for all ξ̂ ∈ G
′
qu

}
. (4.19)

Remark 4.20 The class in PH of a function ψ ∈ E|λ̂, i.e. the actual quantum state represented

by ψ, is invariant under the action of G′. In particular, for crystal systems G′ = Π is the group of

space lattice translations, and square-integrable functions with this quasiperiodic transformation

behaviour are called Bloch wavefunctions. ⊳

It is shown in [25, Appendix D] that these fibres glue together to give a Hilbert bundle E →

X̂G′
qu

for which there exists a canonical isomorphism U−1 : L2(X̂G′
qu
, E)

∼=
−→ L2(Ms, Vint) = H.

It is given explicitly by

U−1(ψ)(x) =

∫

X̂
G′qu

ψ(λ̂, x) dν(λ̂) , (4.21)

where ν is the pullback of a fixed Haar measure on XG′ along the isomorphism of Lemma 3.46,

and we have made use of the identification (4.19).

11Had we used ρqu(ξ̂ )(ψ) = λ̂(ξ̂ )−1 ψ instead, the representation on the left-hand side would represent U(1) by

scalar multiplication while the representation on the right-hand side would use the inverse, or complex conjugate,

of the scalars, leading to a contradiction.
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Similarly, forgetting about the U(1) factor in the split G′
qu

∼= G′×U(1), any λ ∈ XG′ naturally

has a fibre

E|λ =
{
ψ ∈ L2(Ms, Vint)

∣∣ ρ(ξ)(ψ) = λ(ξ)ψ for all ξ ∈ G
′
}

(4.22)

attached to it. Under the isomorphism from Lemma 3.46, the resulting Hilbert bundles are

isomorphic, and we denote both by E. We denote by 〈−,−〉 the canonical dual pairing between

the vector space V and its dual V ∗.

Theorem 4.23 (1) The bundle E is L̂-twisted G′′-equivariant: there is a unitary isomorphism

α̂ : (L̂⊗ d∗0E)[φG]
∼=

−→ d∗1E ,
[
(λ̂, ĝ), z

]
⊗ ψ 7−→ ρqu(ĝ)(z ψ) , (4.24)

which is compatible with the isomorphism µ̂ from Proposition 3.60.

(2) Let λ(−) : [0, 1] → XΠ
∼= V ∗/Π∗, t 7→ λt be a continuous path in XΠ. If G′

qu = Π × U(1),

there is a parallel transport on E given by
(
PEλt(ψ)

)
(x) = exp

(
− 2π i 〈kt − k0, x− x0〉

)
ψ(x) , (4.25)

where kt is any lift of λt to V
∗ and x0 is any fixed origin in Ms.

Proof. To prove (1) we observe that if ψ ∈ E|Rg′′ λ̂
, i.e. ρqu(ξ̂ )(ψ) = λ̂(ĝ ξ̂ ĝ−1)φG(g

′′ ) ψ, then

(
ρqu(ξ̂ ) ρqu(ĝ)

)
(ψ) =

(
ρqu(ĝ) ρqu(ĝ

−1 ξ̂ ĝ)
)
(ψ)

= ρqu(ĝ)
(
λ̂(ξ̂ )φG(g

′′ ) ψ
)

= λ̂(ξ̂ ) ρqu(ĝ)(ψ) .

(4.26)

Hence α̂ maps between the correct fibres over X̂G′
qu

× G′′. Moreover, it is well-defined as we see

from

α̂|(λ̂,g′′ )

([
(λ̂, ĝ ξ̂ ), λ̂(ĝ ξ̂ ĝ−1)−φG(g

′′ ) z
]
⊗ ψ

)

= ρqu(ĝ) ρqu(ξ̂ )
(
λ̂(ĝ ξ̂ ĝ−1)−φG(g

′′ ) z ψ
)

= ρqu(ĝ)
(
λ̂(ĝ ξ̂ ĝ−1)−φG(g

′′ ) z λ̂(ĝ ξ̂ ĝ−1)φG(g
′′ ) ψ

)

= α̂|(λ̂,g′′ )

([
(λ̂, ĝ), z

]
⊗ ψ

)
.

(4.27)

Since α̂ is invertible and unitary, it is an isomorphism. Finally, compatibility with µ̂ is evident

from

α̂|(λ̂,g′′ ) ◦ (1⊗ α̂|(Rg′′ λ̂, h
′′ ))
([
(λ̂, ĝ), z

]
⊗
[
(Rg′′ λ̂, ĥ), z

′
]
⊗ ψ

)

= ρqu(ĝ)
(
z ρqu(ĥ)(z

′ ψ)
)

= ρqu(ĝ ĥ)
(
z′ θh′′(z)ψ

)

= α̂|(λ̂, g′′ h′′ )

([
(λ̂, ĝ ĥ), z′ θh′′(z)

]
⊗ ψ

)

= α̂|(λ̂, g′′ h′′ ) ◦ (µ̂|(λ̂, g′′, h′′ ) ⊗ 1)
([
(λ̂, ĝ), z

]
⊗
[
(Rg′′ λ̂, ĥ), z

′
]
⊗ ψ

)
.

(4.28)

To prove (2), note that the map PE is linear and unitary by construction. It is independent

of the choice of lift kt of λt, and moreover PE is compatible with concatenation of paths, as for

any two paths which can be concatenated in XΠ there exist lifts which can also be concatenated

in V ∗.
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By the assumptions (A1)–(A4) of Section 4.1, for G′
qu = Π × U(1) the Hamiltonian of the

topological insulator induces an endomorphism of E which is compatible with the L̂-twisted

G′′-action. Therefore the L̂-twisted G′′-action is also compatible with the grading that H|λ

induces on E|λ, making E± → XΠ into L̂-twisted G′′-equivariant Hilbert bundles as well (see

assumption (A4) from Section 4.1). Using the inclusions ıE± : E± →֒ E together with the

projections prE± : E → E±, the bundles E± even carry connections given by

∇E±

:= prE± ◦ ∇E ◦ ıE± , (4.29)

where ∇E is the covariant derivative on E corresponding to the parallel transport PE . The

bundles E± → XΠ constructed in this way are the bundles used in the K-theory classification

of gapped topological phases in [25], as we discussed in Section 4.2.

Definition 4.30 (Berry connection) The Hermitean connection ∇E−

on the finite-rank Bloch

bundle E− is called the Berry connection.

4.4 Sections of quantum extensions

In preparation for our later treatments of time-reversal symmetry and the Kane-Mele invariant,

we need a brief technical interlude on maps ŝ : G′′ → Gqu which split the projection Gqu → G′′.

The presence of such maps is weaker than the existence of splittings of the short exact sequence

G′
qu → Gqu → G′′, since the latter splittings are additionally group homomorphisms. However,

it turns out that topological splittings ŝ already have strong implications on the structure of the

L̂-twisted G′′-action on the bundle E.

Let I = Ĝ1×C denote the trivial Hermitean line bundle on Ĝ1 = X̂G′
qu
×G′′ with its φG-graded

multiplication denoted by m.

Lemma 4.31 Let G′
qu

∼= Π × U(1). A section ŝ : G′′ → Gqu of the G′
qu-bundle Gqu → G′′ gives

rise to:

(1) A φG-graded group 2-cocycle β = (ζ, u) : G′′ × G′′ → G′
qu. That is

ŝ(g′′ ) ŝ(h′′ ) = ŝ(g′′ h′′ )β(g′′, h′′ ) , (4.32)

ζ(g′′, h′′ k′′ ) ζ(h′′, k′′ ) = ζ(g′′, h′′ ) ζ(g′′ h′′, k′′ ) , (4.33)

u(g′′, h′′ k′′ )u(h′′, k′′ ) = u(g′′, h′′ )φG(k
′′ ) u(g′′ h′′, k′′ ) , (4.34)

for all g′′, h′′, k′′ ∈ G′′.

(2) A trivialisation χ : I
∼=

−→ L̂ of L̂ as a Hermitean line bundle, whose incompatibility with µ̂

is given by

χ−1

|(λ̂, g′′ h′′ )
◦ µ̂ ◦

(
χ|(λ̂, g′′ ) ⊗ χ|(Rg′′ λ̂, h

′′ )

)
= λ̂

(
β(g′′, h′′ )

)φG(g′′ h′′ ) ◦m (4.35)

= u(g′′, h′′ )φG(g
′′ h′′ ) λ

(
ζ(g′′, h′′ )

)φG(g′′ h′′ ) ◦m

for all λ̂ ∈ X̂G′
qu

and g′′, h′′ ∈ G′′.

Proof. (1) is a straightforward consequence of the definition of β(g′′, h′′ ). It only has to be noted

that in the equation deduced from associativity in the group G′′ we have to move u(g′′, h′′ ) past

ŝ(k′′ ) to the right, thus yielding φG(k
′′ ) in the exponent in (4.34).
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For (2), recall the construction (3.62), and set χ|(λ̂, g′′ )(λ̂, z) = [(λ̂, ŝ(g′′ )), z]. This defines

an isomorphism χ : I → L̂. The failure of multiplicativity controlled by β then follows from

χ−1

|(λ̂, g′′ h′′ )
◦ µ̂ ◦

(
χ|(λ̂, g′′ ) ⊗ χ|(Rg′′ λ̂, h

′′ )

)(
(λ̂, z) ⊗ (Rg′′ λ̂, z

′ )
)

= χ−1

|(λ̂, g′′ h′′ )
◦ µ̂
([(

λ̂, ŝ(g′′ )
)
, z
]
⊗
[(
Rg′′ λ̂, ŝ(h

′′ )
)
, z′
])

= χ−1

|(λ̂, g′′ h′′ )

[(
λ̂, ŝ(g′′ ) ŝ(h′′ )

)
, θh′′(z) z

′
]

(4.36)

= χ−1

|(λ̂, g′′ h′′ )

[(
λ̂, ŝ(g′′ h′′ )

)
, λ̂
(
β(g′′, h′′ )

)φG(g′′ h′′ ) θh′′(z) z′
]

=
(
λ̂, λ̂

(
β(g′′, h′′ )

)φG(g′′ h′′ ) θh′′(z) z′
)

= λ̂
(
β(g′′, h′′ )

)φG(g′′ h′′ )m
(
(λ̂, z) ⊗ (Rg′′ λ̂, z

′ )
)
,

as claimed.

Such a trivialisation of L̂ almost allows us to remove the twisting line bundle from the twisted

G′′-action on E, but the failure of multiplicativity will be visible in a nonclosure of the candidate

maps for the lifted G′′-action.

Proposition 4.37 Let G′
qu

∼= Π×U(1) and ŝ : G′′ → Gqu a section of the G′
qu-bundle Gqu → G′′.

Denote the φG-graded G′
qu-valued 2-cocycle it defines by β, and the induced trivialisation of L̂

by χ.

(1) Composing the action morphism α̂ from (4.24) with χ yields a continuous family of bundle

isomorphisms

αŝ,g′′ = α̂|(−,g′′ ) ◦ χ
[φG(g

′′ )] :
(
R∗
g′′E

)[φG(g′′ )] ∼=
−→ E (4.38)

parameterised by G′′, which satisfy

αŝ,h′′|λ̂ ◦
(
R∗
h′′αŝ,g′′

)[φG(h′′ )]
|λ̂

= λ̂
(
β(h′′, g′′ )

)φG(h′′ g′′ ) αŝ,h′′ g′′|λ̂ (4.39)

for all g′′, h′′ ∈ G′′ and λ̂ ∈ X̂G′
qu
. Thus αŝ,− are multiplicative up to a TopAb(XΠ,U(1))-

valued φG-graded 2-cocycle

ev ◦ β : G′′ × G
′′ −→ TopAb(XΠ,U(1)) ,

(
ev ◦ β(g′′, h′′ )

)
(λ̂) = λ̂

(
β(g′′, h′′ )

)
. (4.40)

(2) If ζ(g′′, h′′ ) = 0 for all g′′, h′′ ∈ G′′, the 2-cocycle ev ◦ β on (g′′, h′′ ) is multiplication by the

constant u(g′′, h′′ ).

Proof. Let ψ ∈ E|Rg′′ λ̂
. Then

αŝ,g′′(ψ) = α̂
([
(λ̂, ŝ(g′′ )), 1

]
⊗ ψ

)
= ρqu

(
ŝ(g′′ )

)
(ψ) . (4.41)

Thus for ψ ∈ E|Rg′′ h′′ λ̂
we find

αŝ,h′′|λ̂ ◦
(
R∗
h′′αŝ,g′′

)[φG(h′′ )]
|λ̂

(ψ) = ρqu
(
ŝ(h′′ ) ŝ(g′′ )

)
(ψ)

= ρqu
(
ŝ(h′′ g′′ )β(h′′, g′′ )

)
(ψ) (4.42)

= λ̂
(
β(h′′, g′′ )

)φG(h′′ g′′ ) ρqu
(
ŝ(h′′ g′′ )

)
(ψ)

= λ̂
(
β(h′′, g′′ )

)φG(h′′ g′′ ) αŝ,h′′ g′′|λ̂(ψ) .

38



This proves (1).

Statement (2) is seen from

λ̂
(
β(g′′, h′′ )

)
= λ̂

(
ζ(g′′, h′′ ), u(g′′, h′′ )

)
= u(g′′, h′′ )λ

(
ζ(g′′, h′′ )

)
. (4.43)

Assuming that ζ is trivial then yields the statement.

Corollary 4.44 If ŝ : G′′ → Gqu is a group homomorphism, i.e. a splitting of the short exact

sequence G′
qu → Gqu → G′′ of groups, then χ : I → L̂ is compatible with the graded multiplicative

structures and E is a graded G′′-equivariant bundle on XΠ with the lift of the G′′-action to E

given by g′′ 7→ αŝ,g′′ .

In the case where the 2-cocycle ev ◦ β does not depend on λ, i.e. for every g′′, h′′ ∈ G′′ the

function ev(β(g′′, h′′ )) : XΠ → U(1) is constant, we can use averaging to obtain connections on

E that are compatible with the family αŝ,g′′ .

Proposition 4.45 In the setting of Proposition 4.37 (2) and the assumption (A1) from Sec-

tion 4.1, we can average any connection on E over G′′ to obtain a connection which is invariant

under all αŝ,g′′: for any connection ∇E on E, set

av(∇E) :=

∫

G′′

αŝ,g′′ ◦ (R
∗
g′′∇

E)[φG(g
′′ )] ◦ α−1

ŝ,g′′ dνG′′(g′′ ) , (4.46)

where νG′′ is the normalised Haar measure on G′′ and ∇E[−1] = ∇E[−1]
is the connection induced

on E by ∇E. Then

αŝ,g′′ ◦
(
R∗
g′′ av(∇

E)
)[φG(g′′ )] ◦ α−1

ŝ,g′′ = av(∇E) (4.47)

for all g′′ ∈ G′′. In particular, in this setting there exist connections on E and E− satisfy-

ing (4.47).

Proof. We compute

αŝ,g′′ ◦
(
R∗
g′′ av(∇

E)
)[φG(g′′ )] ◦ α−1

ŝ,g′′

=

∫

G′′

αŝ,g′′ ◦
(
R∗
g′′
(
αŝ,h′′ ◦ (R

∗
h′′∇

E)[φG(h
′′ )] ◦ α−1

ŝ,h′′

))[φG(g′′ )]
◦ α−1

ŝ,g′′ dνG′′(h′′ ) (4.48)

=

∫

G′′

αŝ,g′′ ◦
(
R∗
g′′ αŝ,h′′

)[φG(g′′ )] ◦ (R∗
g′′ h′′∇

E)[φG(g
′′ h′′ )] ◦

(
R∗
g′′ α

−1
ŝ,h′′

)[φG(g′′ )] ◦ α−1
ŝ,g′′ dνG′′(h′′ )

=

∫

G′′

u(g′′, h′′ )φG(g
′′ h′′) αŝ,g′′ h′′ ◦ (R

∗
g′′ h′′∇

E)[φG(g
′′ h′′ )] ◦ α−1

ŝ,g′′ h′′ u(g
′′, h′′ )−φG(g

′′ h′′ ) dνG′′(h′′ )

= av(∇E) .

Here it was crucial that u(g′′, h′′ ) does not depend on λ. That is, we need ζ to be trivial in order

to obtain proper invariance of the connection from averaging. In the last equality we have used

the invariance of the Haar measure. As there always exists a connection on E as constructed in

Theorem 4.23, we can always use its average over G′′. The same argument then applies to the

Berry connection ∇E−

on the Bloch bundle E− from (4.29), and the result thus follows.
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4.5 Time-reversal symmetric quantum phases

We now turn to an explicit example of a quantum particle in a crystal with a single time-reversal

symmetry. Consider a crystal C ⊂ M = R
d+1 with space translation symmetries Π = Z

d. A

Hamiltonian H given by a Schrödinger operator on R
d is unbounded from above. Then, if such

a system gives rise to a topological insulator as in Definition 4.5, it will be of type I. Conse-

quently, there can be no chiral time-reversing symmetries T̂ : H → H by Proposition 3.34.12

Every time-reversing symmetry T̂ on quantum systems of this type must be implemented as

antiunitary operators; that is, φH(T̂ ) = −1 in the notation of Section 3.3. There is a small but

important observation about such symmetries, which is part of the more extensive result of [25,

Lemma 6.17].

Lemma 4.49 Let T ∈ Autqu(PH,H) be a projective quantum symmetry with φH(T ) = −1 and

T 2 = 1PH. Then any lift T̂ ∈ Autqu(H,H) of T to a quantum symmetry automatically satisfies

T̂ 2 = ±1.

Proof. We have T̂ 2 = u1 for some u ∈ U(1) since T̂ 2 is a lift of 1PH. Using the antilinearity of

T̂ , we then have T̂ = T̂ 2 T̂ T̂−2 = u T̂ u−1 = u2 T̂ , whence u = ± 1.

We wish to consider the situation G′′ = Z2. Time-reversal is supposed to have no effect on

the space configuration, whence our symmetry groups fit into the short exact sequence

1 // Z
d // Z

d × Z2
// Z2

// 1 . (4.50)

As before we assume that the quantum extension U(1) → Gqu → G, where now G = Z
d × Z2, is

trivial over G′ = Π = Z
d. Thus so far we have

Gqu =
(
Z
d × U(1)

)
× (Z2)qu , (4.51)

where (Z2)qu denotes some quantum extension of Z2. Up to isomorphism there are only two

such extensions by Lemma 4.49 given by T̂ 2 = ± 1, where T = −1 is the generator of Z2 and

T̂ is any lift of T to (Z2)qu.
13 Any such choice of lift splits the extension U(1) → (Z2)qu → Z2.

Given T̂ ∈ Autqu(H,H) and u, v ∈ U(1), we have the operator products

(T̂ u) (T̂ v) = ±1u v ,

(T̂ u) (1 v) = T̂ u v ,

(1u) (T̂ v) = T̂ u v ,

(1u) (1 v) = 1u v .

(4.52)

Thus (Z2)qu ∼= U(1) × U(1) as topological spaces, but with the product · given as follows:

Write (Z2)qu ∼= U(1)+ × U(1)−. This is a Z2-graded topological abelian group with grading

12Chiral symmetries can be obtained by combining time-reversal with particle-hole symmetries. These latter

symmetries are relevant to topological superconductors, which we do not consider in this paper.
13There is an unfortunate clash of notation here: if T̂ lifts −1 ∈ Z2 to (Z2)qu, what we actually mean by

T̂ 2 = −1 is that T̂ 2 = ιZ2
(−1), i.e. the image of −1 ∈ U(1) under the inclusion ιZ2

of the quantum extension

((Z2)qu, ιZ2
, qZ2

).
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φZ2(u) = ± 1 if and only if u ∈ U(1)±, and

u · v =





±u v , u, v ∈ U(1)− ,

u v , u ∈ U(1)− , v ∈ U(1)+ ,

u v , u ∈ U(1)+ , v ∈ U(1)− ,

u v , u, v ∈ U(1)+ ,

(4.53)

where the grading of the product is given by the product of the gradings.

For the action of G′′ = Z2 on the d-dimensional Brillouin torus XΠ = XZd = T
d, from (3.55)

we get

τ(λ) := R−1λ = λφZ2 (−1) ◦ α(−1) = λ−1 . (4.54)

This is precisely what we expect physically from the interpretation of XΠ
∼= V ∗/Π∗ as periodic

momenta of particles in Ms: a pure time-reversal should only reflect momenta k ∈ V ∗, k 7→ −k,

so that in XΠ we have λ = exp(2π i 〈k,−〉) 7→ exp(2π i 〈−k,−〉) = λ−1, while −1 ∈ Z2 acts as

the identity on Ms.

Fixing any element T̂ of the fibre of (Z2)qu defines a section ŝ : Z2 → (Zd × U(1)) × (Z2)qu
via

ŝ(1) = (0, 1, 1) and ŝ(−1) = (0, 1, T̂ ) . (4.55)

Its 2-cocycle β is trivial if T̂ 2 = +1, whereas if T̂ 2 = −1, which we henceforth consider, it is

given by

β(a0, a1) =

{
(0, 1, 1) , a0 6= −1 or a1 6= −1 ,

(0, 1,−1) , a0 = a1 = −1 .
(4.56)

Thus (4.38) yields a bundle isomorphism αŝ,−1 : τ∗E
∼=
−→ E, while the isomorphism αŝ,1 is the

identity on E. From (4.56) and Proposition 4.37 we see that ζ, the Π-valued part of β, is trivial

while the only nontrivial composition of isomorphisms is

αŝ,−1 ◦ τ∗αŝ,−1 = −1 . (4.57)

As all bundle morphisms here are compatible with the restriction to the Bloch bundle E−, we

obtain an isomorphism

τ̂ := αŝ,−1|E− : τ∗E−
∼=

−→ E− with τ̂ ◦ τ∗τ̂ = −1 . (4.58)

Let (X, τ) be an involutive manifold, i.e. a manifold X with an automorphism τ such

that τ2 = 1X . Involutive manifolds are objects in a category MfdZ2 whose morphisms f ∈

MfdZ2

(
(X, τ) , (X ′, τ ′ )

)
are equivariant smooth maps, i.e. f ◦ τ = τ ′ ◦ f ; we will simply write X

for the pair (X, τ) when there is no risk of confusion. Recall [3] that a Hermitean vector bundle

on an involutive manifold (X, τ) is Real if the involution τ lifts to an antiunitary involution

on the total space. Because of the minus sign occuring above, which stems entirely from the

nontriviality of the quantum extension of Z2, we need a slightly different notion [16].

Definition 4.59 (Quaternionic vector bundle) Let (X, τ) ∈ MfdZ2 . A Quaternionic vec-

tor bundle on X is a Hermitean vector bundle E ∈ HVBdl(X) together with an isomorphism
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τ̂ : τ∗E
∼=
−→ E of Hermitean vector bundles satisfying τ̂ ◦ τ∗τ̂ = −1.14 A morphism of Quater-

nionic vector bundles ϕ : (E, τ̂E) → (F, τ̂F ) is a morphism ϕ : E → F of Hermitean vector

bundles such that τ̂F ◦τ∗ϕ = ϕ◦ τ̂E . This defines a category QVBdl(X, τ) of Quaternionic vector

bundles on X.

Remark 4.60 If the isomorphism τ̂ in Definition 4.59 instead satisfies τ̂ ◦ τ∗τ̂ = +1, then the

pair (E, τ̂) defines a Real vector bundle over (X, τ). ⊳

Hence (E−, τ̂) is a Quaternionic vector bundle over the involutive manifold (XΠ, τ). The

Berry connection ∇E−

is not generally compatible with this structure, but by Proposition 4.45

there always exists an invariant connection on E−, such as the average of ∇E−

. The results of

this section specialised to the case of time-reversal symmetry can be summarised as

Proposition 4.61 Let Gqu = (Zd × U(1))× (Z2)qu.

(1) If (Z2)qu is the trivial quantum extension of Z2, then (E−,∇E−

) has the structure of a Real

vector bundle with connection over XΠ.

(2) If (Z2)qu is the nontrivial quantum extension of Z2, then E
− has the structure of a Quater-

nionic vector bundle over XΠ. There exists a connection ∇ on E− such that (E−,∇) is a

Quaternionic vector bundle with connection on XΠ.

Topological insulators which fit into part (1) of Proposition 4.61 are of type AI in the Altland-

Zirnbauer classification [2], and correspond to particles with integer spin. Those described by

part (2) are of type AII and correspond to half-integer spin particles. As Type AI topological

insulators have trivial Kane-Mele invariant, and we are anyway interested in systems of fermions,

only type AII will be considered in the remainder of this paper. This is the starting point for

many topological and geometric investigations of time-reversal symmetric topological insulators,

such as the recent accounts [29, 30, 55].

14Note that Quaternionic vector bundles are related to quaternionic vector bundles (whose fibres are quater-

nionic modules) just as Real vector bundles are related to real vector bundles, i.e. by taking τ to be the identity

map.
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III The Kane-Mele Invariant

This part is the crux of the present paper, which is concerned with developing various new

topological and geometric perspectives on the Kane-Mele invariant for time-reversal symmetric

band insulators in three dimensions. We begin by recalling the definition of the Kane-Mele

invariant, and two equivalent descriptions of it, in Section 5; the lengthy proof of the main

result implying the first description is provided in Appendix A. We then proceed to rephrase

the Kane-Mele invariant as a homotopy theoretic obstruction to a block decomposition of the

sewing matrix and propose an interpretation of the invariant based on this point of view.

The integral representation of the invariant is investigated in detail in Section 6, where we

introduce a Mayer-Vietoris long exact sequence that intertwines Real and equivariant de Rham

cohomology; we summarise the pertinent features of de Rham cohomology groups in the presence

of Z2-actions in Appendix B. This is subsequently used to localise the Kane-Mele invariant to

the fixed points of the Z2-action on the Brillouin zone, as in the original discrete definition of

the invariant as a Pfaffian formula [27, 39].

The homotopy theoretic obstruction in Section 5 and the cohomological formulas in Section 6

have a geometric refinement which lends a different point of view on the Kane-Mele invariant.

A language suitable to formalise this refinement is through bundle gerbes, which are hence the

central objects in Section 7. Bundle gerbes were introduced in [56]. Their morphisms were

defined in [57] and developed further in [70, 71]. The relevance of bundle gerbes to time-reversal

symmetric topological phases was first pointed out by Gawedzki [29–31]. We investigate the

holonomy of Jandl gerbes on surfaces with an orientation-preserving involution. We show that,

in certain situations such as the ones of interest for the Kane-Mele invariant, these holonomies

again allow for a localisation technique which follows from the 2-category theory of bundle

gerbes.

5 The Kane-Mele invariant in three dimensions

5.1 Definition of the Kane-Mele invariant

In Section 4.3 we gave the construction of the Bloch bundle with the Berry connection (E−,∇E−

)

over the Brillouin torus XΠ for general band insulators. Here we consider a situation similar to

that in Section 4.5. We specialise to a crystal in three space dimensions, with space translation

lattice Π ∼= Z
3 and the only additional symmetry being time-reversal τ . Thus XΠ

∼= T
3 where

τ : T3 → T
3 is the inversion, which has an antiunitary lift τ̂ to (E−,∇E−

) satisfying τ̂ ◦τ∗τ̂ = −1.

On the d-dimensional torus T
d, the inversion τd preserves orientation if d is even and reverses

orientation if d is odd. Recall that for a generic diffeomorphism σ : X → X on an oriented

d-dimensional manifold X, one has

∫

X
σ∗ω = or(σ)

∫

X
ω (5.1)
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for all ω ∈ Ωd(X), where or(σ) = 1 if σ preserves the orientation of X and or(σ) = −1 if σ

reverses the orientation of X.

Proposition 5.2 Let (E−, τ̂) ∈ QVBdl(T3, τ) be a Quaternionic vector bundle on T
3. Then:

(1) The rank of E− is even.

(2) The first Chern class of E− is trivial: c1(E
−) = 0 in H2(T3,Z).

Proof. (1) Here we follow the arguments of [25, 30]. First, note that τ̂|λ defines an antiunitary

map

τ̂|λ : (τ∗E−)|λ ∼= E−
|τ(λ)

∼=
−→ E−

|λ . (5.3)

In particular, if λ0 ∈
(
T
3
)τ

is a fixed point of the Z2-action then τ̂|λ0 is an antiunitary map

τ̂|λ0 : E
−
|λ0

∼=
−→ E−

|λ0
which squares to −1. That is, the Hermitean vector space E−

|λ0
carries a

quaternionic structure. In this situation, to every ψ ∈ E−
|λ0

we obtain τ̂(ψ) ∈ E−
|λ0

with

hE−

(
ψ, τ̂(ψ)

)
= hE−

(
τ̂2(ψ), τ̂(ψ)

)
= −hE−

(
ψ, τ̂(ψ)

)
, (5.4)

where hE− denotes the Hermitean metric on E− and in the first equality we have made use of

the antiunitarity of τ̂ . Hence ψ and τ̂(ψ) are orthogonal. In particular, for every basis vector

of E−
|λ0

we obtain another orthogonal basis vector by applying τ̂ , and applying τ̂ again yields

minus the original vector. Consequently E−
|λ0

is an even-dimensional complex vector space, and

since the rank rk(E−) is constant along the fibres, the bundle E− has even rank.

(2) Since rk(E−) is even, the isomorphism det(τ̂) : τ∗ det(E−)
∼=

−→ det(E−) satisfies det(τ̂) ◦

τ∗ det(τ̂) = 1, where det(E−) → T
3 is the determinant line bundle of E−. Then det(E−) is

trivialisable (even as an equivariant Hermitean line bundle) by [25, Lemma 11.29]. Now use

c1(E
−) = c1(det(E

−)).15

Remark 5.5 The proof of part (1) of Proposition 5.2 immediately generalises to any involutive

manifold (X, τ) ∈ MfdZ2 for which the action of Z2 on X has at least one fixed point. On the

other hand, the statement of [25, Lemma 11.29], and hence statement (2) of Proposition 5.2,

is proven only for the case X = T
3 and does not generalise to arbitrary involutive 3-manifolds

(X, τ): it strongly relies on the fact that the cohomology group H2(T3,Z) can be generated from

τ -invariant cocycles and that H1(T3,Z) is free. ⊳

Proposition 5.2 has strong implications: it implies that E− is in fact trivialisable itself [29, 30].

This follows from a statement which can be found as [60, Proposition 4]. The proof relies on

showing that there exists a ‘4-equivalence’ BU(m) → BU(1) ≃ K(Z, 2), wherem = rk(E−). Here

we have denoted the classifying space of a topological group G by BG, and the Eilenberg-MacLane

space at level n ∈ N0 for an abelian group A by K(A, n). A continuous map f : X → Y of

topological spaces is an n-equivalence if the induced homomorphisms on homotopy groups πk(f) :

πk(X) → πk(Y ) are isomorphisms for k < n and πn(f) is a surjection (see [64, Definition 3.17]).

The proof of Proposition 5.6 below can be made a little more explicit by realising that it is

essentially the determinant map which establishes the 4-equivalence, and so we give a full proof

in Appendix A.

15Since H2(T3,Z) is torsion-free, here this identity can be seen immediately from the Chern-Weil representatives

Fdet(E−) = tr(FE−).
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Proposition 5.6 Let X be a connected manifold of dimension d ≤ 3, and let m ∈ 2N be an

even positive integer. Then the first Chern class induces an isomorphism of pointed sets

c1 : π0 HVBdlm∼(X)
∼=

−→ H2(X,Z) (5.7)

between isomorphism classes of Hermitean vector bundles of rank m on X and the second integer

cohomology of X.

This can be loosely summarised as saying “in dimensions less than four, the first Chern class

classifies all Hermitean vector bundles of any fixed even rank”. The combination of Proposi-

tions 5.2 and 5.6 then immediately yields

Corollary 5.8 Any Quaternionic vector bundle (E−, τ̂) ∈ QVBdl(T3, τ) has an underlying

Hermitean vector bundle E− which is trivialisable.

Example 5.9 Our fundamental example is the Bloch bundle (E−, τ̂) ∈ QVBdl(T3, τ) on the 3-

dimensional Brillouin torus of the space translation lattice Π. Corollary 5.8 states that E− → T
3

is trivialisable as a Hermitean vector bundle on T
3. However, a generic trivialisation of E− as a

Hermitean vector bundle is generally incompatible with the Quaternionic structure τ̂ on E−, i.e.

the time-reversal symmetry of the topological insulator. Measuring how far this incompatibility

can be circumvented by choosing a different trivialisation of E− is the crux of the definition of

the Kane-Mele invariant that we shall give below. ⊳

Consider a Quaternionic vector bundle (E−, τ̂) on a 3-dimensional involutive manifold (X, τ).

Assume that there exists a trivialisation ϕ : E− → X×C
m of E− as a Hermitean vector bundle.

We then obtain a commutative diagram

E− τ̂−1
//

ϕ

��

τ∗E−

τ∗ϕ

��

X ×C
m

wϕ◦θ
//❴❴❴❴ X × Cm

(5.10)

of Hermitean vector bundles on X, where θ : Cm → Cm is complex conjugation with respect to

a fixed orthogonal basis {ei}, i.e. θ(v
i ei) = vi ei, and wϕ : X → U(m) is the uniquely defined

U(m)-valued function making the diagram commute. The map wϕ is sometimes referred to as the

sewing matrix [30] and it contains the obstruction to trivialising E− in a Z2-equivariant manner,

i.e. in a way that is compatible with the time-reversal symmetry. The condition τ̂ ◦ τ∗τ̂ = −1

translates to τ∗(wϕ ◦ θ) ◦ (wϕ ◦ θ) = −1. Since wϕ is unitary this is equivalent to

τ∗wϕ = −wt
ϕ , (5.11)

with wt
ϕ(λ) denoting the transpose of wϕ(λ) ∈ U(m). The map wϕ therefore corresponds to

a Quaternionic structure on the trivial Hermitean vector bundle X × C
m. We say that E− is

Quaternionic trivial if there exists a trivialisation ϕ such that wϕ = w0 with

w0 :=

(
0 1

−1 0

)
. (5.12)
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Any other trivialisation is of the form ϕ′ = ϕ ◦ a for some function a : X → U(m). Hence

the new transition function wϕ′ ◦ θ = τ∗ϕ′−1 ◦ τ̂−1 ◦ ϕ′ reads as wϕ′ = τ∗ a−1wϕ a. Let HU(m)

be the canonical 3-form on the unitary group U(m). Its pullback under the sewing matrix

w∗
ϕHU(m) =

1

24π2
tr
(
(w−1

ϕ dwϕ)
∧3
)

(5.13)

is the Wess-Zumino-Witten 3-form associated to the map wϕ : X → U(m), and for any pair of

maps g, h : X → U(m) it satisfies the Polyakov-Wiegmann formula [33]

(g h)∗HU(m) = g∗HU(m) + h∗HU(m) +
1

8π
d tr
(
g−1 dg ∧ hdh−1

)
. (5.14)

Assuming that X is a closed and oriented manifold,16 and that τ reverses the orientation of X,

we thus have
∫

X
w∗
ϕ′HU(m) =

∫

X

(
− τ∗ a ∗HU(m) + w∗

ϕHU(m) + a ∗HU(m)

)

=

∫

X
w∗
ϕHU(m) + 2

∫

X
a ∗HU(m)

(5.15)

where we used (5.1). The second term only contributes even integer values, so that the quantity

exp

(
π i

∫

X
w∗
ϕHU(m)

)
∈ Z2 (5.16)

is well-defined independently of the choice of trivialisation ϕ. It is therefore associated to the

data of the Quaternionic vector bundle (E−, τ̂) alone.

There is a symmetric monoidal functor

U : QVBdl(X, τ) −→ HVBdl(X) , (E−, τ̂) 7−→ E− (5.17)

that forgets the Z2-structures. We define QVBdlU (X, τ) to be the full symmetric monoidal sub-

category of QVBdl(X, τ) on the objects (E−, τ̂) such that E− = U(E−, τ̂) admits a trivialisation.

Definition 5.18 (Kane-Mele invariant) Let (X, τ) be a closed and oriented involutive man-

ifold of dimension d = 3 with orientation-reversing involution τ and nonempty fixed point set

Xτ 6= ∅. For (E−, τ̂) ∈ QVBdlU (X, τ) and any trivialisation ϕ of E−, the Kane-Mele invariant

of (E−, τ̂) is

KM(E−, τ̂) := exp

(
π i

∫

X
w∗
ϕHU(m)

)
∈ Z2 . (5.19)

Given a time-reversal symmetric band insulator on a 3-dimensional Bravais lattice with Bloch

bundle (E−, τ̂) ∈ QVBdl(T3, τ), its Kane-Mele invariant is the mod 2 index KM(E−, τ̂) ∈ Z2.

Remark 5.20 The category QVBdlU (X, τ) does not generally cover all possible Quaternionic

vector bundles, i.e. it is a proper subcategory of QVBdl(X, τ). Therefore, from a mathematical

point of view, the definition above of the Kane-Mele invariant is somewhat unsatisfactory, as it

only applies to a very restricted class of Quaternionic vector bundles. An invariant simultane-

ously refining and generalising the Kane-Mele invariant is introduced and investigated in [14].

16We say that a manifold X is closed if it is compact and ∂X = ∅.
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In the case (X, τ) = (T3, τ) of interest from the physical point of view, however, Corollary 5.8

implies the equality (not just equivalence) of categories

QVBdlU (T
3, τ) = QVBdl(T3, τ) . (5.21)

That is, we do not lose any information by restricting to QVBdlU (T
3, τ) for 3-dimensional time-

reversal symmetric topological insulators: the Kane-Mele invariant is in fact defined for all

possible time-reversal symmetric band insulators in three space dimensions as constructed in

Section 4.5. ⊳

The Kane-Mele invariant was first introduced in [26, 27, 39]. Its form derived here can also

be found in [25, 30, 55] for the case X = T
3. The language of Quaternionic vector bundles is

particularly emphasised by [13, 15].

Let KQ(X, τ) := Gr(π0 QVBdl∼(X, τ)) denote the Quaternionic K-theory group of (X, τ),

and let KQU (X, τ) := Gr(π0 QVBdlU ∼(X, τ)) denote the subgroup of KQ(X, τ) generated by

the isomorphism classes of objects from QVBdlU (X, τ).

Proposition 5.22 (1) The Kane-Mele invariant KM(E−, τ̂) is independent of the choice of

trivialisation ϕ of E−, i.e. it is a topological invariant.

(2) Isomorphic Quaternionic vector bundles (E, τ̂E) ∼= (F, τ̂F ) in QVBdlU (X, τ) have the same

Kane-Mele invariant: KM(E, τ̂E) = KM(F, τ̂F ).

(3) The Kane-Mele invariant defines a homomorphism of commutative monoids

KM: π0 QVBdlU ∼(X, τ) −→ Z2 . (5.23)

(4) If (E, τ̂E), (F, τ̂F ) ∈ QVBdlU (X, τ), then setting

KM
(
[(E, τ̂E) , (F, τ̂F )]

)
:= KM(E, τ̂E) ·KM(F, τ̂F ) (5.24)

induces a homomorphism of abelian groups

KM: KQU (X, τ) −→ Z2 . (5.25)

Proof. (1) This has been checked already in (5.15).

(2) An isomorphism of Quaternionic vector bundles φ : (E, τ̂E) → (F, τ̂F ) allows us to in-

duce a trivialisation of E from any trivialisation of F by precomposing with φ. This choice of

trivialisation on E makes the two U(m)-valued transition functions on X of (E, τ̂E) and (F, τ̂F )

agree.

(3) The compatibility with direct sum follows from the explicit form (5.13) and the properties

of the trace.

(4) To see that KM is well-defined on KQU (X, τ), for any (R, τ̂R) ∈ QVBdlU (X, τ) we observe

that

KM
(
(E, τ̂E)⊕ (R, τ̂R)

)
·KM

(
(F, τ̂F )⊕ (R, τ̂R)

)
= KM(E, τ̂E) ·KM(F, τ̂F ) ·KM(R, τ̂R)

2

= KM(E, τ̂E) ·KM(F, τ̂F ) (5.26)

since KM is Z2-valued.
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Remark 5.27 There is equality KQU (T
3, τ) = KQ(T3, τ) by Corollary 5.8, and in particular

explicit computations give KQ(T3, τ) ∼= Z ⊕ Z
4
2 (see e.g. [43]). In the notations of Sections 4.2

and 4.5, there is also an isomorphism of K-theory groups KQ(T3, τ) ∼= KL̂,Z2(T3) given by sending

an L̂-twisted Z2-equivariant Z2-graded Hermitean vector bundle (E, α̂) to the Quaternionic

vector bundle (E−, αŝ,−1|E−) for a section ŝ given by a fixed lift T̂ of −1 ∈ Z2. Using this

isomorphism, one can define the Kane-Mele invariant on L̂-twisted Z2-equivariant K-theory

groups as well, i.e. on (reduced) topological phases realised as time-reversal symmetric band

insulators in three dimensions. ⊳

5.2 The Kane-Mele invariant and Chern-Simons theory

We shall now proceed to more geometric formulations and perspectives on the Kane-Mele in-

variant. It follows from Proposition 4.45 that the Bloch bundle (E−, τ̂) ∈ QVBdl(T3, τ) can

always be endowed with a τ̂ -invariant connection ∇. We thus consider a Quaternionic vec-

tor bundle with compatible connection (E−,∇, τ̂) on a closed and oriented involutive manifold

(X, τ) of dimension d = 3 with or(τ) = −1, whose underlying Hermitean vector bundle E− is

trivialisable. Since a trivialisation ϕ : E− → X ×C
m of E− as a Hermitean vector bundle does

not necessarily trivialise the connection ∇ on E−, we obtain an induced connection d + A on

X ×C
m for a connection 1-form A ∈ Ω1(X, u(m)), where u(m) is the Lie algebra of U(m). Sim-

ilarly, since the values of A are skewadjoint, the bundle X × Cm carries an induced connection

d+ τ∗A = d− τ∗At. These choices of connections make the diagram (5.10) into a commutative

square of Hermitean vector bundles with connections so that

−τ∗At = (wϕ ◦ θ)A (wϕ ◦ θ)−1 + (wϕ ◦ θ) d(wϕ ◦ θ)−1

= wϕAw
−1
ϕ + wϕ dw

−1
ϕ

= wϕ (−A
t)w−1

ϕ + wϕ dw
−1
ϕ ,

(5.28)

or equivalently after transposing, applying τ∗, and using τ∗wϕ = −wt
ϕ we have

A = w−1
ϕ (τ∗A)wϕ − w−1

ϕ dwϕ . (5.29)

The Chern-Simons 3-form associated to A is defined as [11, 20]

CS(A) =
1

4π
tr(A ∧ FA)−

1

24π
tr
(
A ∧ [A ∧A]

)
, (5.30)

where FA = dA+ 1
2 [A∧A] is the curvature of the connection d+A. The Chern-Simons 3-forms

of A and τ∗A are related as

CS(A) = τ∗ CS(A) + d
( 1

4π
tr
(
w−1
ϕ (τ∗A)wϕ ∧ w−1

ϕ dwϕ
))

− w∗
ϕHU(m) . (5.31)

Consequently, since X is closed we have
∫

X
CS(A) =

∫

X
τ∗CS(A)−

∫

X
w∗
ϕHU(m) , (5.32)

and making use of (5.1) we conclude that
∫

X
CS(A) = −

1

2

∫

X
w∗
ϕHU(m) ∈

1

2
Z . (5.33)

Thus we obtain the generalised version of [30, Proposition 2] developed in [25] as
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Proposition 5.34 If (E−, τ̂) ∈ QVBdlU (X, τ), the Kane-Mele invariant KM(E−, τ̂) coincides

with the Chern-Simons invariant of any Quaternionic connection on E−:

KM(E−, τ̂) = exp

(
2π i

∫

X
CS(A)

)
. (5.35)

This applies, in particular, to any Quaternionic vector bundle arising as the Bloch bundle of

a 3-dimensional time-reversal symmetric topological insulator.

5.3 The Kane-Mele invariant as a split Quaternionic obstruction

We shall now derive our first characterisation of Quaternionic vector bundles with trivial Kane-

Mele invariant. Consider again the sewing matrix wϕ : X → U(m) from (5.10). Since m ∈ 2N

is even, the map det ◦wϕ : X → U(1) satisfies

det ◦wϕ ◦ τ = det ◦(−wt
ϕ) = det ◦wϕ , (5.36)

i.e. it is a Z2-invariant function on X. Therefore this function does not wind around U(1), and

consequently we may choose a function f : X → R such that

exp
(
2π imf

)
= det ◦wϕ . (5.37)

We then obtain a function

w̃ϕ := exp(−2π i f)wϕ : X −→ SU(m) . (5.38)

This has essentially also been observed by [30]. A small but important new observation is that the

maps wϕ and w̃ϕ are homotopic under the inclusion SU(m) →֒ U(m). This can be established by

any deformation retract of R to 0 ∈ R, for any such retraction will induce a homotopy from f to

the constant map 0. In particular, this implies that the Kane-Mele invariant can be equivalently

written

KM(E−, τ̂) = exp

(
π i

∫

X
w̃∗
ϕHSU(m)

)
(5.39)

using the canonical 3-form HSU(m) on SU(m); abusing notation slightly, we will usually drop the

tilde and simply write wϕ for w̃ϕ.

The first few homotopy groups of SU(m) for m ∈ N with m ≥ 3 read as [59, p. 151]

πi(SU(m)) =

{
0 , i = 1, 2, 4 ,

Z , i = 3 ,
(5.40)

as well as π1(SU(2)) = π2(SU(2)) = 0, π3(SU(2)) = Z, and π4(SU(2)) = Z2. Moreover, since

SU(m) is a compact simple and simply-connected Lie group, or alternatively by Hurewicz’ The-

orem, we infer that its third integer homology group reads H3(SU(m),Z) ∼= Z. Using (5.40) and

the Universal Coefficient Theorem, we infer that H3(SU(m),Z) ∼= Z as well.

A generator of H3(SU(m),Z) corresponds to a homotopy class of maps u3 : SU(m) → K(Z, 3)

that induce an isomorphism

u
∗
3 : H

3(K(Z, 3),Z)
∼=

−→ H3(SU(m),Z) . (5.41)

49



Recall that there is a diffeomorphism h : S3 → SU(2). Consider the inclusion ι2,m : SU(2) →

SU(m), u 7→ u⊕ 1, and observe that

ι∗2,mHSU(m) = HSU(2) . (5.42)

Define homomorphisms of abelian groups

Ξ = (−)∗[HSU(m)] : π3(SU(m)) = [S3,SU(m)] −→ H3(S3,Z) , [a] 7−→ a∗[HSU(m)] (5.43)

and

Ψ: H3(S3,Z) −→ π3(SU(m)) , k h∗[HSU(2)] 7−→ k [ι2,m ◦ h] , (5.44)

where k ∈ Z and [HSU(m)] is the canonical generator of H3(SU(m),Z) ∼= Z represented by the

canonical 3-form HSU(m) ∈ Ω3(SU(m)). We compute

Ξ ◦Ψ
(
k h∗[HSU(2)]

)
= Ξ

(
k [ι2,m ◦ h]

)

= k (ι2,m ◦ h)∗[HSU(m)]

= k h∗[HSU(2)] .

(5.45)

Thus Ψ is right inverse to Ξ, implying that Ψ is injective and Ξ is surjective. In particular, Ξ

is a surjective homomorphism of abelian groups whose source and target are both canonically

isomorphic to Z, and consequently Ξ is a group isomorphism.

The canonical isomorphism ΦSU(m) : [SU(m),K(Z, 3)] → H3(SU(m),Z) is given by [f ] 7→

f∗K3, where K3 ∈ H3(K(Z, 3),Z) is the canonical generator of the third integer cohomology

group of K(Z, 3). By construction we have ΦSU(m)([u3]) = u∗3K3 = [HSU(m)]. Using the canonical

isomorphism ΦS3 : π3(K(Z, 3)) → H3(S3,Z) given by ΦS3([g]) = g∗K3, for [f ] ∈ π3(SU(m)) we

thus have

ΦS3 ◦ π3(u3)[f ] = ΦS3

(
[u3 ◦ f ]

)
= (u3 ◦ f)

∗K3 = f∗[HSU(m)] . (5.46)

That is, there is a commutative diagram of abelian groups

π3(SU(m)) H3(S3,Z)

π3(K(Z, 3))

(−)∗[HSU(m)]

∼=

π3(u3)
∼= Φ

S3 (5.47)

This shows that u3 induces an isomorphism of third homotopy groups, and we have thus estab-

lished

Proposition 5.48 For m ≥ 2, any continuous (and hence any smooth) map u3 : SU(m) →

K(Z, 3) such that ΦSU(m)[u3] is a generator of H3(SU(m),Z) ∼= Z induces a 4-equivalence from

SU(m) to K(Z, 3).

Combining this with [64, Theorem 6.31] we obtain a heuristic picture: from the point of view

of any manifold of dimension less than four, the group SU(m) looks like the Eilenberg-MacLane

space K(Z, 3). More precisely, we have

Corollary 5.49 If X is a CW-complex of dimension d ≤ 3 and m ≥ 2 then

H3(X,Z) ∼= [X,K(Z, 3)] ∼= [X,SU(m)] . (5.50)
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If (X, τ) is a 3-dimensional closed connected and orientable involutive manifold with orienta-

tion-reversing involution τ , pairing a cocycle with the fundamental class of X yields an isomor-

phism ∫
X : H3(X,Z) −→ Z . (5.51)

From this it follows that
∫
X ω ∈ 2Z if and only if there exists [η] ∈ H3(X,Z) such that [ω] = 2 [η].

Combining this with the orientation-reversing involution we deduce that
∫
X ω ∈ 2Z if and only

if there exists [η] such that [ω] = [η]− τ∗[η].

Writing m = 2n, and using the fact that Corollary 5.49 holds for any n ≥ 2, we can express

the cohomology class [η] as the homotopy class of a map g : X → SU(n). We set

w :=

(
0 g

−(g ◦ τ)t 0

)
. (5.52)

Let κ : U(m) → U(m) be the involution which sends w 7→ −wt. Since m is even, the map κ

preserves the subgroup SU(m).

Lemma 5.53 (1) The map w is SU(m)-valued and satisfies w ◦ τ = κ ◦ w.

(2) w∗[HSU(m)] = g∗[HSU(n)]− τ∗
(
g∗[HSU(n)]

)
= [η]− τ∗[η] .

Proof. It is straightforward to see that w : X → U(m). The necessary restriction on the de-

terminant det(w) = det
(
g (g ◦ τ)t

)
= 1 follows from the fact that m = 2n is even and since

det(g) = 1.

The second claim is a consequence of the fact that

w∗HSU(m) = g∗HSU(n) − τ∗(g∗HSU(n)) (5.54)

which can be seen by a direct computation.

Definition 5.55 (Split Quaternionic vector bundle) A Quaternionic vector bundle (E−, τ̂)

of rank m = 2n on an involutive manifold (X, τ) is split Quaternionic if there exists a Hermitean

vector bundle F → X of rank n with an automorphism σ and a unitary isomorphism φ : E− →

τ∗F ⊕ F ∗ such that

φt ◦ τ̂ ◦ τ∗φ−1 =

(
0 σ

−τ∗σt 0

)
, (5.56)

where the superscript t denotes the fibrewise transpose of a morphism of vector bundles.

Theorem 5.57 Let (X, τ) be an orientable connected and closed 3-dimensional CW-complex

with orientation-reversing involution τ , and Xτ 6= ∅. Let (E−, τ̂) ∈ QVBdlU (X, τ) with

rk(E−) = m = 2n. The following statements are equivalent:

(1) The Kane-Mele invariant of (E−, τ̂) is trivial: KM(E−, τ̂) = 1.

(2) There exists a trivialisation ϕ of E− such that the induced Quaternionic structure on X×C
m

is homotopic to a split Quaternionic structure on X × (Cn ⊕ C
n): there is a homotopy of

SU(m)-valued maps

wϕ ≃ w =

(
0 g

−(g ◦ τ)t 0

)
(5.58)

for some map g : X → SU(n).

51



(3) There exists a trivialisation ϕ′ of E− such that the induced Quaternionic structure on X×C
m

is homotopic to the trivial Quaternionic structure on X × (Cn ⊕ C
n): there is a homotopy

of SU(m)-valued maps

wϕ′ ≃ w0 =

(
0 1

−1 0

)
. (5.59)

Proof. The equivalence of (1) and (2) has been established in Corollary 5.49 and Lemma 5.53.

The implication (3)⇒(1) is immediate. If KM(E−, τ̂) = 1 then there exists a trivialisation ϕ of

E− such that
∫
X w∗

ϕHSU(m) ∈ 2Z with wϕ : X → SU(m). From the computation in (5.15) to-

gether with Corollary 5.49, we infer that there exists a : X → SU(m) such that
∫
X w∗

ϕ′HSU(m) = 0

for ϕ′ = a ◦ ϕ. Thus again by Corollary 5.49 the map wϕ′ is nullhomotopic, i.e. it is homotopic

to any constant map X → SU(m), and we may choose this map to be w0.

The homotopies appearing here are not related to the involution τ . This reflects the fact that

the Z2-valued Kane-Mele invariant does not detect the complete information about Quaternionic

vector bundles on 3-dimensional CW-complexes. There is a more refined version of the Kane-

Mele invariant, called the FKMM invariant in [14], which is sufficient to distinguish Quaternionic

vector bundles on involutive CW-complexes of dimension d ≤ 3.

Remark 5.60 From the perspective of topological phases of quantum matter, we see from

Theorem 5.57 that the Kane-Mele invariant neither detects fully whether a given Quaternionic

vector bundle with trivial underlying Hermitean vector bundle defines a nontrivial Quaternionic

K-theory class nor whether it is trivialisable as a Quaternionic vector bundle. Nevertheless, The-

orem 5.57 gives a precise geometric meaning to the invariant KM(E−, τ̂): it measures whether

there exists a global frame of E− which, in a way made precise by (5.59), is a trivialisation of

(E−, τ̂) up to nonequivariant homotopy.

Thus the 3-dimensional Kane-Mele invariant considered here, as well as in [25, 30], is a

considerably weaker invariant of time-reversal symmetric topological phases than the invariants

constructed in [14, 18, 27] which in three dimensions conclusively answer the question of whether

Quaternionic vector bundles of the above type are Quaternionic trivialisable. In both cases the

invariants are valued in Z
4
2 when the base space coincides with the 3-dimensional Brillouin torus

X = XΠ = T
3 (containing both the strong 3-dimensional and all three weak 2-dimensional

Kane-Mele invariants). The invariant in [14] can even be understood as the Quaternionic first

Chern class and, similarly to Proposition 5.6, this classifies Quaternionic vector bundles in low

dimensions. ⊳

6 Localisation of the Kane-Mele invariant

6.1 The Kane-Mele invariant as a localisation formula

Next we investigate the interplay between the geometry of the canonical 3-form HU(m) on U(m),

and the involutions on the unitary group U(m) and on the Brillouin torus XΠ = T
3. As before,

let κ : U(m) → U(m) be the involution given by κ(g) = −gt. For differential forms ω and η of

degrees p and q, respectively, valued in m×m matrices with complex coefficients we have

(ω ∧ η)t = (−1)p q ηt ∧ ωt . (6.1)
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Consequently the canonical 3-form HU(m) on U(m) satisfies

κ∗HU(m) = −HU(m) , (6.2)

i.e. it is a Real 3-form [37], and we have κ ◦ wϕ = wϕ ◦ τ .

We can now rewrite the Kane-Mele invariant as follows. Let X3 := T
3 and let F 3 ⊂ T

3

denote one of the halves of the 3-torus which provides a fundamental domain for the Z2-action

τ . That is, for T3 = [−π, π]3/∼ and τ acting as inversion through the origin, we can take F 3 =

[−π, π]2/∼ × [0, π]. Then ∂F 3 = ∂(X3\F 3), where overline denotes orientation-reversal, and

τ : F 3 → X3\F 3 is an orientation-reversing diffeomorphism; that is τ(F 3) = X3\F 3. Therefore

(∂F 3, τ|∂F 3) is an involutive manifold with orientation-preserving involution. As F 3 ≃ T
2, there

exists η2 ∈ Ω2(F 3) such that dη2 = (w∗
ϕHU(m))|F 3 . Over X3\F 3, we have (w∗

ϕHU(m))|X3\F 3 =

−τ∗
(
(w∗

ϕHU(m))|F 3

)
= −τ∗dη2. Putting everything together we have

∫

X3

w∗
ϕHU(m) =

∫

F 3

dη2 +

∫

X3\F 3

(
− d τ∗η2

)

=

∫

∂F 3

η2 −

∫

∂(X3\F 3)
τ∗η2

=

∫

X2

(
η2 + τ∗η2

)
,

(6.3)

where we have set X2 := ∂F 3. The computation of the Kane-Mele invariant has thus been

reduced from an integral of a 3-form over the 3-dimensional manifold X3 = T
3 = XΠ to an

integral of a 2-form ρ2 := (η2 + τ∗η2)|X2 over the 2-dimensional involutive manifold (X2, τ|X2).

Whereas w∗
ϕHU(m) was Real for the orientation-reversing involution τ , the new 2-form ρ2 is

invariant with respect to the orientation-preserving involution τ|X2 .

For a different choice η2 ′ = η2 + β2, we must have dβ2 = 0 in order to satisfy dη2 ′ =

(w∗
ϕHU(m))|F 3 . Consequently

∫

∂F 3

η2 ′ =

∫

∂F 3

(
η2 + β2

)
=

∫

F 3

(
dη2 + dβ2

)
=

∫

∂F 3

η2 , (6.4)

so that ∫

X2

(
η2 + τ∗η2

)
=

∫

X3

w∗
ϕHU(m) =

∫

X2

(
η2 ′ + τ∗η2 ′

)
. (6.5)

We also have dρ2 = 0 by dimensional reasons, so that we are in a very similar situation

to that we started with, only in one dimension lower, and with Reality swapped for invariance

and orientation-reversal for orientation-preservation. We can now iterate the above argument

to obtain ∫

X3

w∗
ϕHU(m) =

∫

X2

ρ2 =

∫

X1

ρ1 =

∫

X0

ρ0 , (6.6)

where Xd = ∂F d+1 is the boundary of a fundamental domain of Xd+1 and F d+1 consists of

a disjoint union of half tori, one in each connected component of Xd+1. Each pair (Xd, τ|Xd)

is an involutive manifold, where τd := τ|Xd reverses the orientation if d is odd and preserves

the orientation if d is even. Similarly τd ∗ρd = (−1)d ρd. By construction, X0 = (Xd)τ
d
=

{k ∈ Xd | τd(k) = k} is the set of fixed points of the Z2-action in every dimension, which has
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cardinality 23 = 8. Hence the Wess-Zumino-Witten action functional
∫

X3

w∗
ϕHU(m) =

∑

k∈(X3)τ

ρ0(k) (6.7)

is given simply by a sum of the values of ρ0 over the set of fixed points in the Brillouin zone X3,

which are the time-reversal invariant momenta. We have not yet commented on the possible

dependence on the choice of ηd in each dimension, but we will do so in the more careful analysis

below.

6.2 A Mayer-Vietoris Theorem for involutive manifolds

We will now provide a more general topological explanation for the fixed point formula expressing

the Kane-Mele invariant above. Let (Xd, τd) be an involutive d-dimensional manifold and for

p ∈ N0 set
Ωp±(X

d) :=
{
ω ∈ Ωp(Xd)

∣∣ τd ∗ω = ±ω
}
,

Ωp± cl(X
d) := ker

(
d: Ωp±(X

d) → Ωp+1
± (Xd)

)
,

HpdR±(X
d) :=

Ωp± cl(X
d)

dΩp−1
± (Xd)

.

(6.8)

We refer to HpdR+(X
d) as the p-th equivariant de Rham cohomology group of Xd, and to

HpdR−(X
d) as the p-th Real de Rham cohomology group of Xd.

Lemma 6.9 Let (Xd, τd), (Y d′ , τ ′ d
′

) be involutive manifolds. Let f, g ∈ MfdZ2

(
Xd, Y d′

)
be

smooth maps which intertwine the involutions, and let h : [0, 1]×Xd → Y d′ be a smooth homotopy

from f to g such that h(t, τd(x)) = τ ′ d
′

◦ h(t, x) for all t ∈ [0, 1] and x ∈ Xd. Then the

induced pullbacks in equivariant and Real de Rham cohomology agree: f∗ = g∗ : HpdR±(Y
d′) →

HpdR±(X
d).

Proof. The compatibility of f and g with the involutions implies that both f∗ and g∗ define

homomorphisms from HpdR±(Y
d′) to HpdR±(X

d). Denote by t : X
d →֒ [0, 1]×Xd , x 7→ (t, x) the

inclusion at t ∈ [0, 1], and let ω′ ∈ Ωp±(Y
d′). Let ιZω

′ be the contraction of a vector field Z into

the first slot of the differential form ω′. Then [48]

g∗ω′ − f∗ω′ = ∗1 h
∗ω′ − ∗0 h

∗ω′ = d

(∫ 1

0
∗t
(
ι∂t h

∗ω′
)
dt

)
. (6.10)

Now

τd ∗
(∫ 1

0
∗t
(
ι∂t h

∗ω′
)
dt

)
=

∫ 1

0
∗t (1× τd ∗)

(
ι∂t h

∗ω′
)
dt

=

∫ 1

0
∗t
(
ι∂t (1× τd ∗)h∗ω′

)
dt

=

∫ 1

0
∗t
(
ι∂t h

∗τ ′ d
′ ∗ω′

)
dt

= ±

∫ 1

0
∗t
(
ι∂t h

∗ω′
)
dt ,

(6.11)

so that f∗ω′ and g∗ω′ differ by an element of dΩp−1
± (Xd).
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Let F d ⊂ Xd be a fundamental domain for a nontrivial Z2-action τd, i.e. τd restricts to a

diffeomorphism F d → Xd\F d.

Proposition 6.12 Set Xd−1 = ∂F d and assume that Xd−1 ⊂ Xd is an embedded submanifold.

(1) There exists an open neighbourhood Ud of Xd−1 in Xd which is invariant under τd and

which retracts Z2-equivariantly onto Xd−1.

(2) Let V d = F d ∪ Ud. There exists a partition of unity on Xd subordinate to the cover Xd =

V d ∪ τd(V d) of the form (f, τd ∗f) for some smooth function f : V d → R.

(3) For any p ∈ N0 there is a short exact sequence of R-vector spaces

0 Ωp∓(X
d) Ωp(V d) Ωp±(U

d) 0 ,
ı∗d (1±τd ∗) ∗d

(6.13)

where ıd : V
d →֒ Xd and d : U

d →֒ V d are inclusions of open subsets.

(4) There is a short exact sequence of complexes of vector spaces

0 Ω•
∓(X

d) Ω•(V d) Ω•
±(U

d) 0 .
ı∗d (1±τd ∗) ∗d

(6.14)

Proof. (1) Consider an outward-pointing normal vector field Ňd−1
+ on Xd−1 ⊂ F d. Since Xd−1

is a closed submanifold of Xd, we can find an extension Nd−1
+ of Ňd−1

+ to a smooth vector field

on Xd. Because it is smooth, Nd−1
+ is nowhere-vanishing on an open neighbourhood of Xd−1

in Xd. We can make it Z2-invariant by setting Nd−1 = 1
2 (N

d−1
+ + τd∗N

d−1
+ ). Now there exists

ǫ > 0 such that the flow ΦN
d−1

of Nd−1 is defined on (−ǫ, ǫ) × Xd−1 and invertible, i.e. a

diffeomorphism onto its image

Ud := ΦN
d−1(

(−ǫ, ǫ)×Xd−1
)
. (6.15)

Since Nd−1 is an invariant vector field, we have ΦN
d−1

t ◦ τd = (1(−ǫ,ǫ) × τd) ◦ ΦN
d−1

−t , thus

making ΦN
d−1

: (−ǫ, ǫ)×Xd−1 → Ud a diffeomorphism of involutive manifolds if (−ǫ, ǫ)×Xd−1

is endowed with the involution (inv× τd−1)(t, k) = (−t, τd(k)). The claimed retraction is given

by composing the canonical retraction of (−ǫ, ǫ)×Xd−1 onto Xd−1 with ΦN
d−1

.

(2) There exists a partition of unity (g0, g1) subordinate to Xd = V d ∪ τd(V d), as this is

locally finite, with g0 defined on V d and g1 on τd(V d). We set f = 1
2 (g0 + τd ∗g1).

(3) For exactness at Ωp∓(X
d), if ω ∈ Ωp∓(X

d) with ı∗d ω = ω|V d = 0, then ω|τd(V d) =

∓ τd ∗(ω|V d) = 0 and hence ω = 0.

Next we check exactness at Ωp(V d). For η ∈ Ωp(V d) such that η|Ud ± (τd ∗η)|Ud = 0,

consider the form ω given by ω|V d = η and ω|τd(V d) = ∓ τd ∗η. This is well-defined since

η|Ud − (∓ τd ∗η)|Ud = 0, and moreover ω ∈ Ωp∓(X
d) by construction with ı∗d ω = η.

For exactness at Ωp±(U
d), if ρ ∈ Ωp±(U

d) and (f, τd ∗f) is a partition of unity as in state-

ment (2), set

(∆p
0 ρ)|k =

{
(τd ∗f)(k) ρ|k , k ∈ Ud ,

0 , k ∈ V d\supp(τd ∗f) .
(6.16)

This defines a smooth form ∆p
0 ρ ∈ Ωp(V d). Then

(∆p
0 ρ)|Ud ± (τd ∗∆p

0 ρ)|Ud = (τd ∗f) ρ± f τd ∗ρ = (τd ∗f + f) ρ = ρ , (6.17)
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thus proving surjectivity of (1± τd ∗) ∗d.

(4) The maps in the short exact sequence (6.13) are combinations of pullbacks and thus

compatible with the exterior derivative d.

Remark 6.18 The exact same line of argument applies to any open subset V d ⊂ Xd and

Ud = V d ∩ τd(V d) such that Xd = V d ∪ τd(V d). That is, there exists a partition of unity

subordinate to the cover (V d, τd(V d)) of the form (f, τd ∗f), and there is a short exact sequence

of cochain complexes of R-vector spaces of the same form as (6.14). ⊳

Applying the Zig-Zag Lemma to the short exact sequence of cochain complexes (6.14), we

immediately obtain

Theorem 6.19 If (Xd, τd) is an involutive manifold, with V d ⊂ Xd an open subset such that

Xd = V d ∪ τd(V d) and Ud = V d ∩ τd(V d), then there is a long exact sequence of cohomology

groups

· · · Hp−1
dR∓(X

d) Hp−1
dR (V d) Hp−1

dR±(U
d)

HpdR∓(X
d) HpdR(V

d) HpdR±(U
d) · · ·

ı∗d (1±τd ∗) ∗d

∆p−1

ı∗d (1±τd ∗) ∗d

(6.20)

Remark 6.21 Theorem 6.19 could as well be derived starting from the short exact sequence of

complexes of sheaves of abelian groups

0 // A•
∪∓

// A• // A•
∩±

// 0 , (6.22)

where for open subsets U ⊂ Xd we define A•
∪∓(U) = Ω•

∓(U ∪ τd(U)), together with A•(U) =

Ω•(U) and A•
∩±(U) = Ω•

±(U ∩ τd(U)), with the morphisms as in (6.14) promoted accordingly

to morphisms of sheaves. ⊳

Corollary 6.23 If (Xd, τd) is an involutive manifold with a fundamental domain F d, if we set

(Xd−1, τd−1) := (∂F d, τd
|∂F d), and if Ud, V d ⊂ Xd are chosen as in Proposition 6.12, then there

is a long exact sequence of cohomology groups

· · · Hp−1
dR∓(X

d) Hp−1
dR (V d) Hp−1

dR±(X
d−1)

HpdR∓(X
d) HpdR(V

d) HpdR±(X
d−1) · · ·

ı∗d ψp−1
d

∆d,p−1

ı∗d ψp
d

(6.24)

Proof. Lemma 6.9 shows that the pullback along the collapsing map pd : U
d → Xd−1 induces

an isomorphism p∗d : H
•
dR±(X

d−1) → H•
dR±(U

d). Its inverse is the pullback along the inclusion

ıXd−1 : Xd−1 →֒ Ud. The homomorphisms in the long exact sequence (6.24) are defined via the
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commutative diagram

· · · Hp−1
dR∓(X

d) Hp−1
dR (V d) Hp−1

dR±(U
d) HpdR∓(X

d) · · ·

· · · Hp−1
dR∓(X

d) Hp−1
dR (V d) Hp−1

dR±(X
d−1) HpdR∓(X

d) · · ·

ı∗d (1±τd ∗) ∗d ∆p−1

ı∗
Xd−1

ı∗d ψp−1
d ∆d,p−1

p∗d

(6.25)

which yields the sequence.

As an application of this Mayer-Vietoris Theorem that we will use below, let us assume that

Xd is a closed oriented manifold, i.e. it is compact, oriented and ∂Xd = ∅. Suppose that

ω ∈ Ωd∓(X
d) is a top form with ı∗d [ω] = 0. Then by Theorem 6.19 there exists ρ ∈ Ωd−1

± cl (U
d)

such that [ω] = ∆d−1[ρ]. We will now determine a choice of such closed form ρ explicitly.

Proposition 6.26 Let (Xd, τd) be an involutive manifold with a fundamental domain F d such

that Xd closed and oriented, and let V d ⊂ Xd be open such that Xd = V d ∪ τd(V d). Set Ud =

V d∩ τd(V d). Suppose that Ud is a Z2-equivariant deformation retract onto an invariant (d−1)-

dimensional submanifold Xd−1 ⊂ Ud with orientation induced from ∂V d. Then any class [ω] ∈

ker(ı∗d) ⊂ HddR∓(X
d) has a preimage [ρ] ∈ Hd−1

dR±(X
d−1) under the connecting homomorphism

∆d,d−1 satisfying ∫

Xd

ω =

∫

Xd−1

ρ . (6.27)

Proof. Let ω ∈ Ωd∓(X
d) with ω|V d = dη for some η ∈ Ωd−1(V d), and set ρ′ = η|Ud ± τd ∗η|Ud .

Then ρ′ ∈ Ωd−1
± cl (U

d), and the explicit form of the connecting homomorphism ∆d−1 in the long

exact sequence (6.20) obtained from the Zig-Zag Lemma shows that ∆d−1[ρ′ ] = [ω]. Using

ω|V d = dη and ω|τd(V d) = ∓ d(τd ∗η), and keeping careful track of induced orientations, by an

application of Stokes’ Theorem we then have

∫

Xd

ω =

∫

F d

ω +

∫

Xd\F d

ω

=

∫

F d

dη +

∫

Xd\F d

∓ dτd ∗η

=

∫

Xd−1

(
η ± τd ∗η

)

=

∫

Xd−1

ρ′ .

(6.28)

Using the long exact sequence (6.24) and the definition of its structure maps from (6.25), we

infer that ı∗
Xd−1 [ρ

′ ] = [ı∗
Xd−1ρ

′ ] satisfies

∆d,d−1
(
ı∗Xd−1 [ρ

′ ]
)
= ∆d−1[ρ′ ] = [ω] . (6.29)

The result then follows by setting ρ = ı∗
Xd−1ρ

′.

Corollary 6.30 Let (Xd, τd) be a closed and oriented involutive manifold with a fundamental

domain F d and define (Xd−1, τd−1) = (∂F d, τd
|∂F d). Let Ud be a small thickening of Xd−1 as in
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Proposition 6.12. If [ω] ∈ HddR∓(X
d) is in ker(ı∗d) for V d = F d ∪ Ud, then there exists a class

[ρ] ∈ Hd−1
dR±(X

d−1) with ∆d,d−1[ρ] = [ω]. Any such preimage [ρ] of [ω] under ∆d,d−1 satisfies

∫

Xd−1

ρ =

∫

Xd

ω . (6.31)

Proof. The first assertion follows from Proposition 6.26 together with Corollary 6.23. For the

second assertion, it follows from the long exact sequence (6.24) that there exists a (d−1)-form

α± ∈ Ωd−1
± (Xd−1) and a form η ∈ Ωd−1

cl (V d) such that

ρ′ − ρ = η|Xd−1 ± τd ∗η|Xd−1 + dα± . (6.32)

Consequently ∫

Xd−1

ρ′ =

∫

Xd−1

(
ρ+ (η ± τd ∗η) + dα±

)

=

∫

Xd−1

ρ+

∫

F d

dη ± or(τd)

∫

τd(F d)
dη

=

∫

Xd−1

ρ

(6.33)

since Xd−1 = ∂F d and η is closed.

6.3 A Localisation Theorem for filtered involutive manifolds

For a continuous map f : X → Y of topological spaces, we write π0(f) : π0(X) → π0(Y ) for the

homomorphism induced on connected components.

Definition 6.34 (Componentwise involutive triple) A componentwise involutive triple

(Xd, τd, F d) consists of a d-dimensional involutive manifold (Xd, τd) and a choice F d ⊂ Xd of

a fundamental domain for τd such that:

(1) π0(τ
d) = 1π0(Xd), i.e. τ

d preserves connected components of Xd.

(2) (Xd−1, τd−1) := (∂F d, τd
|∂F d) is a nonempty involutive manifold.

(3) π0(τ
d−1) = 1π0(Xd−1), i.e. τ

d
|∂F d preserves connected components of ∂F d.

Definition 6.35 (Filtered involutive manifold) An n-dimensional filtered involutive man-

ifold is a sequence {(Xd, τd, F d)}d=0,1,...,n of componentwise involutive triples such that Xn is

a closed manifold, Xd−1 = ∂F d and τd−1 = τd
|∂F d for all d = 2, . . . , n, and X0 = ∂F 1 with

τ0 = τ|X0 = 1X0 .

An n-dimensional filtered involutive manifold is oriented if Xn is oriented, all fundamental

domains F d are endowed with the induced orientations from their ambient spaces, Xd are en-

dowed with the orientations inherited from F d and outward-pointing normal vector fields, and

or(τd) = (−1)d for all d = 0, 1, . . . , n.

By definition X0 = (Xd)τ
d
6= ∅, for all d = 0, 1, . . . , n, is the set of fixed points of all

involutions τd, which we require to be nonempty.

Example 6.36 Consider the componentwise involutive triple (Tn, τn, Fn): we take the n-torus

T
n = [−π, π]n/∼ with τn(k0, k1, . . . , kn−1) = (−k0,−k1, . . . ,−kn−1) to obtain an involutive

manifold of dimension n. Its involution τn preserves the orientation if n is even and reverses
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the orientation if n is odd. A fundamental domain is given by Fn = [−π, π]n−1/∼ × [0, π],

which yields Xn−1 = ∂Fn ∼= T
n−1 ⊔ T

n−1. Then τn−1 acts on each of the two copies of Tn−1

via τn−1(k0, k1, . . . , kn−2) = (−k0,−k1, . . . ,−kn−2). In this way we obtain the n-dimensional

oriented filtered involutive manifold with

(Xd, τd, F d) =

2n−d⊔

i=1

(
T
d, (k0, k1, . . . , kd−1) 7→ (−k0,−k1, . . . ,−kd−1), Td−1 × [0, π]

)
(6.37)

for 1 ≤ d ≤ n, and with X0 consisting of the 2n distinct fixed points of τn on T
n where ki = 0, π

for i = 0, 1, . . . , n− 1. ⊳

Example 6.38 Consider the standard round unit n-sphere Sn ⊂ R
n+1 with the involution τn

induced by the restriction of

τ1,n : Rn+1 −→ R
n+1 , τ1,n(k0, k1, . . . , kn) = (k0,−k1, . . . ,−kn) . (6.39)

That is, τn is the inversion through the k0-axis in R
n+1. If N := (1, 0, . . . , 0) is the north pole

and S := (−1, 0, . . . , 0) the south pole of Sn, the derivative dτn induces the inversion through the

origin in the tangent space TNS
n to Sn at the north pole. Hence τn preverses the orientation of

Sn if n is even and reverses the orientation if n is odd. A fundamental domain of the involutive

manifold (Sn, τn) is given by the hemisphere

Fn =
{
k ∈ Sn

∣∣ k1 ≥ 0
}
. (6.40)

This manifold is diffeomorphic to an n-disk, so its boundary

Xn−1 = ∂Fn =
{
k ∈ Sn

∣∣ k1 = 0
}
∼= Sn−1 (6.41)

is an (n−1)-sphere in R
n+1. The involution τn restricts to an involution τn−1 on Sn−1, which is

again given by the inversion through the k0-axis. Iterating these choices gives an n-dimensional

oriented filtered involutive manifold {(Xd, τd, F d)}d=0,1,...,n with

Xd = ∂F d+1 =
{
k ∈ Sn

∣∣ k1 = · · · = kn−d = 0
}
∼= Sd , (6.42)

together with τd the inversion through the k0-axis and F d the hemisphere as described, for

1 ≤ d ≤ n− 1, and

X0 =
{
S = (−1, 0, . . . , 0) , N = (1, 0, . . . , 0)

}
, (6.43)

which is precisely the set of fixed points of the Z2-action τ
n on Sn. ⊳

Given an oriented filtered involutive manifold {(Xd, τd, F d)}d=0,1,...,n, Corollary 6.30 yields

a commutative diagram

ker(ı∗n)
Hn−1

dR (−1)n−1(X
n−1)

ψn−1
n Hn−1

dR (V n)

R

∼=

ϕn

∫
Xn ∫

Xn−1

(6.44)

where ψn−1
n is defined in (6.25). If Hn−1

dR (V n) = 0 we can apply the same reasoning a second

time, thus giving an (n− 2)-form ρn−2 ∈ Ωn−2
(−1)n cl(X

n−2) such that
∫

Xn−2

ρn−2 =

∫

Xn

ω , (6.45)

if ω ∈ Ωn(−1)n cl(X
n) represents the class that we started with in dimension n. Hence we deduce
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Theorem 6.46 Let {(Xd, τd, F d)}d=0,1,...,n be an oriented filtered involutive manifold such that

Hd−1
dR (V d) = 0 with V d chosen as in Proposition 6.12 for all d = 1, . . . , n. Then

HndR (−1)n(X
n) ∼= HndR(X

n) , (6.47)

and the integral of any n-form over Xn can be localised to a sum over the fixed point set X0 =

(Xn)τ
n
.

Proof. Let Xn =
⊔
c∈π0(Xn) X

n
c denote the decomposition of Xn into its connected components.

Since Xn is closed and oriented, its top degree de Rham cohomology reads

HndR(X
n) ∼=

⊕

c∈π0(Xn)

HndR(X
n
c )

∼= R
|π0(Xn)| . (6.48)

If we denote the inclusion of Xn
c into Xn by Xn

c
: Xn

c →֒ Xn, and let (ec)c∈π0(Xn) be the standard

basis of R|π0(Xn)|, the isomorphism (6.48) is given by

[ω] 7−→
∑

c∈π0(Xn)

∫

Xn
c

∗Xn
c
ω ec . (6.49)

Since τn preserves connected components, Example B.13 from Appendix B below implies R ∼=

HndR(X
n
c )

∼= HndR (−1)n(X
n
c ) for all c ∈ π0(X

n). The first statement then follows from the fact

that H•
dR± maps disjoint unions of invariant manifolds to direct sums of cohomology groups.

The map HndR (−1)n(X
n) → HndR(X

n) is therefore a bijection in this case. Thus given [ω] ∈

HndR(X
n) we find [ω′ ] ∈ HndR (−1)n(X

n) with the same de Rham class, and hence the same

integral over Xn. To this we can apply the localisation technique described above, i.e. by

successively choosing preimages under the connecting homomorphisms ∆d,d−1 in the long exact

sequence (6.24).

Remark 6.50 Given an n-form on Xn with the appropriate transformation behaviour under

τn, any successive choices of fundamental domains Fn−k and preimage (n− k)-forms under the

connecting homomorphisms down to the level of fixed points X0 ⊂ Xn will ultimately yield

a set of real numbers ρ0(k) ∈ R, k ∈ X0, whose sum is by Theorem 6.46 the desired integral

of the original n-form. For this, we have to choose a sequence of forms (ρn, . . . , ρ1, ρ0), where

ρd ∈ Ωd
(−1)d cl

(Xd). These forms are related to each other in the sense that ∆d,d−1[ρd−1] = [ρd].

The localisation formula then reads
∫

Xn

ρn =
∑

k∈X0

ρ0(k) . (6.51)

This is in some sense similar to the more familiar case of an equivariantly closed differential

form in the Cartan model for the U(1)-equivariant cohomology of a manifold M with a smooth

U(1)-action (see for instance [65]). In this case, unlike the situation in Appendix B below,

the equivariant exterior derivative is d + ιξ where ιξ is the contraction with the fundamental

vector field ξ generating the induced U(1)-action on Ω•(M). That is, a U(1)-equivariantly closed

differential form is a sequence (αn, . . . , α1, α0), αd ∈ Ωd(M), satisfying dαd−1 + ιξα
d+1 = 0 for

all d = 1, . . . , n − 1. As in our localisation formalism, if a given form αn can be completed to a

U(1)-equivariantly closed form then this can usually be done in many ways, i.e. there are choices

involved in picking the forms αd. ⊳
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Setting n = 3, we can now apply this localisation formalism to the Kane-Mele invariant in

certain cases. For a Bloch bundle (E−, τ̂3) ∈ QVBdlU (X
3, τ3) over the Brillouin zone X3 of

a 3-dimensional time-reversal symmetric topological phase of type AII band insulators, under

suitable conditions we thereby derive

KM
(
E−, τ̂3

)
= exp

(
π i

∫

X3

w∗
ϕHU(m)

)
=

∏

k∈(X3)τ

exp
(
π i ρ0(k)

)
. (6.52)

Example 6.53 Electrons interacting with a crystalline structure are described in terms of

Bloch theory with crystal momenta defined in the periodic Brillouin zone X3 = T
3, as in

Section 4.5. In this case we are in the situation of Section 6.1 and Example 6.36 with n = 3.

Write the class of the Wess-Zumino-Witten 3-form in Real de Rham cohomology as [w∗
ϕHU(m)] =

υ
(2π)3

[dk0 ∧ dk1 ∧ dk2] where υ ∈ Z, so that [w∗
ϕHU(m)] = υ in H3

dR(T
3) ∼= R. With the effective

Brillouin zone F 3 = T
2 × [0, π] ≃ T

2 and V 3 = T
2 × (−ǫ, π + ǫ) for some 0 < ǫ < π

2 , we can

choose η2 = υ
(2π)3

k2 dk0 ∧ dk1 with dη2 =
(
w∗
ϕHU(m)

)
|V 3 . With X2 = ∂F 3 = T

2
0 ⊔ T

2
π, where

T
2
θ := T

2 × {θ} for θ = 0, π, we then find that ρ2 = (η2 + τ3 ∗η2)|X2 is given by ρ2
|T2

0
= 0 and

ρ2|T2
π
= υ

4π2 dk
0∧dk1; the integrals

∫
T2
θ
ρ2 = θ υ

π for θ = 0, π exponentiate to the weak Kane-Mele

invariants on (T3, τ3) which multiply to give the strong invariant KM(E−, τ̂3). Iterating this

construction twice more, we arrive at the real numbers ρ0(k) for each of the eight time-reversal

invariant periodic momenta k ∈ (T3)τ
3
, where ρ0(k) = 0 whenever ki = 0 for at least one

i ∈ {0, 1, 2} and ρ0(π, π, π) = υ; this calculation therefore explicitly mimicks the interpretation

of the parity of the integer υ as the number of unpaired Majorana zero modes. Then (6.52)

yields KM
(
E−, τ̂3

)
= (−1)υ as required. ⊳

Example 6.54 We can also apply our general formalism to the continuum theory of a system of

gapped free fermions (invariant under continuous translations by R
3) whose wavefunctions (after

Fourier transformation) are parameterised by momenta in the Brillouin zone X3 = S3. In this

case we are in the situation of Example 6.38 with n = 3. First, we observe that any Hermitean

vector bundle E− → S3 has trivial first Chern class since H2(S3,Z) = 0. Hence Proposi-

tion 5.6 implies that E− is trivialisable. This implies, in particular, that QVBdlU (S
3, τ3) =

QVBdl(S3, τ3) just as in the case of Bloch electrons, and the corresponding Quaternionic K-

theory is [43] KQ(S3, τ3) ∼= Z⊕Z2. Consequently, if (E
−, τ̂3) is any Quaternionic vector bundle

on S3, arising for instance as a Bloch bundle, we can define the Kane-Mele invariant in this

situation in complete analogy with the periodic case via (5.19). As π1(S
3) = 0, the determi-

nant det ◦wϕ does not wind around the 1-cycle of U(m) and we can in fact consider wϕ to be

SU(m)-valued after some (not necessarily equivariant) homotopy.

In Example 6.38 we constructed fundamental domains F d for the 3-dimensional oriented

filtered involutive manifold {(Sd, τd, F d)}d=0,1,2,3 with F d ≃ R
d for d = 1, 2, 3. Therefore Theo-

rem 6.46 yields a localisation technique for the Kane-Mele invariant KM(E−, τ̂3) on (S3, τ3) as

well. The localisation can be carried out in a particularly easy fashion here: for d = 3, 2, 1 the

long exact sequence (6.24) decomposes into exact sequences

0 Hd−1
dR (−1)d−1(S

d−1) Hd
dR (−1)d

(Sd) 0

Hd−1
dR (Sd−1) HddR(S

d)

∆d,d−1

∼= ∼=
(6.55)
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The vertical isomorphisms follow from Example B.13 below. Hence in this case the relevant

connecting homomorphism is an isomorphism in every degree which by Corollary 6.30 commutes

with integration. Again we write the class of the Wess-Zumino-Witten 3-form as [w∗
ϕHU(m)] =

υ [volS3 ], where υ ∈ Z and volS3 is a unit volume form on S3, so that [w∗
ϕHU(m)] = υ in

H3
dR(S

3) ∼= R. Then choosing ρd = υ volSd for d = 1, 2, and the angle function θ on F 1 ⊂ S1 such

that dθ = ρ1|F 1 , yields ρ
0(N) = υ and ρ0(S) = 0. Thus we again obtain KM(E−, τ̂3) = (−1)υ as

required. ⊳

7 The Kane-Mele invariant as a bundle gerbe holonomy

7.1 Bundle gerbes and their holonomy

Here we recall the basic notions of bundle gerbes with connections and their morphisms, refering

to [57, 70, 71] for further details. Consider a surjective submersion π : Y → X of manifolds.

We set Y [p] := Y ×X · · · ×X Y := {(y0, y1, . . . , yp−1) ∈ Y p |π(y0) = π(y1) = · · · = π(yp−1)},

and we write di : Y
[p] → Y [p−1] for the map that forgets the i-th entry of a p-tuple. Defining

si : Y
[p−1] → Y [p] to be the map that duplicates the i-th entry, we turn the collection of Y [p]

into a simplicial manifold Ň•Y = Y [•+1].17

Definition 7.1 (Bundle gerbe) Let X be a manifold. A Hermitean bundle gerbe on X is

a quadruple (L, µ, Y, π) of the following data: the map π : Y → X is a surjective submersion,

L→ Y [2] is a Hermitean line bundle, and µ : d∗2L⊗ d∗0L→ d∗1L is an isomorphism of Hermitean

line bundles over Y [3] satisfying an associativity condition over Y [4].

A connection on a Hermitean bundle gerbe is a pair (∇L, B) consisting of a Hermitean connec-

tion ∇L on the line bundle L together with a 2-form B ∈ Ω2(Y ), called a curving, such that

µ is parallel and F∇L = d∗0B − d∗1B, where F∇L is the curvature 2-form of ∇L. There exists

a unique 3-form HG ∈ Ω3
cl(X) such that dB = π∗HG [56], and we call HG the curvature of

G = (L,∇L, µ,B, Y, π).

Definition 7.2 (1-isomorphism) Let Gi = (Li,∇
Li , µi, Bi, Yi, πi) be Hermitean bundle gerbes

with connection on X for i = 0, 1. A 1-isomorphism G0 → G1 is a quintuple (J,∇J , α, Z, ζ) of the

following data: the map ζ : Z → Y0×X Y1 is a surjective submersion. Write ζYi := prYi ◦ζ : Z →

Yi and ζ
[2]
Yi

: Z [2] → Y
[2]
i . Then J → Z is a Hermitean line bundle with Hermitean connection

∇J such that F∇J = ζ∗Y1B1 − ζ∗Y0B0, and α : ζ
[2] ∗
Y0

L0 ⊗ d∗0J → d∗1J ⊗ ζ
[2] ∗
Y1

L1 is a parallel unitary

isomorphism of line bundles over Z [2] that intertwines µ0 and µ1 in this sense.

We will sometimes abbreviate 1-isomorphisms (J,∇J , α, Z, ζ) as (J, α), and simply refer to

them as isomorphisms of bundle gerbes when no confusion is possible.

Definition 7.3 (2-isomorphism) Let Gi = (Li,∇
Li , µi, Bi, Yi, πi) be Hermitean bundle gerbes

with connection on X for i = 0, 1. Let (J,∇J , α, Z, ζ), (J ′,∇J ′

, α′, Z ′, ζ ′ ) be 1-isomorphisms of

bundle gerbes. Set Y01 = Y0×X Y1. A 2-isomorphism (J, α) ⇒ (J ′, α′ ) is an equivalence class of

triples (W,γ, φ), where γ : W → Z ×Y01 Z
′ is a surjective submersion and φ : γ∗ZJ → γ∗Z′J ′ is a

parallel unitary isomorphism of line bundles intertwining α and α′; we have set γZ = prZ ◦γ and

γZ′ = prZ′ ◦γ. Two such triples (W,γ, φ) and (W ′, γ′, φ′ ) are equivalent if there exist surjective

17As the notation suggests, this is often called the Čech nerve of the surjective submersion π : Y → X.
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submersions Ŵ →W and Ŵ → W ′ such that the pullbacks of φ and φ′ agree on Ŵ .

We will sometimes abbreviate 2-isomorphisms [W,γ, φ] as φ.

It is shown in [71] that bundle gerbes with connection, together with these notions of mor-

phisms, assemble into the structure of a 2-category [49]; we denote this 2-category by BGrb∇(X).

With the conventions we have adopted here, all 1-morphisms are invertible up to 2-isomorphism,

and all 2-morphisms are isomorphisms.18 In other words, BGrb∇(X) is in fact a 2-groupoid.

The 2-groupoid BGrb∇(X) is furthermore a Picard 2-groupoid; that is, it carries a symmetric

monoidal structure ⊗ with respect to which every object has an inverse. The corresponding

notions of morphisms of bundle gerbes without connection are obtained by forgetting all con-

nections in Definitions 7.2 and 7.3; we denote the corresponding 2-groupoid by BGrb(X).

Example 7.4 There exists a canonical bundle gerbe with connection Gbasic on SU(m) for any

m ≥ 2 called the basic bundle gerbe. Several constructions of this bundle gerbe and their

generalisations to the unitary group U(m) are known, see for example [30, 58, 70]. It will be

important for us to know that its curvature 3-form HGbasic
= HSU(m) coincides with the canonical

3-form on SU(m).

Recall from Section 5.3 that we are interested in maps wϕ : X → SU(m) which arise from

trivialisations of Quaternionic vector bundles (E−, τ̂) on a closed and orientable involutive 3-

manifold (X, τ) with orientation-reversing involution. These Quaternionic vector bundles could,

for example, be Bloch bundles of time-reversal symmetric topological insulators as considered

in Section 4.5. As we can pull back surjective submersions and bundles, there exists a pullback

operation on bundle gerbes with connection. Thus the map wϕ : X → SU(m) from (5.10)

canonically induces a bundle gerbe w∗
ϕGbasic ∈ BGrb∇(X) on X. ⊳

For a 2-groupoid C, we let π0C denote the collection of 1-isomorphism classes of objects.

For a manifold X we let Ĥp(X,Z) denote its p-th differential cohomology group as modelled,

for instance, by Deligne cohomology; for details see [7, 57, 71]. We then have the classification

results [57, 71]

Theorem 7.5 There are natural isomorphisms of abelian groups

D̂ : π0 BGrb
∇(X) −→ Ĥ3(X,Z) and D: π0BGrb(X) −→ H3(X,Z) , (7.6)

called the Deligne class and the Dixmier-Douady class, respectively.

Remark 7.7 Analogously to what happens in Chern-Weil theory for line bundles, the image of

D(G) under the homomorphism H3(X,Z) → H3
dR(X) coincides with the class of the curvature

3-form [HG ]. In particular, if H3(X,Z) is torsion-free then D(G) = [HG ]. ⊳

Definition 7.8 (Trivialisation, dual bundle gerbe) Let X be a manifold and let G =

(L,∇L, µ,B, Y, π) be a bundle gerbe with connection on X.

(1) For ρ ∈ Ω2(X), the trivial bundle gerbe with connection (d, ρ) is Iρ = (X×C,d, · , ρ,X, 1X ).

That is, it is the bundle gerbe whose surjective submersion to X is the identity on X,

whose line bundle is the trivial line bundle X × C with its canonical Hermitean metric

18There also exist noninvertible morphisms of bundle gerbes, and these are important in other contexts such

as, to name just a few, the description of B-fields on D-branes in string theory [10, 40], twisted K-theory [6], and

higher geometric quantisation [8, 9], but we will not need them here.
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and connection, whose bundle gerbe multiplication µ
(
(x, z) ⊗ (x, z′ )

)
= (x, z z′ ) is given by

multiplication in C, and whose curving is ρ.

(2) A trivialisation of G is a 1-isomorphism (T, α) ∈ BGrb∇(X)(G,Iρ) for some ρ ∈ Ω2(X).

(3) The dual bundle gerbe with connection of G is given by

G∗ =
(
(L,∇L)∗, µ−t,−B,Y, π

)
, (7.9)

where (L,∇L)∗ is the dual Hermitean line bundle with connection.

The trivial bundle gerbe Iρ has trivial Dixmier-Douady class, D(Iρ) = 0, while the dual

bundle gerbe G∗ has the inverse Deligne class of G, D̂(G∗) = −D̂(G). The operation of taking the

dual extends to an involutive functor on the 2-category of bundle gerbes as introduced in Defini-

tion 7.1 which acts contravariantly on 1-isomorphisms and covariantly on 2-isomorphisms [70].

As for Hermitean line bundles with connection, this functor acts as a weak inverse with respect

to the tensor product of bundle gerbes. It can be shown [71] that for any two trivialisations

(T, α) : G → Iρ and (T ′, α′ ) : G → Iρ′ the difference 2-form ρ′ − ρ is closed and has integer

periods. In fact, we have [71]

Proposition 7.10 For any ρ, ρ′ ∈ Ω2(X), there is an equivalence of categories

R : BGrb∇(X)(Iρ,Iρ′)
∼=

−→ HLBdl∇ρ′−ρ(X) , (7.11)

where HLBdl∇ρ′−ρ(X) is the category of Hermitean line bundles with connection on X whose

curvature equals ρ′ − ρ. Under this equivalence, the composition of morphisms of trivial bundle

gerbes is mapped to the tensor product of Hermitean line bundles with connection on X.

Remark 7.12 Care has to be taken regarding duals of 1-isomorphisms: we have R((T, β)∗) ∼=

R(T, β) and R((T, β)−1) ∼= (R(T, β))∗. A different involution on BGrb∇(X) which reproduces

the dual of line bundles under the reduction functor R is introduced in [8]. ⊳

Definition 7.13 (Bundle gerbe holonomy) Let Σ be a closed oriented surface and let G be a

bundle gerbe with connection on Σ. By Theorem 7.5 there exists a trivialisation (T, α) : G → Iρ
on Σ. The complex number

hol(G,Σ) := exp
(
2π i

∫

Σ
ρ
)

∈ U(1) (7.14)

is called the holonomy of G around Σ; it is independent of the choice of trivialisation.

One can show [28, 70] that for any compact oriented 3-dimensional manifold X3 and any

bundle gerbe G on X3 one has

hol(G, ∂X3) = exp
(
2π i

∫

X3

HG

)
. (7.15)

7.2 Jandl gerbes

Next we briefly recall the notion of Jandl structures on bundle gerbes over involutive manifolds

from [32, 70].19 Similarly to the case of Real vector bundles, a Jandl structure on a bundle gerbe

19A related but slightly simpler notion of Real structures on bundle gerbes is introduced in [37], however the

theory of connections in that setting has not yet been developed so we stick to the original notion of Jandl

structure.
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G over an involutive manifold (X, τ) is given by a 1-isomorphism (A,α) : τ∗G → G∗. In the case

of bundle gerbes, however, we can now compare the 1-isomorphisms τ∗(A,α) and (A,α)∗, and

their composition is related to the identity 1-isomorphism only weakly, i.e. by the additional

data of a 2-isomorphism.

We denote vertical composition in a 2-category C by •. We borrow the following definition

from [63, 70].

Definition 7.16 (Jandl gerbe) Let (X, τ) be an involutive manifold and let G ∈ BGrb∇(X)

be a bundle gerbe with connection on X. A Jandl structure on G consists of a pair ((A,α), ψ)

of a 1-isomorphism (A,α) : τ∗G → G∗ and a 2-isomorphism ψ : τ∗(A,α) ⇒ (A,α)∗ filling the

diagram

τ∗(τ∗G) τ∗G∗

G

τ∗(A,α)

(A,α)∗

ψ

(7.17)

and satisfying ψ∗ • τ∗ψ = 1(A,α). A bundle gerbe with connection together with a choice of a

Jandl structure is called a Jandl gerbe on (X, τ).

Example 7.18 By [70, Proposition 4.2.4], any bundle gerbe with connection on SU(m) admits

exactly two nonisomorphic Jandl structures. This applies, in particular, to the basic bundle

gerbe Gbasic ∈ BGrb∇(SU(m)) introduced in Example 7.4. See [63, 70] for details. ⊳

Let us now make the following important observation: let (G, (A,α), ψ) be a Jandl gerbe

on (X, τ), and let (T, β) : G → Iρ be a trivialisation of G. This gives rise to a 1-isomorphism

K(A,T ) : I−ρ → Iτ∗ρ defined by the diagram

G∗ τ∗G

I−ρ Iτ∗ρ

(A,α)−1

τ∗(T,β)(T,β)∗

K(A,T )

(7.19)

Using the equivalence from Proposition 7.10, this induces a Hermitean line bundle with connec-

tion RK(A,T ) ∈ HLBdl∇τ∗ρ+ρ(X).

The involution τ acts on K(A,T ) as

τ∗K(A,T ) = τ∗
(
τ∗(T, β) ◦ (A,α)−1 ◦ (T, β)∗

)

= (T, β) ◦ τ∗(A,α)−1 ◦ τ∗(T, β)∗ .
(7.20)

On the other hand
K(A,T )∗ =

(
τ∗(T, β) ◦ (A,α)−1 ◦ (T, β)∗

)∗

= (T, β) ◦ (A,α)−∗ ◦ τ∗(T, β)∗ .
(7.21)

The image of the 2-isomorphism ψ under inversion of 1-isomorphisms, composed horizontally by

the respective identity 2-isomorphisms, induces a 2-isomorphism K(ψ) : τ∗K(A,T ) ⇒ K(A,T )∗,

and the additional condition on ψ implies that K(ψ) • τ∗K(ψ) = 1K(A,T ). Thus under the

equivalence from Proposition 7.10, and with Remark 7.12 in mind, we obtain an equivariant line

bundle (RK(A,T ),RK(ψ)) on X with curvature FRK(A,T ) = τ∗ρ+ ρ.
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In order to describe the Kane-Mele invariant, we consider a Jandl gerbe (G, (A,α), ψ) on

a 2-dimensional closed and oriented involutive manifold (X2, τ2) with orientation-preserving

involution τ2. Let F 2 be a fundamental domain for the involution, and set X1 := ∂F 2. Then

the restriction τ2|X1 is orientation-reversing. We observe that

hol
(
RK(A,T ),X1

)
= exp

(
2π i

∫

F 2

FRK(A,T )

)

= exp
(
2π i

∫

F 2

(
τ2 ∗ρ+ ρ

))
(7.22)

= exp
(
2π i

∫

X2

ρ
)

= hol
(
G,X2

)
.

This shows, in particular, that any Jandl gerbe (G, (A,α), ψ) on an involutive surface (X2, τ2) as

above gives rise to a holonomy hol(RK(A,T ),X1) which is defined independently of the choice

of trivialisation (T, β) of G, of the choice of fundamental domain F 2 of X2, and even of the

explicit choice of Jandl structure on G.

Furthermore, the Jandl structure on G together with the orientation-preserving action of τ2

on X2 implies

hol(G,X2) = hol(τ2 ∗G,X2) = hol(G∗,X2) = hol(G,X2)−1 , (7.23)

and hence hol(G,X2) ∈ Z2.

Note how closely the result of the calculation (7.22) resembles the statement of Corollary 6.30.

Here we have derived a geometric refinement of this statement: while in Corollary 6.30 we

reduced integrals of differential forms to integrals over the boundary of a fundamental domain,

here instead we reduce the holonomy of a bundle gerbe with additional data to the holonomy

of a line bundle constructed from this data over the boundary of a fundamental domain. We

summarise our findings here as

Proposition 7.24 Let (X2, τ2) be a closed and oriented involutive manifold of dimension d = 2

with orientation-preserving involution τ2. Let (G, (A,α), ψ) be a Jandl gerbe on (X2, τ2). Then:

(1) The holonomy of G over X2 squares to 1, i.e. hol(G,X2) ∈ Z2.

(2) For any choice of trivialisation (T, β) of G over X2 and any choice of fundamental domain

F 2 for τ2 with boundary X1 := ∂F 2, the holonomy of the Z2-equivariant Hermitean line

bundle RK(A,T ) on X2 is hol(RK(A,T ),X1) = hol(G,X2). That is, the holonomy of

RK(A,T ) around X1 computes the holonomy of G around X2.

It is natural to ask at this stage if there exists a localisation technique akin to that in

Section 6.3 but based on a hierarchy of higher bundles with connection (i.e. functions, line

bundles, bundle gerbes, . . . ) rather than a hierarchy of differential forms. In fact, the Mayer-

Vietoris sequence from Theorem 6.19 almost generalises to this refined setting: consider an

open cover X = V ∪ V ′ and set U = V ∩ V ′. Given a U(1)-valued function gU on U we obtain

a Hermitean line bundle L on X by defining its transition function with respect to the cover

X = V ∪V ′ to be gU . A connection on L is given by A|V := fV ′ g−1
U dgU and A|V ′ := −fV g

−1
U dgU ,

where (fV , fV ′) is a partition of unity subordinate to the cover X = V ∪ V ′. We would like to
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think of this assignment from U(1)-valued functions to Hermitean line bundles with connection

as the analogue of the connecting homomorphism in degree zero in a long exact sequence similar

to (6.20), but now involving Deligne cohomology rather than de Rham cohomology. However, if

gV and gV ′ are U(1)-valued functions on V and V ′, respectively, and we consider gU = gV g
−1
V ′ ,

then we obtain a trivialisable line bundle L, but because of the partition of unity used in the

construction of its connection, it is not trivialisable as a line bundle with connection. That is,

while the long exact sequence (6.20) might lift to a categorical sequence of higher bundles, it

does not lift to higher bundles with connections. Despite the absence of a long exact sequence

of geometric objects in this sense, we will show in Section 7.3 below that an analogue of the

localisation technique for the Kane-Mele invariant can nevertheless be obtained in the higher

bundle setting as well.

7.3 Localisation of bundle gerbe holonomy

Putting together the discussion from Section 7.2 with the definition of the Kane-Mele invariant

from (5.19), we obtain a geometric perspective on its localisation. Let {(Xd, τd, F d)}d=0,1,2,3 be

an oriented filtered involutive 3-manifold; recall that filtered involutive manifolds have nonempty

fixed point sets X0 by definition. Let (E−, τ̂3) ∈ QVBdlU (X
3, τ3). Recall from Section 5.3 that

the Kane-Mele invariant of (E−, τ̂3) can be written as

KM(E−, τ̂3) = exp

(
π i

∫

X3

w∗
ϕHSU(m)

)
, (7.25)

where we may assume that wϕ : X
3 → SU(m) after some smooth homotopy. As before, using

the involution τ3 this can be rewritten as

KM(E−, τ̂3) = exp

(
2π i

∫

F 3

w∗
ϕHSU(m)

)
(7.26)

for any choice of fundamental domain F 3 ⊂ X3 for τ3. From (7.15) we recognise this as the

holonomy of a pullback of the basic bundle gerbe Gbasic from Example 7.4 around the boundary

X2 := ∂F 3:

KM
(
E−, τ̂3

)
= hol

(
w∗
ϕGbasic,X

2
)
. (7.27)

With a Jandl structure ((A,α), ψ) on Gbasic chosen (see Example 7.18), Proposition 7.24 shows

that the data w∗
ϕ(Gbasic, (A,α), ψ) contains information about equivariant Hermitean line bundles

on X2 that compute the same holonomy on X1 := ∂F 2 for any choice of fundamental domain

F 2 for τ2 = τ3|X2 :

KM
(
E−, τ̂3

)
= hol

(
RK(A,T ),X1

)
. (7.28)

We can now repeat similar steps that we used for Jandl gerbes in Section 7.2 to further localise

the holonomy of the line bundles RK(A,T ). Let F 1 be a fundamental domain for τ1 := τ2|X1 .

For any such choice, X0 := ∂F 1 is the set of fixed points of the original Z2-action on X3. By

dimensional reasons, there exist trivialisations of RK(A,T ) as Hermitean line bundles on X1.

Let j : RK(A,T ) → I be such a trivialisation with I = X1 × C denoting the trivial Hermitean

line bundle. The isomorphism j does not generally trivialise the connection, but rather induces

an isomorphism of Hermitean line bundles with connection of the form j : RK(A,T ) → Iν for
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some ν ∈ Ω1(X1), where Iν is the trivial line bundle with connection d+ ν. Similarly to (7.19),

we obtain an isomorphism of Hermitean line bundles with connection defined by the diagram

τ1 ∗RK(A,T ) RK(A,T )

Iτ1 ∗ν Iν

RK(ψ)

jτ1 ∗j−1

f(A,T,j)

(7.29)

Here f(A,T,j) is an isomorphism of trivial Hermitean line bundles with connection, or equivalently

a function f(A,T,j) : X
1 → U(1). As a consequence of the equivariance of RK(A,T ), it satisfies

τ1 ∗f(A,T,j) = τ1 ∗
(
j ◦ RK(ψ) ◦ τ1 ∗j−1

)

= τ1 ∗j ◦ τ1 ∗RK(ψ) ◦ j−1

= f−1
(A,T,j) .

(7.30)

Moreover, since f(A,T,j) is an isomorphism of line bundles with connection we have

f−1
(A,T,j) df(A,T,j) = ν − τ1 ∗ν . (7.31)

Consequently, making use of the fact that τ1 is orientation-reversing, we derive once again that

the Kane-Mele invariant is completely localised onto the fixed point set:

KM
(
E−, τ̂3

)
= hol

(
RK(A,T ),X1

)

= exp
(
2π i

∫

X1

ν
)

= exp
(
2π i

∫

F 1

(
ν − τ1 ∗ν

))
(7.32)

= exp
(
2π i

∫

F 1

f−1
(A,T,j) df(A,T,j)

)

=
∏

k∈X0

f(A,T,j)(k) .

This geometric localisation property strongly resembles the expression (6.52), but the procedure

itself is richer: it uses geometric objects which can be understood as realising the forms appearing

in Section 6 as their curvatures.

From the analysis thus far, we can distill the following statements. Firstly, there is an

assertion purely about bundle gerbes on involutive manifolds given by

Theorem 7.33 Let (X2, τ2) be a closed and oriented 2-dimensional involutive manifold that can

be made the top componentwise involutive triple of an oriented 2-dimensional filtered involutive

manifold {(Xd, τd, F d)}d=0,1,2. Let (G, (A,α), ψ) be a Jandl gerbe on X2. Then:

(1) The holonomy of G around X2 squares to 1:

hol(G,X2) ∈ Z2 . (7.34)
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(2) The holonomy localises completely as

hol
(
G,X2

)
= hol

(
RK(A,T ),X1

)
=
∏

k∈X0

f(A,T,j)(k) , (7.35)

where X0 ⊂ X2 is the set of fixed points of the involution τ2, which is independent of the

extension of (X2, τ2) to an oriented filtered involutive manifold. The expression (7.35) is

independent of the choice of Jandl structure and all trivialisations.

Proof. This follows immediately from our analysis above.

Secondly, denoting the canonical pairing between cohomology and homology classes by

〈−,−〉, we can use our findings here to obtain a geometric version of our results from Section 5.3

as

Theorem 7.36 Let (X3, τ3) be a closed connected and oriented involutive 3-manifold with

orientation-reversing involution τ3, let (E−, τ̂3) ∈ QVBdlU (X
3, τ3) be a trivialisable Quater-

nionic vector bundle on X3, and let G ∈ BGrb(X3) be a bundle gerbe on X3. Then:

(1) There exists a bundle gerbe H ∈ BGrb(X3) and an isomorphism G ∼= τ3 ∗H⊗H∗ if and only

if exp
(
π i 〈D(G), [X3 ]〉

)
= 1.

(2) KM(E−, τ̂3) = 1 if and only if for any trivialisation ϕ of E− such that wϕ is SU(m)-valued

there exists a bundle gerbe H ∈ BGrb(X3) with w∗
ϕGbasic

∼= τ3 ∗H⊗H∗.

Proof. Statement (1) is seen as follows: first, since X3 is closed, connected and oriented we have

H3(X3,Z) ∼= Z. The fact that τ3 reverses the orientation of X3 is then equivalent to τ3 ∗ acting

as multiplication by −1 on H3(X3,Z). Assuming that G ∼= τ3 ∗H ⊗ H∗, we thus compute the

Dixmier-Douady class from Theorem 7.5 to get

D(G) = D(τ3 ∗H⊗H∗)

= τ3 ∗ D(H)−D(H)

= −2D(H) .

(7.37)

Consequently exp
(
π i 〈D(G), [X3 ]〉

)
= 1.

Now assume that exp
(
π i 〈D(G), [X3 ]〉

)
= 1, i.e. that D(G) ∈ 2Z. By Theorem 7.5 we can

then find a bundle gerbeH ∈ BGrb(X3) such that D(H) = 1
2 D(G) together with an isomorphism

as required.

For (2), recall from (7.25) that

KM
(
E−, τ̂3

)
= exp

(
π i

∫

X3

w∗
ϕHSU(m)

)
= exp

(
π i
〈
D(w∗

ϕGbasic), [X
3]
〉)
, (7.38)

since D(Gbasic) = [HSU(m)]. This together with (1) proves the statement.

Remark 7.39 By Theorem 7.5 and Corollary 5.49, the group SU(m) classifies bundle gerbes

(without connection) on X3 up to 1-isomorphism. Therefore for any G ∈ BGrb(X3) there exists

a map κ : X3 → SU(m) and an isomorphism κ∗Gbasic
∼= G. The splitting of the bundle gerbe

up to isomorphism (disregarding the Jandl structure) in Theorem 7.36 is thus equivalent to the

splitting of the sewing matrix wϕ up to homotopy (disregarding the Z2-action) in Theorem 5.57.
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In fact, statement (3) of Theorem 5.57, which implies statement (2) of Theorem 7.36, can

alternatively be derived from the classification in Theorem 7.5 together with the fact that the

basic bundle gerbe Gbasic on SU(m) is multiplicative [33, 72]. This means that, if m : SU(m)×

SU(m) → SU(m) denotes the multiplication map on the group and pri : SU(m) × SU(m) →

SU(m), i = 0, 1, denote the projections onto the two factors, then there exists a 1-isomorphism

of bundle gerbes (without connection)20

m
∗Gbasic

∼= pr∗0 Gbasic ⊗ pr∗1 Gbasic , (7.40)

which satisfies coherence relations lifting the associativity and unity in the group. ⊳

We also have an involutive version of the relation between the holonomy of a bundle gerbe

and the integral of its curvature given by

Proposition 7.41 If (X2, τ2) can be embedded as the boundary of a fundamental domain in a 3-

dimensional closed and oriented involutive manifold (X3, τ3) with or(τ3) = −1, and (G, (A,α), ψ)

is a Jandl gerbe on X3, then

hol
(
G,X2

)
= exp

(
π i

∫

X3

HG

)
= exp

(
π i
〈
D(G), [X3]

〉)
∈ Z2 . (7.42)

In particular, the bundle gerbe holonomy hol(G,X2) is independent of the choice of connection

and Jandl structure on G, and if X3 can be chosen connected then it is trivial if and only if there

exists a bundle gerbe H ∈ BGrb(X3) and an isomorphism of bundle gerbes without connection

G ∼= τ3 ∗H⊗H∗ . (7.43)

Proof. This follows immediately from the computations and statements above.

7.4 Discrete versus local formulas

The results obtained here apply straightforwardly to the examples from Section 6.3. A local-

isation formula for the Kane-Mele invariant of the same qualitative form as (6.52) and (7.32)

is already known in terms of the Pfaffian of the SU(m)-valued sewing matrix (see for exam-

ple [25, 26, 29, 73]):

KM(E−, τ̂3) =
∏

k∈X0

pfaff
(
wϕ(k)

)
. (7.44)

When X3 = T
3, derivations of this discrete formula directly from the 3-dimensional integral

definition (5.19) can be found in [43, 73]. From our findings in this section and in Section 6 it is

evident that localisation formulas of this kind for the Kane-Mele invariant are not unique, but

always allow for certain choices. This is analogous to the nonuniqueness of localisation formulas

in standard equivariant localisation (see e.g. [65]). To make contact with the Pfaffian formula

one should take ρ0 = 1
2π i log ◦det ◦wϕ = 1

π i log ◦pfaff ◦ wϕ and f(A,T,j) = exp ◦(π i ρ0), but we

have not found any canonical way to derive these choices from our localisation techniques. Our

new explicit expressions for the localisation of the Kane-Mele invariant may shed further light

on the mathematical and physical content of the invariant.

20This is reflected already in (5.14) at the level of Dixmier-Douady classes.
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It is also interesting to compare our intermediate localisation formulas for the Kane-Mele

invariant in terms of local quantities with previous approaches; see also [44] for a similar dimen-

sional hierarchy of decompositions of the 3-dimensional Kane-Mele invariant in terms of lower

dimensional indices. For the Brillouin torus X3 = T
3 with X2 = T

2
0 ⊔ T

2
π, the 2-dimensional

localisation formulas

KM
(
E−, τ̂3

)
= exp

(
π i

∫

X2

ρ2
)
= hol

(
w∗
ϕGbasic,X

2
)

(7.45)

express the definition of the 3-dimensional strong Kane-Mele invariant on T
3 as the difference

of the 2-dimensional weak Kane-Mele invariants over T
2
0 and T

2
π [27]. This is also pointed out

by [31] in the setting of bundle gerbe holonomy, where by using the complicated expression for

the holonomy in terms of a triangulation of the surface X2 the explicit Pfaffian formula was

derived by direct, though cumbersome, calculation. Here we have applied the 2-category theory

of bundle gerbes and found a remarkably simple computation of the localisation formula for the

Kane-Mele invariant over the time-reversal invariant crystal momenta that is independent of all

choices involved, at the price of obtaining somewhat less explicit, but more general, formulas.

Finally, the 1-dimensional localisation formulas

KM
(
E−, τ̂3

)
= exp

(
π i

∫

X1

ρ1
)
= hol

(
RK(A,T ),X1

)
(7.46)

are analogous to the geometric formulas for the weak Kane-Mele invariants in terms of Berry

phases [26], though again we have not found any canonical choices equating the 1-forms ρ1 and

ν with the trace of the Berry connection on E−. The equivalence between the Berry phase

formula of [26] and the bundle gerbe holonomy of [29] is demonstrated explicitly by [55].

We can elaborate further on these integral formulas in lower dimensions, which also yields

a simple physical picture for the Kane-Mele invariant recasted as a winding number. Starting

from the 3-dimensional integral formula we write

KM(E−, τ̂3) = exp

(
π i

∫

T3

w∗
ϕHSU(m)

)
= exp

( ∫

S1

(
π i

∫

T2
θ

ι∂θ
(
w∗
ϕHSU(m)

))
dθ

)
. (7.47)

For each θ ∈ S1, let θ : T2
θ →֒ T

3 be the inclusion. Using transgression as in e.g. [8], we can

show that the holonomy around T
2 of an S1-family of bundle gerbes

u(θ) := hol
(
∗θw

∗
ϕGbasic,T

2
θ

)
(7.48)

obeys

u(θ)−1 du(θ)

dθ
=

∫

T2
θ

ι∂θ
(
w∗
ϕHSU(m)

)
. (7.49)

Consequently the argument of the last exponential in (7.47) is π i times the winding number (or

degree) of the function u : S1 → S1, giving

KM(E−, τ̂3) = exp
(
π i ind(u)

)
(7.50)

and matching with the interpretation of the Kane-Mele invariant as a mod 2 index (see e.g. [42]).

In this form, the 3-dimensional Kane-Mele invariant can be physically interpreted as arising from

vortex lines extended along S1 and terminating in the bulk of the Brillouin zone, i.e. in the

valence bands making up the Kramers pairs (see e.g. [47]).
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A Proof of Proposition 5.6

The idea of the proof of Proposition 5.6 is to find a 4-equivalence f : BU(m) → BU(1). The

homotopy groups of U(m) read as [59, p. 151]21

πk(U(m)) =

{
Z , k odd ,

0 , k even ,
(A.1)

for 1 < k ≤ 2m − 1. The only nontrivial homotopy group of U(1) ≃ K(Z, 1) is π1(U(1)) = Z,

and both U(m) and U(1) are connected. For any connected topological group G one generally

has the ‘delooping’ property

πk(BG) ∼= πk−1(G) (A.2)

for all k ≥ 1. Thus for m ≥ 2 we have π0(BU(m)) = 0 = π1(BU(m)), π2(BU(m)) = Z,

π3(BU(m)) = 0, and π4(BU(m)) = Z, while the only nontrivial homotopy group of BU(1)

is π2(BU(1)) = Z. Consequently any continuous map f : BU(m) → BU(1) which induces an

isomorphism π2(f) : Z → Z is already a 4-equivalence.

Set ηm := c1(EU(m)) ∈ H2(BU(m),Z), where EG → BG denotes the universal bundle over

the classifying space BG of a topological group G. This is in fact a generator of H2(BU(m),Z),

as the cohomology ring H•(BU(m),Z) is a polynomial ring over the Chern classes of EU(m) [64,

Theorem 16.10]. Equivalently ηm = c1(det EU(m)), which defines a map B det: BU(m) →

BU(1) induced by the determinant on the unitary group U(m). Then ηm = B det∗ η1 with

η1 = c1(EU(1)).

Now we have a commutative diagram

π2(BU(m)) ∼=
//

π2(B det)

��

π0 HVBdlm∼(S
2)

c1

��

π2(BU(1))
∼=

// H2(S2,Z)

(A.3)

where the top row is an isomorphism of pointed sets by the defining properties of BU(m), and

the bottom row is an isomorphism by BU(1) ≃ K(Z, 2) and since K(Z, 2) classifies the second

integer cohomology. Our goal is to show that the left vertical map π2(B det) is an isomorphism.

This is equivalent to showing that the right vertical map is an isomorphism.

For this, first note that any Hermitean vector bundle on S2 can be expressed as a clutching

construction with respect to the closed locally finite cover S2 = S2
+ ∪ S2

− with S2
± denoting the

closed upper and lower hemispheres of S2. We denote their intersection, which is the equatorial

circle of S2, by S1
+− →֒ S2. Then any Hermitean vector bundle E → S2 of rank m can be

trivialised over the contractible sets S2
±, and all nontrivial data is contained in a transition

function g : S1
+− → U(m). This induces a bijection π0HVBdlm∼(S

2) ∼= π1(U(m)) (see [41,

Statements 3.9, 3.14, 7.6]). Here we can either compose with the determinant map det, or instead

first form the determinant line bundle det(E) → S2 and then trivialise it, to proceed further

along π1(det) : π1(U(m)) → π1(U(1)). This map is in fact an isomorphism [36, Example 4D.7].

Thus we have an isomorphism π0 HVBdlm∼(S
2) ∼= [S1

+−,U(1)]
∼= π1(U(1)) given by assigning to

21The homotopy groups of U(m) are readily deduced from those of SU(m) via the fibre sequence SU(m) →

U(m) → U(1).
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a vector bundle of rank m on S2 the homotopy class of the clutching function of its determinant

line bundle.

By similar arguments we also obtain an isomorphism H2(S2,Z) ∼= π1(U(1)) by choosing a

representative Hermitean line bundle for a class in H2(S2,Z), and taking an admissible clutching

function. Hence we can augment the commutative diagram (A.3) to

π2(BU(m)) ∼=
//

π2(B det)

��

π0HVBdlm∼(S
2)

c1

��

det

))❙
❙

❙

❙

❙

❙

❙

❙

❙

❙

❙

❙

❙

❙

❙

❙

❙

❙

❙

clutching

∼=
// π1(U(m)) ∼=

π1(det)
// π1(U(1))

π2(BU(1))
∼=

// H2(S2,Z)
∼=

// π0HLBdl∼(S
2)

clutching

∼=
// π1(U(1))

(A.4)

That π1(det) : π1(U(m)) → π1(U(1)) is an isomorphism is the crucial fact which implies that the

diagonal map of taking the determinant line bundle is bijective on isomorphism classes of rankm

vector bundles over S2. It follows that c1 : π0 HVBdlm∼(S
2) → H2(S2,Z) is an isomorphism as

required, so that π2(B det) : π2(BU(m)) → π2(BU(1)) is an isomorphism as well. Consequently

B det: BU(m) → BU(1) is a 4-equivalence.

The final step is then provided by [64, Theorem 6.31], which implies that for any CW-

complex X, the map B det ◦(−) : [X,BU(m)] → [X,BU(1)] is surjective if dim(X) = 4 and

bijective if dim(X) < 4. Using the horizontal isomorphisms in (A.3), this is equivalent to

c1 : π0HVBdlm∼(X) → H2(X,Z) being surjective for dim(X) = 4 and an isomorphism of

pointed sets for dim(X) < 4. These homotopy theoretic statements make sense in the smooth

setting as well, since continuous maps between smooth manifolds can always be approximated

by smooth maps [38, Theorem 2.6]. This completes the proof of Proposition 5.6.

B Equivariant de Rham cohomology

Let V be a K-vector space, where K is either R or C.

Definition B.1 Let G be a Lie group acting smoothly from the right on a manifold X via

(x, g) 7→ Rg x ∈ X for x ∈ X and g ∈ G. Let ̺ : G → End(V ) be a representation of G.

(1) The space of (G, ̺)-equivariant p-forms on X is

Ωp(X,V )(G,̺) :=
{
ω ∈ Ωp(X,V )

∣∣R∗
g ω = ̺(g)−1 ω for all g ∈ G

}
. (B.2)

(2) The space of closed (G, ̺)-equivariant p-forms on X is

Ωpcl(X,V )(G,̺) := Ωp(X,V )(G,̺) ∩ Ωpcl(X,V ) . (B.3)

(3) The p-th (G, ̺)-equivariant de Rham cohomology group of X is

HpdR (G,̺)(X,V ) :=
Ωpcl(X,V )(G,̺)

dΩp−1(X,V )(G,̺)
. (B.4)

Example B.5 The most common case encountered in this paper is (G, ̺, V ) = (Z2, ̺±,R),

where ̺+ is the trivial representation of Z2 on R while ̺− is the representation by multiplication;
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that is, ̺−(1) = 1 and ̺−(−1) = −1. We introduce the short-hand notation

Ωp(X,R)(Z2,̺±) =: Ωp±(X) ,

Ωpcl(X,R)
(Z2,̺±) =: Ωpcl±(X) ,

HpdR (Z2,̺±)(X,R) =: H
p
dR±(X) ,

(B.6)

which is used in the main text of the paper. ⊳

If G is compact, we can establish a stronger version of [12, Theorem 2.1] given by

Proposition B.7 Let G be a compact Lie group and ̺ : G → End(V ) a real representation of

G. There is a short exact sequence of complexes of R-vector spaces

0 ker
(
av•(G,̺)

)
Ω•(X,V ) Ω•(X,V )(G,̺) 0 ,

av•
(G,̺)

(B.8)

which splits and thus induces a canonical isomorphism

H•
dR(X,V ) ∼= H•

dR av(G,̺)
(X,V )⊕H•

dR (G,̺)(X,V ) , (B.9)

where we have set

H•
dR av(G,̺)

(X,V ) :=
ker
(
av•(G,̺)

)
∩ Ω•

cl(X,V )

d ker
(
av•(G,̺)

) . (B.10)

Proof. Let νG denote the normalised Haar measure on G. Define the averaging morphism on

p-forms by

avp(G,̺) : Ω
p(X,V ) −→ Ωp(X,V )(G,̺) , ω 7−→

∫

G

̺(g)
(
R∗
g ω
)
dνG . (B.11)

Since pullbacks commute with the exterior derivative, the collection av•(G,̺) assembles into a

morphism of cochain complexes av•(G,̺) : Ω
•(X,V ) → Ω•(X,V )(G,̺). This yields the short exact

sequence (B.8).

The short exact sequence (B.8) is split by the inclusion morphism •(G,̺) : Ω
•(X,V )(G,̺) →֒

Ω•(X,V ) which forgets the (G, ̺)-equivariant structure. Consequently there are canonical iso-

morphisms

Ω•(X,V ) ∼= ker
(
av•(G,̺)

)
⊕ Ω•(X,V )(G,̺) . (B.12)

Applying the Zig-Zag Lemma to (B.8), or by simply observing that this decomposition is com-

patible with the exterior derivative, then yields canonical decompositions (B.9).

Example B.13 In the situation of Example B.5, Proposition B.7 yields canonical decomposi-

tions

H•
dR(X) ∼= H•

dR+(X)⊕H•
dR−(X) . (B.14)

Consider an involutive manifold (X, τ) with dim(X) = d andX connected, closed and orientable.

In this case, integration over X yields an isomorphism

∫
X : HddR(X) −→ R . (B.15)
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Combining this with
∫
X ◦τ∗ = or(τ)

∫
X , we derive

HddR or(τ)(X) ∼= R and HddR−or(τ)(X) ∼= 0 . (B.16)

As a concrete example, this applies to the d-dimensional torus X = T
d with τ the inversion as

considered in Section 4.5. Here we have or(τ) = (−1)d, and therefore we derive

d even : HddR+(T
d) ∼= R and HddR−(T

d) ∼= 0 ,

d odd : HddR+(T
d) ∼= 0 and HddR−(T

d) ∼= R .
(B.17)

Thus in these cases we can compute Real and equivariant de Rham cohomology groups quite

easily. ⊳
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