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Abstract

About one quarter of all land surfaces in the northern hemisphere are underlain by permafrost.
Permafrost soils contain a large amount of organic carbon and a destabilization due to the
projected future amplitude of Arctic-climate warming might lead to a global-scale feedback
mechanism due to enhanced emission of greenhouse gases.
This PhD study focuses on the novel development and evaluation of the first global-scale scale
thermokarst model (TAPAS), which is applied to simulated climate conditions of the past 6000
years. Thermokarst is a coupled thermal-hydrological process, which leads to an enhanced
thawing of ice-rich permafrost on local-to-regional scales. The TAPAS model dynamically
simulates the development of thermokarst lakes (TKL) and the aggregation of excess-ice. It
is developed for a future implementation into JSBACH, the land component of the Max Plack
Institute - Earth System Model (MPI - ESM).
The TAPAS model includes the major steps of thermokarst formation. Little ponds develop after
disturbance of the surface heat balance, which can be caused by warm summer temperature,
high winter snow depth, wildfires, or flood events. The ponds expand to large lakes because of
enhanced melting of excess-ice and thawing of adjacent soils until drainage of the lakes due to
connection to subterranean drainage passages or river networks. Then empty basins are left and
permafrost recovers again and excess-ice aggregates in the interior of the soil.
For present climate, the evaluation of the TAPAS model against satellite based observations
shows good agreement of the modelled lake fraction in eastern Siberian lowlands, Lena River
delta, Mackenzie River delta, and North Slope of Alaska. The regional distribution of TKL
shows potential for improvement because the lake fraction is often overestimated as in Siberia
and in northern parts of central Canada. Furthermore several climate scenarios are designed
to investigate the responses of thermokarst to climate warming over several millennia. The
simulations show that more lakes are formed in periods of climate warming, which agrees well
to observations on regional-scale. However, drainage of lakes increases as well because the
permafrost area decreases and less excess-ice accumulates, which are the main preconditions for
thermokarst. Therefore, a smaller number of TKL is reached on a long-time scale.
In summary, the TAPAS model is able to simulate all principal stages of thermokarst cycle that
are known from current research on thermokarst and shows long-term variability of lake covered
areas in response to climate change. In future applications the TAPAS model can be introduced
into an ESM to improve representation of the surface water balance in high latitudes and to
receive hydrological boundary data for biochemical modelling of the permafrost carbon cycle.
Overall this PhD thesis constitutes the first step to represent thermokarst processes in an ESM.
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Zusammenfassung

Permafrostböden treten in etwa einem Viertel aller Landgebiete in der nördlichen Hemisphäre
auf. Sie speichern eine große Menge organischen Kohlenstoff, welcher durch die prognostizierte
arktische Klimaerwärmung freigesetzt wird. Dadurch erhöht sich die Emission von Treibhaus-
gasen, was einen positiven Rückkopplungseffekt auslösen könnte.
Das Ziel dieser Doktorarbeit ist die erstmalige Entwicklung und Evaluierung des globalen
Thermokarst Modelles (TAPAS). Dieses wird auf die modellierten Klimabedingungen der letzten
6000 Jahre angewendet. Thermokarst ist ein gekoppelter thermisch-hydrologischer Prozess.
Dieser führt zu einem verstärkten Auftauen eisreichen Permafrostes auf lokaler bis regionaler
Skala. TAPAS modelliert dynamisch die Entwicklung von Thermokarst Seen (TKL) und Exzes-
seis im Permafrost. Dieses Modell wurde für eine künftige Implementierung in JSBACH
konzipiert, die Landkomponente des Max Planck Institut - Erdsystemmodelles (MPI - ESM).
Das TAPAS Modell beschreibt die wichtigsten Prozesse des Thermokarsts. Prinzipiell wird
Thermokarst durch eine Störung des Wärmegleichgewichtes an der Bodenoberfläche ausgelöst.
Störungen können durch warme Sommer, hohe Winterschneetiefen, Überschwemmungen oder
durch Brandereignisse verursacht werden. Dabei entstehen kleine Pfützen. Diese wachsen zu
großen Seen heran, da sie das Abtauen des Permafrostes und das Aufschmelzen des Exzesseises
begünstigen. Die Seen laufen aus, sobald sie mit einem Fluss oder mit einem unterirdischen
Drainagedurchgang in Kontakt kommen. Nach dem Auslaufen bleiben leere Becken übrig, in
denen sich der Permafrost wieder zurückbildet und Exzesseis erneut akkumuliert.
Die Evaluierung des TAPAS Modelles mit Satellitenbeobachtungen zeigt eine gute Übereinstim-
mung des Seenanteiles in der Ostsibirischen Tiefebene, im Lenadelta, im Mackenziedelta und
an der Nordküste Alaskas. Die regionale Verteilung der TKL sollte jedoch verbessert werden,
da der Seenanteil regional oft überschätzt wird. Des Weiteren wurden mehrere Klimaszenarien
entwickelt um mögliche Auswirkungen einer Klimaerwärmung auf einer Zeitskala von mehreren
Jahrtausenden zu untersuchen. Die Simulationen zeigen, dass durch die Klimaerwärmung mehr
Seen entstehen, was von verschieden Feldstudien bestätigt wurde. Allerdings taut auch der
Permafrost auf und es bildet sich weniger Exzesseis, was eine Grundvorsetzung für Thermokarst
ist. Dadurch verringert sich die Anzahl an TKL auf langer Zeitskala.
Zusammengefasst kann das TAPAS Modell die wichtigsten beobachteten Thermokarstprozesse
simulieren. Zudem reagiert die modellierte Seenfläche sensibel auf Klimaänderungen. Das Mod-
ell kann in ein ESM eingebaut werden um die Darstellung der Wasserbilanz in den hohen Breiten
zu verbessern. Dabei werden auch Randbedingungen für eine biochemische Modellierung des
Permafrost-Kohlenstoffkreislaufes geschaffen. Insgesamt ermöglicht diese Doktorarbeit die
Implementierung von Thermokarst in ein ESM.





v

Contents

1 Introduction 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Research questions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Structure of the PhD thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.4 State of the Art . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2 Thermokarst distribution in periglacial Arctic environments 7
2.1 Periglacial Arctic climate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Distribution of permafrost soils . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.3 Thermokarst landscapes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.3.1 Distribution of thermokarst lakes . . . . . . . . . . . . . . . . . . . . . 14
2.3.2 Mechanisms triggering thermokarst . . . . . . . . . . . . . . . . . . . 15
2.3.3 Thermokarst process . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.4 Ice rich sediments and massive ice wedges . . . . . . . . . . . . . . . . . . . . 18
2.4.1 Ice wedge polygons . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.4.2 Pingos and palsas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

3 Development of a dynamic thermokarst module 21
3.1 Set up of a thermokarst model . . . . . . . . . . . . . . . . . . . . . . . . . . 21

3.1.1 Stages of thermokarst development . . . . . . . . . . . . . . . . . . . 22
3.1.2 Age classes and lake properties . . . . . . . . . . . . . . . . . . . . . 23
3.1.3 Overview of driving mechanisms and thresholds . . . . . . . . . . . . 26

3.2 Limitations regarding the formation of water bodies . . . . . . . . . . . . . . . 27
3.2.1 Effects of slope on lake formation . . . . . . . . . . . . . . . . . . . . 27
3.2.2 Permafrost fraction and lake formation . . . . . . . . . . . . . . . . . 30

3.3 Formulation of the main thermokarst mechanisms . . . . . . . . . . . . . . . . 34
3.3.1 Disturbances and formation of new ponds . . . . . . . . . . . . . . . . 34
3.3.2 Development of a talik below thermokarst lakes . . . . . . . . . . . . . 40
3.3.3 Lake expansion rate . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.3.4 Drainage probability of thermokarst lakes . . . . . . . . . . . . . . . . 45
3.3.5 Accumulation of excess-ice . . . . . . . . . . . . . . . . . . . . . . . 48
3.3.6 Energy balance and lake ice formation . . . . . . . . . . . . . . . . . . 51

3.4 Initialisation of the thermokarst model . . . . . . . . . . . . . . . . . . . . . . 52
3.4.1 Slope distribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.4.2 Excess-ice distribution . . . . . . . . . . . . . . . . . . . . . . . . . . 56



vi Contents

4 Tuning the dynamic thermokarst module 57
4.1 Reference thermokarst model run driven by CLIMBA . . . . . . . . . . . . . . 58

4.1.1 Overview of the model parameters and initial setting . . . . . . . . . . 58
4.1.2 Improvement of initial parameter settings . . . . . . . . . . . . . . . . 60
4.1.3 Results from the Ref-1 model run . . . . . . . . . . . . . . . . . . . . 62

4.2 Sensitivity to soil parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.2.1 Excess-ice aggregation . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.2.2 Expansion rate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.2.3 Drainage probability . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

4.3 Sensitivity to climate parameters . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.3.1 Infiltration disturbances . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.3.2 Temperature disturbance thresholds . . . . . . . . . . . . . . . . . . . 74
4.3.3 Snow disturbance thresholds . . . . . . . . . . . . . . . . . . . . . . . 75
4.3.4 Fire disturbances and surface runoff . . . . . . . . . . . . . . . . . . . 75
4.3.5 Climate sensitivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.3.6 Absolute number of disturbances . . . . . . . . . . . . . . . . . . . . . 79

4.4 Retuning model parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.4.1 pore-size and drainage amplification . . . . . . . . . . . . . . . . . . . 80
4.4.2 Area of new ponds and ice aggregation time-scale . . . . . . . . . . . . 81
4.4.3 Expansion rate and drainage probability . . . . . . . . . . . . . . . . . 82

5 Response of thermokarst lakes to potential climate change 85
5.1 Overview of the climate scenarios . . . . . . . . . . . . . . . . . . . . . . . . 86
5.2 Influence of climate change on thermokarst without permafrost changes . . . . 88

5.2.1 Temporal evolution until pre-industrial times . . . . . . . . . . . . . . 88
5.3 Thermokarst distribution under different climates with interactive permafrost . 93

5.3.1 Lake fraction under different climates at pre-industrial times . . . . . . 95

6 Uncertainty of thermokarst evolution during the Holocene to different forcing 99
6.1 Forcing of the TAPAS model . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
6.2 Climate of the past 6000 years . . . . . . . . . . . . . . . . . . . . . . . . . . 101
6.3 Potential thermokarst development of the past 6000 years . . . . . . . . . . . . 103
6.4 Modelled distribution of lakes at pre-industrial times . . . . . . . . . . . . . . 105

6.4.1 Evaluation of model runs with ECHAM5 and CLIMBA forcing . . . . 105
6.4.2 Evaluation against satellite based observations . . . . . . . . . . . . . 107

7 Concluding remarks 113
7.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
7.2 Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

List of Symbols 117

List of Abbreviations 119

Acknowledgements 125



1

1 Introduction

1.1 Motivation

About 24 % of the northern hemispheric land surface is covered by permafrost (Brown et al., 1997;
Zhang et al., 1999). Permafrost is soil, which has been frozen for at least two years in a row. It can
be differentiated by its spatial extend, thickness, the amount of ground ice, and its temperature.
Ground ice deposits have sometimes accumulated over thousands of years and consist of massive
ice bodies of several meters depth (French, 2007). Melting of these ice complexes leads to
ground settlement and to accumulation of melting water within the developing depressions.
This is a typical form of permafrost degradation, which causes growth of thermokarst lakes
(TKL) (Wallace, 1948; Hopkins, 1949). Thermokarst is a very common phenomenon in the
Arctic, sub-Arctic, and in Boreal lowland regions with ice-rich unconsolidated sediment deposits
(Walter et al., 2007). In comparison to the slow top-down thawing of permafrost, thermokarst
causes a rapid and deep permafrost degradation (Grosse et al., 2013). The thermokarst process
is triggered by a disturbance of the ground thermal regime. Even though it is small in spatial
extend, a widespread and frequent occurrence accumulates thermokarst to a very common feature
in most permafrost areas (French, 2007; Grosse et al., 2013). TKL disrupt the surface energy
balance in permafrost areas and trigger a feedback mechanism on the ground thermal regime
(e.g. Jorgenson et al., 2010). This feedback comprises interactions between snow, permafrost,
hydrology, and ecosystems, which include altered energy and water fluxes between atmosphere
and land surface.

Most permafrost regions experienced warming and thawing since many decades. The warming
trend is predicted to continue during this century (Romanovsky et al., 2010). Due to the Arctic
amplification, these regions are prognosticated with larger and earlier impact of the global climate
change than other regions on Earth (Hinzman et al., 2005; IPCC, 2007). Therefore, a large
change of the hydrological and thermal state can be expected. A variety of climate components
like terrestrial vegetation, permafrost, or sea-ice are already responding to the recent climate
change (ACIA, 2005; Grosse et al., 2011).

Permafrost soils contain a large amount of soil organic carbon (SOC), which has accumulated
over tens of thousands of years during the late Quaternary (Schirrmeister et al., 2011). Organic
litter and vegetation have been embedded within fine-grained and frozen deposits. SOC is mostly
concentrated within large ice-wedges, which together can reach a depth of up to 40 m. The
knowledge about depth and extension of the organic layer allows projections of potentially
released amount of Carbon-dioxide (CO2) and Methane (CH4) due to microbial decomposition.
Approximately 50 % of the estimated global below-ground organic carbon pool is deposited
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in the permafrost, which is more than twice the size of the current atmospheric carbon pool
(Schuur et al., 2008). In total, between 1400 Pg and 1850 Pg of SOC are stored in permafrost
regions (Grosse et al., 2011). However, the numbers are preliminary, because a small number
of data points are extrapolated to large regions. For instance, a release of 1 Pg carbon would
increase the atmospheric CO2 concentration by 0.471 ppm (Battle et al., 2000). A destabilization
of permafrost soils because of the expected amplitude of future Arctic climate warming would
lead to a global-scale positive feedback mechanism due to enhanced emission of greenhouse
gases (GHG).

Permafrost related processes are still rudimentary represented in global climate models (GCM)
and in Earth system models (ESM). Probably, a large error propagates with projection of future
Arctic climate. Since a large amount of carbon is stored within the soils, more precise estimations
of amount and rates of GHG emission are needed to improve the climate model performance in
high latitudes. Thus, a global scale thermokarst model is developed and discussed in this thesis.
This will be the first step of the process to include thermokarst related processes into JSBACH,
which fits into very recent developments with regards to permafrost melting and freezing (Ekici
et al., 2013) and a dynamical wetland scheme (Stacke and Hagemann, 2012).

The main issue of this dissertation is to develop a thermokarst model for a GCM (Global
Climate Model) to provide structural improvements and new parameterizations with regard
to heat and water flow. Carbon and nitrogen dynamics are beyond the scope; the main focus
is based on geophysical processes. Since thermokarst is a long-term process, which spans
over several millennia (French, 2007), the model needs to be able to simulate the evolution
of thermokarst lakes over several thousands of years to satisfactorily describe all stages of the
thermokarst process. Therefore, the model will be established for the recent Holocene. Driving
climate forcing data are available from two different studies, for the past 6000 years (Fischer and
Jungclaus, 2010) and for the past 7000 years (Bruecher et al., 2014). There are several climate
parameters, which have the potential to highly disturb the sub-soil heat balance and to trigger
thermokarst (French, 2007). Detailed observations of TKL are not available for the time period
under consideration. Therefore, the aim of this study will be to reach today’s distribution of
TKL and subsurface excess-ice. Furthermore, the model is supposed to be sensitive to climate
variability and climate impacts like strong and rapid warming or cooling. Therefore, the model
will be tested under different climates. If sensitivity to climate and today’s lake distribution are
reached for the Arctic permafrost regions, then the processes may be satisfactorily described and
modelled.
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1.2 Research questions

Emerging from the main focus of this PhD thesis, there are three research questions, which will
be investigated.

1. Thermokarst lakes and soil excess-ice have successfully been modelled on local scale.
Which parameterisations are needed to model these processes on global ESM grid scale?
What is the sensitivity of the model to changes in these parameterizations?

2. What is the response of the thermokarst formulation introduced here to potential climate
changes like cooling or warming of several degrees within one century? What is the
timescale for adapting to a new equilibrium state?

3. How has thermokarst potentially developed during the Holocene? How has the rate of
thermokarst formation changed over time? What is the sensitivity of the model to driving
data from different sources?

After the thermokarst model is successfully developed and initialized, it may be possible to
include thermokarst processes into JSBACH or another ESM. This would allow future projections
of thermokarst development in the Arctic.

1.3 Structure of the PhD thesis

This PhD thesis is built up in 7 chapters including two chapters for introduction and conclusion.
A short overview of the content can be found in chapters 2 - 6. The 1st research question is
answered in chapters 3 and 4. The 2nd research question can be found in chapter 5. Chapter 6
deals with the 3rd reseach question.

Chapter-2 focuses on the Arctic climate and different permafrost related processes, which
lead to thermokarst. It is a basic summary of findings in literature. The main issue is to give a
comprehensive introduction into the topic of the thesis. First the periglacial Arctic climate is
described, then distribution and properties of permafrost soils, then distribution and development
of thermokarst lakes, and finally aggregation of excess-ice and formation of different complexes
of massive ice.

Chapter-3 focuses on the development of a dynamic thermokarst module that spans over all
stages of the thermokarst process. An adequate model is set up for modelling thermokarst on
large scale. On the one hand, it should be able to consider small scale soil heterogeneities like
slope distribution and permafrost fraction. On the other hand, it should include all steps of the
thermokarst process.

Chapter-4 focuses on the sensitivity of the thermokarst model to different tuning parameters.
A set of 25 parameters is initially performed for different soil and climate related processes
(see Table 4.1). The thermokarst model is evaluated against satellite based observations of lake
distribution derived from the ESACCI (Santoro et al., submitted) and observations of excess-ice
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distribution from NSIDC (Brown et al., 1998).

Chapter-5 focuses on the response of the thermokarst model to climate change. Different
scenarios have been adjusted to the CLIMBA Holocene runs (Bruecher et al., 2014). The
scenarios describe warming of 2 °C, warming of 4 °C, and cooling of 2 °C, respectively, within
a period of 100 years between 5000 BP and 4900 BP. The aim is to investigate effects of climate
change on formation and evolution of thermokarst lakes and excess-ice.

Chapter-6 focuses on the potential evolution of thermokarst during the last 6000 years of the
Holocene. Two different Holocene runs are available in the archive from Fischer and Jungclaus
(2010) and Bruecher et al. (2014). Differences in chronological evolution of TKL are investigated.
Then, differences within modelled distribution of lakes and excess ice at pre-industrial times are
discussed.

1.4 State of the Art

Thermokarst is a small scale process, which needs to be added to the large scale global climate
model. The evolution of lakes is severely dependent on surface and soil properties. Thermokarst
lakes (TKL) span a large range of sizes and shapes. One thermokarst lake can measure between
1 m2 and several 100 ha depending on annual expansion rates and on surface topography. The
shape of the lakes can be squares like in the polygonal tundra or circles or ellipsoids. Even
triangle shaped lakes can be seen in Eastern Siberia on satellite imagery.

The development of single lakes could successfully be modelled in 1D and 2D numerical
models. They describe TKL with fundamental mechanical and thermal processes (Ling and
Zhang, 2003; Zhou and Huang, 2004; Pelletier, 2005; West and Plug, 2008; Plug and West, 2009;
Taylor et al., 2008). Van Huissteden developed a 2-dimensional landscape model to consider
interactions between lakes and rivers (Huissteden et al., 2011). If one TKL connects to a river
network because of lateral expansion it drains completely or at least a part of it. The water
table changes due to lateral inflow and outflow, which in turn alters the ground thermal regime
beneath the lakes. A 3-dimensional numerical model of a TKL and a neighbouring basin of a
drained lake was presented by Kessler et al. (2012). Topographic interactions were included to
simulate water flow into the lake as well as subsurface mass movement and slope wash at the
lake edges. West and Plug (2008) have developed a numerical model of conductive heat transfer,
phase change, and soil subsidence. Shape and depth of thermokarst lakes depend on lake age,
steady state property of the talik, and the ice-content of the underlying ground.

All mentioned references have one point in common. They only simulate single lakes at
local scale. Actually, there is no thermokarst model available at the global scale. One challenge
can be that there are thousands of lakes and modelling each lake would require too many
resources. However, the development of one lake is very dependent on small scale features like
slope distribution, connection to drainage paths, and subterranean distribution of massive ice
bodies. With increasing size of the lake the influence on the ground thermal regime can change
dramatically if lakes do not freeze up to the bottom during winter. In that case talik grows also
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during winter and the lake expansion rate increases. Parameterizations need to be found for
simulating the average lake evolution. Another challenge is that the distribution of thermokarst
lakes is not well known on Arctic scale. There are satellite based observations, but it is hard to
judge the type and origin of the water bodies. They can also be ancient glacier lakes or simply
filled topographic depressions. From the satellite’s point of view all water bodies appear as
dark areas surrounded by brighter permafrost (Muster et al., 2012; Morgenstern et al., 2011).
Therefore, it may be tricky to evaluate global thermokarst models.





7

2 Thermokarst distribution in
periglacial Arctic environments

This thesis is focused on thermokarst, which is typical for the periglacial Arctic regions.
Thermokarst is defined as a process, by which characteristic landforms develop as a result
of thawing of ice-rich permafrost and melting of massive ice bodies (Van Everdingen, 1998).
These landscapes usually consist of little ponds, large lakes, and drained basins. The thermokarst
process is a coupled thermal-hydrological mechanism, which leads to enhanced thawing of
permafrost soils and depletion of soil organic carbon on local to regional scales.

This chapter consists of 4 parts and is supposed to give an overview of climate and soil
conditions including processes, which lead to thermokarst. It is a basic summary of findings
in literature. First, the periglacial Arctic climate is described. Which climate conditions are
responsible for thermokarst affected landscapes? How does the region of periglacial Arctic
climate differ from regions of other climates? The second part is considered to the main
phenomenon of periglacial Arctic regions, the permafrost. How is permafrost distributed around
the globe and what are the main properties of areas underlain with permafrost? Permafrost is the
main precondition for thermokarst, which is explained in the third part. Thermokarst is unevenly
distributed around the Arctic. Where does thermokarst occur and which mechanisms trigger
formation of thermokarst lakes? An overview of the entire process is provided from the onset of
little ponds until drainage of large lakes. Thermokarst primary develops in regions with ice-rich
permafrost soils. The fourth part is focused on the aggregation of excess-ice within the soil. Ice
accumulates to different forms of massive ice bodies, which appear in form of polygons and hills
at the surface.

2.1 Periglacial Arctic climate

This section is focused on the periglacial Arctic climate. The term ’periglacial’ relates to the
area adjacent to a glacier or an ice sheet. The periglacial Arctic is characterized by repeated
periods of seasonal freezing and thawing. Distinctions exist between glacial, periglacial, and
Arctic conditions, which are based on different climates and soil forming mechanisms.
In glacial environments, the soil is prevented from melting and freezing processes, because
glaciers isolate them from atmospheric influences. Due to their high albedo, glaciers absorb
less radiation. The air temperature becomes cooler during the day and less energy is transferred
to underlying soil layers than in non-glaciated regions. Furthermore during night-time the
air becomes colder than in non-glaciated regions due to the lower heat capacity of snow in
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comparison to soil.

Figure 2.1: This figure shows long term means of annual air temperature (upper left panel), annual rainfall
(upper right panel), annual snowfall (lower left panel), and incoming short-wave radiation
(lower right panel) as derived from WATCH forcing data (Weedon et al., 2011) for the 43-year
period 1958 - 2000. The maps were all masked with the overall extension of permafrost areas
(Brown et al., 1998)

Contrary to glacial environments, the periglacial environments are characterized by freezing
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and melting processes, since the air temperature is often around the freezing point of water. A
permanently frozen ground layer (permafrost) develops within the soil, if the freezing depth
exceeds the thawing depth (Tricart, 1968). Melting water from snow flows off at the surface
or freezes again after infiltrating into the soil. The formation of ice bodies leads to so-called
non-glacial geomorphologic processes and to formation of massive ice bodies in the interior of
the soil.
Periglacial environments mainly cover tundra regions north of the treeline (French, 2007; Brown
et al., 1998). This definition does not mean that periglacial processes are limited there. They
also extend southwards into the Boreal taiga. During the last ice age permafrost has developed
far into the south and often remained after the return of Boreal woods due to the large depths of
the permafrost layer and the isolation effect of woody vegetation on the surface.
The largest parts of the global periglacial environment exist in Russia, Canada, and Alaska.
Periglacial processes also occur on smaller areas in Greenland, Iceland, Scandinavia, Andes,
and Tibet. In the Antarctica, only small parts are counted as periglacial and permafrost covered,
because the most part of the continent is covered with large glaciers.

The climate of the periglacial Arctic is characterized by very long and cold winters and rather
short summers. Figure 2.1 shows long term means of air temperature, rainfall, snowfall, and
radiation. All the data are derived from WATCH forcing data of the 20th century for the 43-year
period 1958 - 2000 (Weedon et al., 2011).
The long term mean annual air temperature varies between 0 °C at the southern edges and
-24 °C in Eastern central Siberia or the northern Canadian Archipelago (see Fig. 2.1). The
coldest regions are placed in Central Siberia, Yakutia, Northern parts of Alaska, North Western
Territories, and Nunavut, where the annual mean temperature is mostly below -10 °C.
The annual total amount of precipitation is very low there and rarely reaches more than 200 mm.
The periglacial Arctic generally receives little amount of rainfall. Values of more than 400 mm
are only reached in Quebec, the southern Hudson Bay lowlands, Scandinavia, and at the SW
and the SE edge of the Russian permafrost area (see Fig. 2.1). The driest regions with less than
100 mm are located in Tibet, the Canadian Archipelago, and at some coastlines of the Arctic
ocean (Beaufort Sea, Laptev Sea, East Siberian Sea).
Snowfall is possible all the year round and usually accumulates to a closed snow layer during
winter, which persists over several months. Coinciding with rainfall, little amount of snow is
falling in Yakutia and Nunavut. Even less snow, with not more than 0.5 m, falls in large parts
of Tibet and in southern Siberia. The highest amount of snow is observed in regions close to
the oceans. More than 2 m are yearly accumulating in mountainous regions like the Rocky
mountains, the Scandinavian mountains, and at the south western edge of the Himalayas. Also
Northern Quebec, the far east of Siberia, and the western Siberian lowlands, receive more than
2 m of snow.

French (2007) defined five broad categories of periglacial climates based on insulation,
temperature, and elevation with the goal to incorporate unique climate conditions of high
plateaus, mountain, and flatlands. Generally, insulation reaches extreme states in both summer
and winter. Due to the seasonal cycle of the day-length, for example the North Pole receives
a higher amount of radiant energy than the Equator during summer. High elevated plateaus
like Tibet receive more solar radiation than adjacent regions on sea-level, because water vapour
and aerosol content of the atmosphere decreases with increasing elevation. This causes higher
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transparency of the atmosphere. Here follows a summary of the five main categories of periglacial
climate as classified by French (2007).

I High Arctic Climates appear in polar latitudes and occupy the tundra regions. They
are characterized by small daily but large annual temperature range. This is due to
the perpetual darkness during the winter months, when temperature falls to a range of
between -30 °C and −20◦C. Temperature rises above freezing only for 2 to 3 months, and
reaches 4 °C - 6 °C on average. Therefore, the maximum thaw depth varies between 0.3 m
and 1.5 m. The annual precipitation is very low and barely reaches more than 100 mm.
Characteristic places with high-Arctic climate can be found in Spitsbergen (78◦N) and in
the Canadian Arctic (72◦N).

II Continental Climates appear in sub-Arctic latitudes south of the treeline within the
Boreal woods. The mean air temperature is slightly higher than in the High Arctic, but the
amplitude of the annual cycle is much larger due to excessively cold winters and very
warm summers. The temperature rises above zero for about 5 - 6 months. Therefore, the
maximum thaw depth is with 2 -3 m larger than in the high Arctic. Typically 200 - 600 mm
rainfall is measured throughout the year, while the most of it is falling during summer.
Due to the high evaporation the water balance of the soil is negative. Continental climate
is attributed to places like Yakutsk, Central Siberia (62◦N) and Fairbanks, Alaska (65◦N).

III Alpine Climates appear in mid-latitudinal mountain environments above the timberline.
Depending on the geographic location, the timberline ranges between 2000 m and
4000 m in the North American Rockies and in the European Alps. There, the climate
is characterized by well developed diurnal and seasonal patterns of precipitation and
temperature. Therefore, temperature oscillates around the freezing point with a higher
frequency than in tundra and taiga regions. Winters are not as extreme as in the
High Arctic. The total annual precipitation is with 750 - 1000 mm much larger than in
the High Arctic. A typical place with alpine climate is Colorado Front Range, USA (40◦N).

IV Qinghai-Xizang (Tibet) plateau climates appear in high elevated low-latitudinal
mountain regions. They are characterized by well developed diurnal and seasonal patterns
of radiation and temperature, but with above-normal insulation. The annual mean
temperature ranges between -2 °C and -6 °C. Although the annual precipitation measures
between 200 mm and 600 mm, the water balance of the surface is more negative than in
continental environments. Due to the extremely high evaporation rate during summer,
the surface is covered by steppe-tundra vegetation. A typical place is Fenghuo Shan (34◦N).

V Climate of very low annual temperature range appear in sub-Arctic oceanic locations
like Jan Mayen and Bear Island and in sub-Antarctic oceanic locations like the Falkland
Islands and South Georgia. The annual mean temperature is settled below 3 °C, while
the annual cycle is relatively small with 10 °C. These regions are characterized by high
frequency of short freeze-thaw cycles. Due to the high precipitation of 1000 - 2000 mm/year
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Figure 2.2: The left panel pictures the horizontal map of permafrost presence. The nuances of red show
the permafrost extension from continuous permafrost (dark) to isolated permafrost (light).
The green circle is the tree line, and the purple line the Arctic circle. The light blue area is the
sea ice extension in July (Brown et al., 1998). Right panel shows a typical tundra landscape
with continuous permafrost located in Samoylov, (Lena River Delta, Russia) (AWI, Research
Group Sparc, 2010)

the weather is of unstable cyclonic type with much low cloud cover and fog. Similar
climates occur in summits of low latitudinal mountain ranges like in Mauna Kau, where
the diurnal cycle is larger than the weak annual cycle.

2.2 Distribution of permafrost soils

Approximately 23 - 25 % of the land areas of the northern hemisphere are underlain with per-
mafrost (Brown et al., 1997; Zhang et al., 1999). These numbers would be even larger, if areas
below glaciers and ice-sheets were counted as well. The largest part of it, about 72 %, is located
in mountains, uplands and plateaus (Brown et al., 1997).
If a permanently frozen layer remains in the interior of the soil for at least two years in a row,
then it is called permafrost. It is located below the active layer, which is the zone of annual
freezing and thawing cycle. The maximum thawing depth or active layer depth (ALD) marks
the transition from the seasonally to the permanently frozen soil (permafrost table). Depending
on climate and surface conditions, ALD changes over time. If for example a thermokarst lake
develops at the top, then the freezing depth decreases while the thawing depth increases (further
explanations are given in section 2.3). Then a permanently thawed layer evolves between the
active layer and the permafrost table, called talik. As visible in figure 2.3, there are several forms
of talik. A smaller lake produces an open talik below it, while a larger lake develops a trough
talik, which completely thaws the permafrost below it.

One property of a permafrost area is the fraction of surface underlain with permafrost. It is
called permafrost fraction (PF) and has the unit m2/m2. The permafrost regions are intersected
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in four classes of PF (Brown et al., 1998), as listed in table 2.1. Figure 2.2 shows the four
classes of PF as different nuances of red ranging from dark-red for continuous permafrost to
light-red for isolated permafrost. In continuous permafrost regions, permafrost is present at all
localities except beneath water bodies and river channels. Whereas in regions with sporadic
permafrost, permafrost is restricted to isolated “islands” that are often located beneath peaty
organic sediments.

Permafrost label Permafrost fraction
Continuous permafrost 90 % - 100 %

Discontinuous permafrost 50 % - 90 %
Sporadic permafrost 10 % - 50 %
Isolated permafrost 00 % - 10 %

Table 2.1: Following permafrost fractions were provided by NSIDC (Brown et al., 1998).

Existence and absence of permafrost depends on the geographic location (latitude and altitude)
and the climate conditions there. In this sense, the permafrost regions can be divided in three
categories as classified by French (2007).

Latitudinal permafrost: About 50 % of Canada, 80 % of Alaska, almost 50 % of Russia
(forest zone east of the Yenissei river), and parts of China (Tibetan Plateau and northeaster
China) are underlain with permafrost (French, 2007). In north America, the southern border of
continuous permafrost follows the -8 °C to -6 °C mean annual temperature isotherm except east
of the Hudson Bay. The geographic extension of continuous permafrost decreases from 55◦N
in western areas to 60◦N in Quebec. This is due to the high snow accumulation rates and the
isolation effect of snow. The southern line of discontinuous permafrost coincides more or less
with the -1.1 °C isotherm (Péwé and Brown, 1973). Southwards, permafrost becomes restricted
to peat lands, north-facing slopes, and shady river-banks. Usually the thickness of continuous
permafrost ranges between 15 m and 30 m, but it sometimes reaches depths of 500 m. In general,
permafrost is thicker in Russia than in North America. The largest permafrost thickness is
observed in northern Yakutia, where it reaches a depth of 1600 m. Discontinuous permafrost
is distributed in northern Scandinavia, the Kola Peninsula, and in the tundra and between
regions between White Sea and Ural mountains. East of the Ural mountains, a broad zone of
discontinuous permafrost extends over the taiga and reaches a depth of about 25 – 30 m. The
northern boundary of the boreal forests (treeline) marks the transition line between continuous
and discontinuous permafrost.
The differences of the permafrost properties in Siberia and in North America result from the
Quaternary glacial history. In Siberia the lowlands remained ice free (aridity, vastness), while
north America was covered by glaciers with several 1000 m thickness over large parts of the
Pleistocene. Formation of extensive post-glacial lakes and marine inundation has accompanied
glacier retreat in North America (French, 2007).

Alpine permafrost: In mountainous environments, permafrost properties are highly depen-
dent on latitude, altitude, and distance from the nearest ocean. The regions are characterized
by steep slope and bedrock terrain. Continuous permafrost is settled below the snow limit and
crosses over to discontinuous permafrost at lower altitudes. The lower limit rises from 100 m
at 60◦N in North America to over 3000 m at 35◦N in the Alps. The alpine permafrost is very
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Figure 2.3: This figure shows the vertical cross section of the transition zone between continuous and
discontinuous permafrost as well as different types of taliks connected to various stages of
thermokarst lake formation (Pidwirny, 2006)

.

heterogeneous, while heterogeneity results from regionally very different pattern of temperature
and precipitation. For instance, in some humid maritime valleys, glaciers extend far into forested
areas, while in dry continental areas (central Asia) the glacier equilibrium line is located far
above timberline. The lower limit of alpine permafrost in the Rocky Mountains and the Alps is
marked by a mean annual air temperature of between 0 °C and -1 °C (Péwé, 1983).

Montane permafrost of central Asia and China: Montane permafrost forms on plateaus
and in continental climates. It is a mixture of latitudinal and alpine permafrost and develops in
China, Mongolia, and Kazakhstan. These mostly discontinuous permafrost regions are located
in lower latitudinal high altitudes and are characterized by high aridity. Often, not more than
7 cm of snow are accumulating over one year. The Tibetan plateau is characterized by flat areas
intersected by large mountain ranges. Depending on latitude, the Tibetan plateau permafrost
reaches a thickness of 10 – 30 m .
The lower limit of Tibetan permafrost increases from 4000 m to 4800 m from north to south,
indicating an increase of 110 m per degree north. Generally the lower limit of permafrost
extension is marked by an average annual air temperature of -2.5 - -3.6 °C (French, 2007).

2.3 Thermokarst landscapes

This section is focused on distribution and evolution of thermokarst lakes (TKL). An overview
is given about the formation of new lakes and the main steps of the life-cycle of one lake until
drainage. Examples for some TKL are shown in figure 2.4
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Figure 2.4: The figures show two areal pictures of several thermokarst lakes in the Kolyma-Region,
Siberia. A drained thermokarst basin is visible in the left panel as well. (Grosse, 2014 in
Kubny (2014)).

2.3.1 Distribution of thermokarst lakes

About one quarter of all global lakes larger than 10 ha are located in the northern mid and high
latitudes between 45◦N and 70◦N (Lehner and Döll, 2004; Grosse et al., 2013). The majority
of them are located in periglacial environments. As visible in figure 2.5, lakes in permafrost
regions contribute strongly to lake covered surface area in latitudes north of 50◦N. Isolated and
sporadic permafrost regions strongly contribute to the lake area between 50◦N and 60◦N. North
of 60◦N, large areas of discontinuous and continuous permafrost regions are covered with lakes.
Between 65◦N and 70◦N, the total lake area exceeds the observed area of lakes in mid- and
low-latitudes even though much less land areas are present. There, the average lake fraction
(65-70◦N) in continuous permafrost region measures 19.6 %. The data are gained from satellite
based observations from ENVISAT within the ESACCI project (Santoro et al., submitted).

Thermokarst lakes are widespread in periglacial Arctic regions and play an important role
for the regional hydrology. The highest occurrence of TKL is observed in lowland permafrost
regions with an ice-content of larger than 10 % in volume and with a thick overburden layer.
Grosse et al. (2013) attributed following regions as being vulnerable to thermokarst: parts of
the Northeast Siberian coastal lowlands, west Siberia north of the river Ob, Alaska north slope,
Yukon-Kuskokwim delta region, Mackenzie delta region, Lena delta region, and the Hudson Bay
lowlands.
A total number of 610000 lakes with an area of larger than 10 ha exist there. Together, they cover
an area of 207000 km2. Grosse et al. (2013) derived these numbers from analysis of pan-Arctic
lake (Lehner and Döll, 2004) and permafrost databases (Brown et al., 1997). However, Grosse
et al. (2013) stated, that a total lake covered area of about 250000 - 380000 km2 is more realistic.
The datasets on ground ice distribution, sediment type, overburden layer thickness, and lake
extent are provided on a resolution of 0.5◦. This leads to an underestimation of the total lake
area. For instance, in northeaster Siberia, between 22 % and 82 % of the total TKL area is not
captured by the global lake water dataset (Grosse et al., 2008).

The regional distribution of TKL is very heterogeneous and depends on various climatic,
permafrost, and ground ice conditions. Generally, TKL develop better in regions with unconsoli-
dated ice-rich sediments than in regions with bare bedrock (French, 2007). The small pore-size
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Figure 2.5: ENVISAT based observations of Arctic lakes larger than approximately 4.5 ha from the
ESACCI project (Santoro et al., submitted). The data have been upscaled on 0.5◦ resolution
and masked with the NSIDC permafrost extension (Brown et al., 1998) (left panel). The right
panel shows the latitudinal distribution of zonal summed lake area.

of fine grained sediments promotes ice segregation and development of massive ice bodies.
Thermokarst is rarely reported from mountainous regions and is largely absent in the ice-free
extreme high latitudes. This is due to the high aridity there, which only allows low amount
of segregated ice within the soil sediments. Thermokarst is most likely in areas with warm
permafrost, which show a near-surface ground temperature of close to 0 °C (French, 2007).
There, vegetation cover and organic layer are crucial for preservation of permafrost and a small
change can trigger formation of new TKL. Cold permafrost regions have small ALD and a short
thawing period. There, a larger thermal change is required to trigger TKL.

2.3.2 Mechanisms triggering thermokarst

This section mainly bases on French (2007) and is focused on the trigger mechanisms of
thermokarst. One thermokarst event is triggered by an initial disruption of the thermal equilibrium
of the soil. ALD increases and segregated ice is melted. Cavities are left in the interior and
upper-laying soil subsides. Depressions form at the surface and fill up with melting water. The
water bodies promote thawing during summer and impede freezing up during fall and winter. At
the early stage, thermokast is widespread and very common in poorly drained tundra lowlands.
A disturbance of the thermal heat balance occurs, if the annual main soil temperature increases
or if the amplitude of the summer temperature enhances, i.e. progressive increase of seasonality.
Disturbances can be classified in three different types, depending on the mechanism, which is
acting on the soil. Thus, a disturbance can either be of geomorphic, vegetation, or climatic origin.
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All of them are leading to melt of excess-ice and to the formation of a new TKL.

* Geomorphic impacts: In some cases, the active layer is actively removed due to vehicle
movements, road cuts, or drainage changes, which cause thawing of lower levelled ice-rich
permafrost layers. Slumping and standing water in context of flood events increase ALD
due to isolation of lower levelled soil layers against freezing periods. Cavities are washed
out in the interior, and overlying soil layers subside. Thermokarst can also be triggered by
lateral migration of rivers towards steeper slope at the coast. River banks slump and large
ice-wedges expose then.

* Vegetational impacts: Often, new TKL are triggered after the destruction of the isolating
vegetation layer at the surface. ALD increases due to reduced shadowing and loss of isola-
tion against seasonal variability of temperature. Disruption of vegetation can be induced
either by economic activities such as constructions, vehicle movements, and deforestations.
Vegetation can also be destroyed by natural phenomena like plant succession and lightning
induced forest-fires. Wildfires are characteristic for Boreal forest and commonly appear in
the tundra.

* Climatological impacts: The climate warming of the past 100 years is capable of in-
creasing thermokarst activity during the past decades. Higher temperature increases ALD,
which causes melt of excess-ice during summer. The effect of continuously increasing
annual mean temperature on ALD can be quite different. On the one hand higher tem-
perature leads to a higher cloud cover and to more precipitation. This may reduce heat
transfer within the soil due to colder surface temperature. On the other hand, a higher
winter temperature leads to larger snowfall during winter. Due to the isolation effect of
snow the freezing depth reduces. Therefore, a larger thawing depth can be reached during
summer and ALD increases.

Predictions of future thermokarst events will be accompanied by large uncertainty. Beside a
gradual change of annual mean air temperature, also increasing seasonality may result in higher
potential for onset of thermokarst events due to higher range of soil temperatures and summer
thaw depths (French, 2007).

2.3.3 Thermokarst process

Thermokarst is a self-promoting coupled thermal-hydrological process, which leads to enhanced
thawing of permafrost soils with ice-rich sediments and depletion of soil organic carbon on local
to regional scales. Melting of massive ice bodies lead to formation of thermokarst landscape
features like drained basins (also called alasses), large lakes, and ponds (also called mounds)
(Van Everdingen, 1998). Examples of different stages of the thermokarst process can be seen in
figures 2.2 and 2.4. Thermokarst is severely affecting the Arctic tundra and permanently alters
the appearance of its surface. Principally, a characteristic thermokarst process consists of five
major stages and is described after French (2007) and Morgenstern et al. (2011). A schematic
sketch of the first four steps is shown in figure 2.6.
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Figure 2.6: Stages of thermokarst process from undisturbed polygonal tundra to drained basins (alasses)
with recovering permafrost (Morgenstern et al., 2011) after some adaptations.

In the beginning, there is flat undisturbed polygonal tundra with ice-rich unconsolidated
sediments. Thermokarst is limited to localized ice-rich organic, maritime, and lacustrine deposits.
The typical regions are characterized by High Arctic and Continental climate conditions (Sect.
2.1) with a thin active layer thickness of about 2 m. A trigger event is needed to disrupt the
thermal equilibrium of the soil (Sect. 2.3.2). The annual thaw depth increases and causes
enhanced melting of ground ice. Cavities are left in the interior and the above laying soil
column subsides into depressions (mostly visible along large ice-wedge polygon systems). The
depressions fill up with melting and precipitating water. Continued lateral and vertical expansion
leads to slumping and disruption of the vegetation cover and to development of thermokarst
mounds. These are distinct ponds with a width of 3-15 m and a depth of 3 - 4 m. Figure 2.2 shows
an example of polygonal tundra, intersected with isolated ponds. The next stage is characterized
by progressive collapse and decay of the ponds. If depressions develop in the centre of the
thermokarst affected terrain, then they usually contain a large hollow with a lower levelled
bottom than the adjacent ponds (French, 2007). Then, a distinct and large depression forms as a
result of continuous merging of the central depression with smaller mounds in the surroundings.
It is oval or circular shaped and consists of steep slides and a flat bottom. At this stage the
water body is called a thermokarst lake (TKL). Examples are shown in figure 2.4. Permafrost
thawing is continued due to progressive soil subsidence and slope wash at the margins resulting
in lateral and vertical growth. At a certain depth, the TKL is not freezing up during winter, which
promotes lake expansion and talik formation. The thermal erosion at the margins depends on
ice-content and relief gradient (slope). While expansion is permanently ongoing, the vertical
growth is limited as soon as a new soil surface heat balance and steady stage is reached. Figure
2.6 sketches a mature lake with a fully developed talik. The diameter can range between 100 m
and 10 km.

Permafrost degradation and lake expansion stop as soon as the TKL disappears. This can
be caused either by infilling of sediments from the walls or by connecting to a river network, a
gully, or a neighbouring lower levelled basin (French, 2007). The remaining basin either forms a
deep trough with steep slope and flat bottom or a depression with gentle slope and undulating
floor. The depth of the basins can be up to 60 m in extreme case depending on the volume of
melted excess-ice. After drainage, permafrost recovers and excess-ice accumulates again. The
result is a basin with an area of up to 25 km2, which consists of complex thermokarst valleys
with different manifestations of excess-ice (Sect. 2.4). The aggregation of excess-ice continues
until new thermokarst lakes are triggered. Generally, these lakes do not reach the same size
and round shape as lakes of the first generation. Repeated cycles of permafrost degradation
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Figure 2.7: Left panel shows a vertical cross section of one large ice wedge polygon system (AWI,
Research Group Sparc, 2006). Right panel shows low-centred (foreground) and high-centred
(background) ice-wedge polygons and one pingo (http://sis.agr.gc.ca/cansis/
images/nt/peri/index.html).

and permafrost aggregation lead to a continuous change of the surface appearance of the Arctic
landscape (French, 2007).

2.4 Ice rich sediments and massive ice wedges

Here, a short overview is given about different manifestations of excess-ice and the processes
behind their formation. Excess-ice exists in various forms of massive ice-bodies, which appears
as different surface structures. Pingos and palsas are hills with a lenticular-shaped ice-body in the
interior. Polygons are hummocks intersected with rims and channels and contain a wedge-shaped
ice-body in the interior.

Generally, ice occupies a larger volume than water due its lower density. Therefore, freezing
of water leads to thermal expansion and to frost heave of upper soil layers. The magnitude of
frost heave is mainly driven by available moisture within the soil. If one ice feature develops,
then more water is attracted from the surroundings and freezes at the ice body. The volume of
ice held within frozen sediment often exceeds the amount of water, which can be hold in thawed
state.

The amount of excess-ice depends on various soil properties, which promote different mecha-
nisms of ice formation. In fine grained soils with small pore-size and clayey texture, suction-based
water movement dominates gravity. They mostly contain a high content of organic material
and develop large bodies of excess-ice. In comparison to it, suction is small in coarse grained
sediments like sandy and silty soils due to the large pore-size. In regions with coarse grained
sediments infiltration leads to ice formation.

The highest amount of massive excess-ice bodies can be found in lowlands of northern and
central Siberia. There, the terraces consist of thick sequences of fine-grained alluvial and very
ice-rich sediments with ice constitution of up to 30 - 60 % in volume on local scale (French,
2007). However, in some other regions like higher elevated mountain ridges or high plateaus in

http://sis.agr.gc.ca/cansis/images/nt/peri/index.html
http://sis.agr.gc.ca/cansis/images/nt/peri/index.html
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central Asia, ground ice is relatively absent.

2.4.1 Ice wedge polygons

Ice-wedge polygons are very common and widespread in tundra lowlands (central Alaska,
northern Canada, and Siberia), which are underlain with continuous permafrost. Polygons
primary develop in sandy soils with unconsolidated sediments and usually contain excess-ice in
form of large ice-wedges. One polygon can reach an area of between 15 m and 40 m. It is less
pronounced in bedrock areas, where it may reach a diameter of 5 - 15 m. Polygons are mostly
ordered in orthogonal patterns. Orthogonal systems develop in the vicinity of ponds and lakes,
where cracks develop at right angles to the water body and to other cracks.

Ice-wedge polygons are frequent in regions with annual mean air temperature of less than
-4 °C (Washburn, 1980). The active layer depth is sufficiently thin to allow quick freeze up during
fall and large temperature changes of the permafrost soils during winter (Black, 1976). If the
surface temperature decreases fast enough with for instance -1.8 °C/day over a period of 4 days,
then thermal contraction of the soil leads to cracking due to large tension of the materials (Black,
1976). Amplitude and gradient of temperature change influence size and shape of the cracks.
Other parameters like snow-cover and vegetation influence soil cracking as well. For instance,
accumulated snow of large depth isolates the soil layers against the winter temperature regime.
The cracks are filled up with snow and hoarfrost during winter. If temperature rises, then the
snow cover melts and water infiltrates into these cracks and refreezes there again. Volumetric
expansion of freezing water widens the crack to an ice wedge and pushes soil material sidewards.
Linear and volumetric expansion of freezing water is controlled by the mineral composition of
the soil. The cycle of cracking of soil and freezing of infiltrating water is repeated over decades
until the ice wedges reach a width of up to 5 - 6 m and a depth of up to 10 m (Black, 1976). The
growth is limited by sideward pressure of expanding soil during summer and by uplift pressure
of the overlaying active layer. Usually soil is pushed sideward from the centre of one polygon
towards its margins. Between two ice wedges the soil material is raised up to a rim, which can
reach a height of 0.5 - 1.0 m. In this way, ice-wedge polygons develop. An example is shown in
figure 2.7.

2.4.2 Pingos and palsas

Pingos develop areas with coarse-grained water-saturated sediments, preferably after drainage of
TKL. The highest concentration of so-called hydraulic pingos occurs in Tuktoyaktuk peninsula,
northern Canada. They are also very frequent in northern Alaska and in central Siberia (French,
2007). Generally, pingos appear in regions with discontinuous and continuous permafrost regions
with annual mean temperatures of less than -1 °C (Washburn, 1980).
After drainage, the talik shrinks due to loss of isolating water at the surface. Usually, the talik of
a drained basin consists of water saturated sands. Permafrost recovers and advances upwards
from the permafrost table and sideward from the margins. Freezing of pore water causes water
expulsion and frost heave of the lake bottom. Expulsion water moves towards the centre of the
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drained basin, where it concentrates and freezes to a massive ice body in form of a thick lens. If
cracks develop in the interior, water infiltrates the surface and freezes at surface of the ice body.
If the hydrostatic uplift pressure equals or exceeds the overburden pressure of the upper lying
soil layers, then the ice body heaves the soil above of it to a round or oval hill. A pingo can reach
a basal diameter of 200 - 600 m and a height of up to 40 m (French, 2007).

Palsas mainly develop in wetlands with bogs and fens, which are underlain with fine-grained
mineral soil. They appear in regions with sporadic or discontinuous permafrost, where the annual
mean temperatures range between -1 °C and -8 °C (Washburn, 1980).
Palsas appear as hills, which contain a core of alternating segregated ice and mineral soil. These
hills can reach a diameter of up to 100 m and a height of 1 - 7 m (French, 2007).
Palsa formation is usually initiated locally on places where less snow accumulates than around.
For instance, less snow accumulates at the top of the hills during winter than in the lower-laying
surroundings, because winds blow off snow from the hills. Also growing spruce trees on a sedge
tussock in a bog and local wind turbulences can cause thinning of snow cover on some places.
A thinner snow cover results in a larger frost penetration depth. Frost penetrates through the
peaty layer at the top into the under-lying mineral soil. Water is attracted from the surrounding
wetlands via cryosuction and freezes in the interior, which results in a further growth of the
palsas (French, 2007).
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3 Development of a dynamic
thermokarst module

3.1 Set up of a thermokarst model

This chapter provides a description of the novel development of the first thermokarst model
on global scale (TAPAS, Thermokarst Affecting Permafrost and Soil). A new method for
generalizing the thermokarst mechanisms is discussed. The aim is to consider all stages of
thermokarst from formation of new lakes over drainage of old lakes to aggregation of excess-ice
in drained basins (see Sect. 2.3.3 for further details). Since the stages are driven by very different
mechanisms, the whole thermokarst process can not be described with one formula. Therefore,
the model is not a single process model. It is a combination of different observed processes.

Basically, this chapter is divided into four sections. Firstly, the set-up of the model is
described. It consists of 42 age classes, while each of them contributes to one or more stages
of the thermokarst process. The age classes contain lakes and basins of certain age. With
every timestep, which is set to one year, the elements are shifted from one class to another one.
Secondary, the distribution of thermokarst lakes (TKL) is severely limited by the topographic
slope and the permafrost fraction (PF), which is defined as the fraction of surface underlain
with permafrost. Therefore, TKL are very heterogeneously distributed over the Arctic (see Sect.
2.3.1). Thirdly, the processes are described in more detail. The processes which have been
implemented in the TAPAS model, are as follows: formation of new lakes due to disturbances,
growth of TKL with a size-dependent expansion rate, drainage of lakes as a function of time
and PF, and aggregation of excess-ice in drained basins. Ice growth is a function of decaying ice
deficit towards a maximum ice depth and is limited by slope and available liquid water. Fourthly,
the model was initialized with an undisturbed permafrost surface. The distributions of excess-ice
and slope are prescribed in the beginning. During the spin-up period, more and more parts of
one grid cell are included into the model.
The TAPAS model is driven by data from the CLIMBA Holocene run from Bruecher et al.
(2014) over a period of the past 7000 years. CLIMBA is a coupled climate-carbon model,
which combines CLIMBER-2 with JSBACH (Bruecher et al., 2014). See section 6.2 for further
descriptions.
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Figure 3.1: This figure shows a schematic sketch of the TAPAS model within one grid box. It includes
thermokarst lakes (blue), excess-ice features in drained basins (blue-grey), and vegetation in
permafrost free areas (green).

3.1.1 Stages of thermokarst development

The critical tasks for a global scale thermokarst model are to adequately represent all stages of
the thermokarst process (Sect. 2.3), to regard sub-scale surface heterogeneities, and to build a
simulation module for the entire Arctic without using too many computing resources. Several
generalizations of the thermokarst process were needed to develop the TAPAS model. Generally
the model consists of five parts, following figure 3.1

1. In the first part, the formation of new ponds is simulated. Thermokarst events are triggered
by different disturbance events (1). The thermal equilibrium of the soil can be disrupted
by different climatic, geomorphological, and vegetation impacts, which increase the active
layer depth (maximum thaw depth during summer, ALD). The most important ones are
for instance hot summers, floods, snow-rich winters, and wildfires. The number of new
lakes is dependent on the magnitude of disruption (Sect. 3.3.1).

2. The second part considers lake expansion (2). New lakes are initialized as little ponds and
expand to large lakes with a size of more than 500 ha. Due to progressive development,
the size correlates to the age of the lakes (Sect. 3.1.2). Properties of the lakes, like
expansion rate and drainage probability, are changing, since a permanently thawed layer
(talik) develops below large lakes.
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3. The third part considers drainage of lakes (3). Lakes leave drained basins with zero ice
content after drainage. This part is also used for regarding changes in PF. Newly frozen
regions (5) can be modelled like newly drained lakes, because excess-ice starts to develop
there (Sect. 3.2.2 and 3.3.3).

4. The fourth part simulates aggregation of excess-ice in drained basins (4). The growth
of massive ice wedges continues until new thermokarst is triggered. The growth is
generalized with a logarithmic function and continues until a maximum ice depth is
reached or thermokarst is triggered again (1). Development of different massive bodies
of excess-ice like polygons and pingos are considered here (see Sect. 2.4 for closer
descriptions).

5. The fifth part is the distinction between permafrost areas (1 - 4) and non-permafrost areas
(5). This restricts the model on the frozen part of the grid cell. A typical grid cell consists
of steeper hilly regions and of flatter plain parts. The distribution of the subgrid slope can
be described as a b-function, following Stacke and Hagemann (2012) (for closer details
see section 3.4.1). In steady state, the slope function is only used for the non-permafrost
part. For the model, it is assumed that steeper sloped terrains are more likely frozen than
flat terrain, because solar insulation decreases with angle of incidence.

3.1.2 Age classes and lake properties

In section 3.1.1, I described the basic structure of the TAPAS model which represents the major
steps of the thermokarst process. The steps are split in categories or age classes, because they
imply different physical mechanisms that can not be described with a single continuous function.
As a matter of fact, the thermokarst process describes a wide range of lakes and basins, while the
properties are highly dependent on the age and on thermal and hydrological states. The ages of a
TKL span several millennia (West and Plug, 2008). Due to progressive expansion they reach
a size of several km2 (Grosse et al., 2008). One lake can drain at any time. Then, a basin is
left where permafrost recovers again and excess-ice accumulates. Detailed models have been
developed to describe the life-cycle of one TKL. Expansion and drainage depend on relief and
soil constitution, while the lake depth is primary controlled by the ice content (Kessler et al.,
2012). Sections 3.3.1 - 3.3.5 describe the mentioned mechanisms in detail.
All these mechanisms and limitations have to be considered for the development of a thermokarst
model on the global scale. In fact not every single TKL can be modelled, but they can be
clustered to different age classes. Lakes are expected to have similar characteristics, if they are
at the same age or at the same stadium of the thermokarst process. The age is defined as the
number of years after the lake has formed.
The age classes span over 2 domains (one for lakes and one for basins) with altogether 42

distinctions. The first domain consists of 33 classes and is attributed to lake development from
initialization as little ponds until drainage. Altogether the TAPAS model spans a range of 7000
years. In principal, drainage can occur at any time. Jones et al. (2011) observed a drainage
probability of larger than 0.0032. Therefore, lakes can hardly reach an age of 7000 years. New
lakes start as circular ponds with an initial area of 1 m2 (Aave) in class 1. Different initial areas
will be tested within the sensitivity studies in chapter 4. This initial area was chosen, because
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Class Years Mean Age dnin dnout

1 1 1 0.000 1.000
2 2 2 1.000 1.000
3 3 3 1.000 1.000
.. ........... .... 1.000 1.000
9 9 9 1.000 1.000

10 10 - 19 15 1.000 0.100
11 20 - 29 25 0.100 0.100
.. ........... .... 0.100 0.100

18 90 - 99 95 0.100 0.100
19 100 - 199 150 0.100 0.010
20 200 - 299 250 0.010 0.010
.. ........... .... 0.010 0.010

27 900 - 999 950 0.010 0.010
28 1000 - 1999 1500 0.010 0.001
29 2000 - 2999 2500 0.001 0.001
.. ........... .... 0.001 0.001

33 6000 - 6999 6500 0.001 0.000
34 0 0 0.000 1.000
35 1 - 200 100 1.000 0.005
36 201 - 400 300 0.005 0.005
.. ........... .... 0.005 0.005

42 1401 - 1600 1500 0.005 0.000

Table 3.1: Overview of all age classes. From left to right, the table lists class, years represented by the
class, average age, added fraction per year of previous class, and shifted fraction per year to
the next class.

thermokarst can already start with ponds of this size (L. Kutzbach, 2014, pers. comm.). The
number of years of each age class increases from 1 year (age class: 1 - 9), over 10 years (10 - 18)
and 100 years (19 - 27) to 1000 years (28 - 33), see table 3.1. The second domain is attributed
to accumulation of excess-ice in drained basins and consists of 9 age classes from class 34 to
42. It spans 1600 years, and ice wedges grow until the area is affected by thermokarst again.
Drained lakes end up in age class 34 as empty basins. The number of years of the age classes is
evenly set to 200 years, except for class 34 with 1 year. Age class 34 works as a transition from
draining lakes to empty basins.
The stack sizes for the lake domain is set in different steps. For younger lakes, the stack size
of the age classes is set to several years and decades, because of the large response of heat
and mass transport to climate anomalies, Yi et al. (2014) have simulated the ground thermal
regime of the talik below TKL under various climate conditions. For example, ponds are very
small and expand relatively slowly (Jones et al., 2011). It is possible that they evaporate and
disappear due to their small water volume. Considering the water balance of young TKL,
precipitation contributes with 39 - 46 % to the total water input (Fedorov et al., 2014). In reality,
the thermokarst process would be reversed until a new disturbance event occurs. Actually, early
stage ponds are covering a very small fraction of the grid box. The magnitude of this fraction
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ranges in an order of about 10−9 m2/m2. Within the model, the thermokarst process of ponds
younger than 10 years is stopped for one year after a year with very small surface runoff. Runoff
is closely connected to precipitation. Ponds of up to an age class 9 remain within their age class.
It is likely that the hollows, which have been formed by the ponds, will be filled with water again
in one of the following years. Then, the thermokarst process continues. Therefore, the first 9
years are considered separately one by one.
The talik depth increases to a depth of more than 10 m within the first 200 years, as it will be
described in section 3.3.2. All subterranean ice is depleted below the lakes. After that age, the
lakes are only changing in area and volume due to lateral expansion and melt of segregated ice at
the margins. Lakes with a depth of more than 2 m are more stable than shallower lakes and show
a fully developed talik (Yi et al., 2014). Therefore, more lakes are added to one age class. The
higher classes are introduced for maintaining the surface heterogeneity.
Depending on the magnitude of one disturbance event, a number of new lakes (nnew) is added to
the first class. Every year, they are shifted from one age class to the following age class. They
keep their attributed properties. This means, if the lakes were triggered on steep terrain with
little amount of excess-ice, the soil properties attribute the lakes through all age classes until
drainage. The technical realization will be explained here. The number of lakes within one age
class at time t (nlakes(age, t)) depends on the number of lakes at time t−1 remaining within the
age class (lakesremain) and number of lakes of time t−1 entering the age class (lakesinput) (see
Eq. 3.1-3.3). Depending on stack size, a part of the lakes is leaving (dnout) and a part is entering
(dnin) the age class, see table 3.1. Additionally, some lakes are draining (dndrain). Drainage is
dependent on the average age of the lakes, see section 3.3.4. The number of lakes within each
class is firstly calculated for the highest age class and then stepwise for lower ones.

lakesinput = dnin ∗nlakes(age−1, t−1) (3.1)
lakesremain = 1−dnout−min(dndrain,1−dnout)∗nlakes(age, t−1) (3.2)

nlakes(age, t) = lakesinput + lakesremain (3.3)

slopeave(age, t) =
slopeave(age−1, t−1)∗ lakesinput + slopeave(age, t−1)∗ lakesremain

lakesinput + lakesremain
(3.4)

icecont(age, t) =
icecont(age−1, t−1)∗ lakesinput + icecont(age, t−1)∗ lakesremain

lakesinput + lakesremain
(3.5)

(3.6)

Every age class has a specific slope (slopeave(age, t)) and a specific ice content (icecont(age, t)),
which can change with time because lakes with different soil properties may enter. Usually, one
age class, where a specific slope and a specific ice-content is attributed to each of them. The
parameters of each lake determine the average values of the age classes. Since lakes are shifted
from one age class to the following one, the average at time t depends on lakes entering the
age class (lakesinput) and lakes remaining in the age class (lakesremain). The new average ice
content (icecont(age, t)) is calculated as the weighted mean of the ice content of lakes entering
the age class (icecont(age−1, t−1)) and the ice content of lakes remaining within the age class
(icecont(age, t−1)) (Eq. 3.5). The same scheme is applied for computing the new average slope
(slopeave(age, t)) (Eq. 3.4).
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Aland = land f ract ∗Abox (3.7)
dist f ract(age) = nlakes(age)∗Aave(age)/Aland (3.8)

Altogether, the lakes of one age class are covering a certain fraction of available land areas within
one grid cell (Aland). The available land area is known from the area (Abox) and the land fraction
(land f ract) of one grid cell (Eq. 3.7). Here, the lakes are used as a synonym for thermokarst
affected area. But only in the ideal case of zero slope the water covered fraction (lake f ract) is
the same as the thermokarst affected fraction, as it is described in section 3.2.1. This fraction is
called disturbance fraction of one age class (dis f ract(age)). For the age classes 1 - 33, it describes
the area thawed by thermokarst and for the other age classes, it shows the areas with a certain
amount of excess-ice. It is calculated as the ratio between the total area covered by the age class
and Aland (Eq. 3.8). The total area of one age class follows from the number of lakes within one
age class and the average area of lakes within one age class (Aave(age)), as it will be explained
in section 3.3.3.

3.1.3 Overview of driving mechanisms and thresholds

In sections 3.1.1 and 3.1.2, I described the basic structure of the TAPAS model and the
technical realization in form of age classes. Following the stages of the thermokarst process
there are four main driving mechanisms in the model that regulate changes in lake fraction.
These are formation of new lakes, lake expansion, lake drainage, and ice accumulation. The
processes are constrained to certain boundary conditions. These conditions are usually of
climatic origin, like temperature and precipitation. Moreover, soil properties are important
for lake formation on thermokarst affected areas. Ice accumulation correlates with slope
and is constrained to annual mean air temperature. This paragraph is thought to give a short
overview of driving mechanisms and thresholds, which can be altered during sensitivity studies
to optimize the model parametrization. Details can be found in the following sections 3.2 and 3.3.

1. Number of new lakes: Four different climate events are triggering the formation of new
TKL in the TAPAS model. These are anomalies of winter snow water equivalent depth
(SWEwinter), summer air temperature (T 2Msummer), infiltration rate (in f il), and burned area
fraction (burn). Climate extremes are expected to trigger thermokarst due to disturbance of
the ground thermal regime. For summer temperature, winter snow depth, and infiltration
the anomaly from the long term mean is compared to the long term standard deviation.
The number of new lakes triggered by wildfires (burn) is calculated as a linear function of
the accumulated yearly burned area fraction.

2. Expansion of lakes: The expansion rate increases with time, because winds can transfer
a higher amount of kinetic energy to larger lakes than to smaller ponds. Therefore, the
erosion due to waves acting on the margins increases. A step function was assumed to
be the best solution for parametrizing changes in expansion rate (expand). The reasons
are shifts within the thermal and kinetic regimes of lakes after passing certain thresholds
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(Morgenstern et al., 2011; Jones et al., 2011; Yi et al., 2014). Expansion is modelled for
estimating the fractions affected by thermokarst and covered with thermokarst lakes.

3. Drainage of lakes: In continuous permafrost zones, drainage of thermokarst lakes can
be triggered by expansion towards a lower levelled adjacent basin, connection to river
and drainage networks, or coastal erosion (Hinkel et al., 2007; French, 2007; Grosse
et al., 2011). The probability of drainage increases with time, as it was shown by Jones
et al. (2011). Since permafrost stabilises water within depression, drainage is assumed
to increase with decreasing PF. Actually no study has quantified the effect of decaying
permafrost on drainage, but permafrost stabilizes the soils around a TKL. The derivation
of the drainage probability function (drain) occurs in two steps. Firstly, a specific drainage
probability is chosen for lakes with an age of 100 years and lakes with an age of 1000
years. Secondary, a dependency with PF is added, see section 3.3.4.

4. Excess-ice growth: Excess-ice appears in form of segregated ice and ice-wedges. Ice
wedges grow with an order of millimetres per year until they reach a maximum depth of a
few meters (Black, 1976), while segregated ice can grow to several tens of metres under
optimum conditions within 1000 years (Konrad, 1990). Analogous to Kessler et al. (2012),
the excess-ice (zice) is modelled as a decay of the ice deficit toward a specified maximum
excess depth. The rate of increase is governed by the time-scale and the difference between
the actual and maximum ice depth. Concluding from a threshold study between observed
ice content and slope (Sect. 3.3.5), ice growth is severely limited by slope. It is also limited
by drainage or the available amount of liquid water within the soil. Three thresholds have
been introduced to separate warmer permafrost regions, where ice segregation is dominant,
from colder permafrost regions, where ice wedges are dominant.

3.2 Limitations regarding the formation of water bodies

3.2.1 Effects of slope on lake formation

The slope severely limits the formation of TKL. Here, I want to introduce a limitation factor
called area ratio (Aratio), which accounts for the slope effect. It estimates the reduction of the
water covered fraction or lake fraction (lake f ract) in comparison to the disturbance fraction
(dis f ract). As described in section 2.3, mountainous regions consist of far less lakes than plain
areas.
In principle, soil layers are orientated horizontally on flat terrain including active layer, ice
wedges, permafrost table, and bedrock. The layered structure is also visible in regions with
steeper hillsides. There, the layers are still orientated parallel to the surface. Actually, every grid
cell fraction can be affected by a disturbance impact. Then, ALD increases and soil subsides due
to melt of segregated ice. A depression is left, but depending on the gradient of the terrain, more
or less parts of it are lying below the water outflow depth, where water can accumulate within the
depression. This part of the melting water remains, while the other part flows off down-slope.
An illustration is provided in figure 3.2. If an area is heated after a disturbance impact, the
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Figure 3.2: Left panel shows the structure of soil and the components for calculating the area of disturbed
permafrost (35 m2) covered with water. It includes active layer depth (ALD), permafrost, and
talik. The results of computing the area ratio is shown on right panel for a sample of slopes
and ice-contents.

closest frozen soil element will be thawed first. Therefore, ALD increases orthogonally to the
surface, which is called direction of disturbance in figure 3.2. The melted ice depth can be
considered to be independent of slope. It can be derived from the thawed permafrost height
(hthaw) and the ice content of the soil (icecont). To consider the limitation effect of slope, the
melted ice is calculated along the direction of subsidence (Eq. 3.9), because the ratio between
subsided soil and melted ice is important.
The depth of melting water (hmelt) is equal at any point below the affected area below one age
class, which is considered as squares, because the initial area of new ponds and the expansion
rates are very rough estimates. Furthermore, the thawed permafrost area is not more than a
simple average of all lakes within one age class (→ Aave).
In completely flat terrain, the total subsided area will be covered with water. The area ratio
between disturbed area and the lake area is equal to one (Aratio = 1). The water outflow depth
can not be reached due to higher density of water in comparison to ice. How does slope influence
the water filled area? The area ratio must decrease, because the water outflow depth falls below
the surface of the evolving depression in steeper regions. As a matter of fact, melting water
leaves cavities and soil subsides vertically along Earth’s gravity (see figure 3.2). Therefore, the
height of subsiding soil (hsoil) increases with the tangent of the gradient’s angle (αslope) (Eq.
3.10). At a certain point it is possible, that more soil is subsiding than cavities have formed. The
resulting surface of the terrain is higher elevated than the water outflow depth and remains dry.
Thus, melting water is flowing off as surface runoff. The depression is filled with water as long
as the height of melted ice is larger than the height of subsided soil (hmelt > hsoil (Eq. 3.9 and
3.10). The length of the disturbed area along the slope is known to be 2 times the average radius
(rave) of the disturbed area (Aave) since all lakes are defined as circular water bodies. The length
in slope direction, at which the subsided soil equals the melted ice, is called the water length
(lwater) (Eq. 3.11). It gives the largest possible extent of water. The area ratio is actually the ratio
between the water length and the disturbance length along the slope (Eq. 3.12).
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Figure 3.3: Left panel shows potential limnicity in the Arctic, if 50 % of the permafrost area is affected
by thermokarst. All lakes are 500 years old. The soil conditions are average slope of grid cell
(Stacke and Hagemann, 2012) (on right panel) and ice-content derived from NSIDC (Brown
et al., 1998), as shown in figure 3.11.

hmelt =
htalik ∗ icecont

cos
(
αslope

) (3.9)

hsoil = lwater ∗ tan
(
αslope

)
(3.10)

lwater =
htalik ∗ icecont

sin
(
αslope

) (3.11)

Aratio = min
(

1,
lwater

2∗ rlakes

)
(3.12)

The area ratio always has a value between zero and one. In figure 3.2, the sensitivity of the
area ratio is evaluated against slope and ice content for new ponds with a disturbance length of
2 m. The slope ranges between zero and 0.5 m/m or 26◦, while the ice content increases from
zero to 80 %. As expected, the area ratio increased linearly with the ice content. The slope is
assumed to be homogeneous for single lakes. Therefore, the subsided soil and the water length
are increasing linearly with melted ice. The behaviour of the area ratio regarding the slope
is much more sensitive due to the tangent function. It decreases fast for low ice contents and
decreases slightly slower for high ice contents. The radius of the disturbed area is increasing
with time. Larger parts of subsided area are located above the water outflow depth and, therefore,
the area ratio decreases for older lakes. As a result, the best effect is visible for the first age class.
Obviously the lake fraction lake f ract is highly sensitive to slope. Thus, the area ratio function

provides a method to describe the limitation effect. The reliability of the limitation function was
tested within a potential thermokarst study. Let us assume that one half of all permafrost areas is
disturbed or affected by thermokarst. Which fraction of the grid cell would be filled with water
at the end? After 500 years a new pond has developed to a lake witch a radius of more than
100 m. The area exceeds 1 ha and talik extends to a depth far larger than 10 m. In this example all
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lakes are of this age. The average radius measures 100 m (rave = 100) and the disturbance length
200 m. One half of the permafrost area is affected by thermokarst (dist f ract = 0.5). A simple
talik thickness of 8 m (talikdepth = 8) is used to regard a former ALD of about 2 m. Following
equations 3.13 and 3.14, the area ratio is calculated with the average slope (slopemean) of the grid
cell (Stacke and Hagemann, 2012) and a feasible ice content value based on data from NSIDC
(Brown et al., 1998).

αslope = arctan(slopemean) (3.13)

Aratio = min

(
1,

8∗ icecont

2∗100∗ sin
(
αslope

)) (3.14)

lake f ract = dist f ract ∗Aratio (3.15)

With disturbance fraction and the area ratio, it is possible to calculate the lake fraction (Eq. 3.15).
In this study, 50 % of the permafrost area is affected by thermokarst. The fraction of grid cell
covered by lakes is computed as 0.5∗ lake f ract ∗ perm f ract . The permafrost fraction (perm f ract)
ranges between zero and one and works as a second major limitation factor of formation of TKL.
PF and ice content were both derived from NSIDC data and are shown in figures 3.4 and 3.11.
The potential lake fraction or limnicity is shown in figure 3.3. Most lakes can develop in flat
terrain of north-west Canada, North Slope of Alaska, Laptev Sea Coast, and western Siberia.
The limnicity decreases southwards due to lower PF, as it is visible south of the Hudson Bay.
Generally, low lake fraction values appear in mountainous regions with steep terrain. The slope
data were masked with the permafrost distribution. Obviously at the southern border of the
permafrost region, only very steep regions imply permafrost areas. There the steepness is closely
linked to elevation.

3.2.2 Permafrost fraction and lake formation

Soils underlain with permafrost are a precondition for the development of TKL. Therefore, it is
crucial to include PF into TAPAS model. Distribution and depth of permafrost vary strongly
throughout the Arctic due to soil and surface heterogeneities. For instance, higher elevated
terrains freeze earlier than lower plains due to lower annual mean air temperature and longer
period with snow cover. In mountainous regions, southward orientated slopes are easier thawed
than northward sided slopes. Snow is melting earlier on southward slope because of higher
insulation, but this may balance with the northward part. Some other regions are covered by
marshes, rivers, or lakes. There, water is influencing the ground thermal regime and limits
freezing of soil.
A GCM grid box usually consists of a mixture of surface characteristics. Resulting from this,
a larger or smaller part of it is underlain with permafrost. Four classes have been defined by
NSIDC ranging from continuous to isolated permafrost, as it is listed in table 2.1 and shown in
figure 3.4 (see section 2.2). Several models have been developed to simulate PF. Nelson and
Outcalt (1987) retrieved and evaluated different methods.
The frost number (F), for instance, is a first estimation of the zonal distribution of permafrost
continuity on continental scale (Nelson and Outcalt, 1983). Originally it is a function of
degree days. Further improvements enabled inclusions of more parameters, like frost and thaw
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Figure 3.4: Comparison between permafrost fraction provided by NSIDC (left panel) (Brown et al.,
1998) and derived as a function of air temperature, winter snow depth and wind speed or
T 2Mymeansnow (right panel).

penetration depth. Based on the Stefan-equation, thawing depth (zthaw) and freezing depth
(z f reeze) are computed as a function of freezing-degree-day (FDD) and thawing-degree-day
(T DD) (Nelson and Outcalt, 1987). Frost index is a relation between thawing depth and freezing
depth, see Eq. 3.16.

F =
z f reeze

z f reeze + zthaw
(3.16)

Permafrost develops, if freezing depth equals or exceeds thawing depth. For instance, a frost
number of 0.5 is reached, if z f reeze = zthaw. This is the case, if FDD equals T DD. Then the
annual mean air temperature (T 2Mymean) is 0 °C. Thus, PF is larger zero for F ≥ 0.5 or for
T 2Mymean ≤ 0.0◦C.
A frost index of 0.666 is reached, if z f reeze is twice the value of zthaw. This is the case, if
FDD = 4 ∗ T DD. Following an example in Nelson and Outcalt (1987), the ratio between
freezing and thawing degree days fits to an annual air temperature of -10◦C. Regions poleward
of locations with F = 2/3 are completely underlain with permafrost (Nelson and Outcalt,
1987). Thus PF is one for regions with T 2Mymean ≤ −10.0◦C. Equator-ward permafrost is
discontinuous and decreases linearly with freezing index.
Following the conclusions above, PF can be directly expressed as a function of T 2Mymean, like
in equation 3.17. Thus, PF drops from 1.0 to 0.0 between an T 2Mymean of -10 °C and 0 °C.

PF = max(0,min(1,−1/10∗T 2Mymean)) (3.17)

Freezing and thawing degree days are retrieved from daily mean temperatures. However, for
the TAPAS model, only monthly mean driving data have been available from the Holocene runs.
Therefore, it seems to be reasonable to retrieve PF from T 2Mymean which is computed with the
monthly mean values. Figure 3.5 shows PF derived from T 2Mymean in comparison to the NSIDC
data and to a second method, which is described in the following.
The second method includes the influence of snow depth and snow density on the annual cycle
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of freezing and thawing depth. The snow parameters depend on wind and air temperature. To
come closer to reality, the winter temperature was corrected via regarding heat conductivity and
heat capacity of snow (Nelson and Outcalt, 1987). The damping depth of snow (zdamp) has been
introduced for this issue. Equations 3.18-3.22 are showing the method. Nelson and Outcalt
(1987) assumed a sine shaped progression of daily temperature throughout a year. Amplitude
and average temperature are used to derive length of winter (lwinter) and summer (lsummer) season,
respectively freezing and melting season. Nelson defined winter as the period, when the curve
is located below 0 °C. The winter temperature is adjusted to the isolation effect of winter snow
cover, since the sub-snow temperature is influencing the thermal properties of soil. First the
average snow density (ρsnow) is calculated with the average wind speed (uwinter) and with the
average winter temperature (Twinter) (see Eq. 3.18).

ρsnow = 152−0.31∗T 2Mwinter +1.9∗uwinter (3.18)

The damping depth (zdamp) is a function of thermal diffusivity (αsnow) (Eq. 3.21) and period
length (π) of the annual cycle. The thermal diffusivity is the relation between the thermal
conductivity (λsnow) (Eq. 3.19) and the heat capacity (Csnow) (Eq. 3.20) of snow. The knowledge
of thermal diffusivity and average winter snow water equivalent depth enables to estimate the
effect of a snow layer of a certain average thickness on the average winter soil temperature
(T 2Mwintersnow), which is calculated according to Nelson and Outcalt (1987).

λsnow = 2.1e−2+4.2e−4∗ρsnow +2.2e−9∗ρ
2
snow (3.19)

Csnow = 7.79∗T 2Mwinter +2115 (3.20)

αsnow =
λsnow

Csnow ∗ρsnow
(3.21)

zdamp =
√

αsnow∗365∗86400/π (3.22)

Due to the damping effect of snow, T 2Mwintersnow differs from T 2Mwinter. Therefore, the annual
mean temperature alters T 2Mymeansnow which is a weighted mean of summer temperature and
the new winter temperature, see Eq. 3.23. The weights are given by the period lengths of the
seasons. Finally, PF is computed with T 2Mymeansnow .

T 2Mymeansnow =
T 2Mwintersnow ∗ lwinter +T 2Msummer ∗ lsummer

lwinter + lsummer
(3.23)

Here, both methods of computing PF are evaluated against NSIDC observations. The first
method is PF(T 2Mymean) and the second one PF(T 2Mymeansnow). The zonal distribution of PF
can be reached more or less satisfactory. Figure 3.5 illustrates a comparison between modelled
PFs (green and blue bars) and observed PF from NSIDC (black bars). The observed absolute
frequency of PF within a certain category is better reached by the green bars than by the blue
bars. Thus PF accords better to reality if it is computed with T 2Mymean. With both methods,
permafrost is falsely visible in western Russia, northern Scandinavia, and coastal regions of
eastern Asia. Generally, permafrost extends less far into the south if computed with the first
method. Although the second method includes more physical properties than the first one,
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Figure 3.5: Left panel shows the number of grid cells classified with different PF classes for NSIDC
at 0.5◦ resolution in comparison to two different approaches to derive PF. The right panel
illustrates a comparison of PF derived with two different methods. One time simply T 2Mymean

was used and the other time T 2Mymean was adjusted to the effects of snow and wind. The
black line represents the one-to-one fit and the red line the mean regression line between both
approaches.

differences between NSIDC and model are smaller for the first method. Large regions of central
Siberia are not regarded as continuous permafrost from the second method. This explains the
differences between green and blue bars in figure 3.5. Therefore, PF is computed with the first
method within the TAPAS model.
The effect of snow is visible in the scatter plot in figure 3.5. As expected, it decreases PF by up
to 45 % in cold regions. Snow isolates and damps cooling of soil layers during winter in cold
regions. PF increases in some warm areas, which probably arises due a shift of the starting point
of thawing of the soil. At the onset of the melting season, much energy needs to be invested for
melting of snow. However, regarding the "snow-effect" does not improve the model results. In
reality, PF is probably driven by other properties like details of the snow cover.

Changes within PF have to be regarded within the TAPAS model, because permafrost is
changing over years and centuries. For future projections it will be very important, because a
large decay in permafrost fraction is expected for the current and the following centuries. Also in
the last 7000 years, there have been changes in air temperature and, therefore, also in permafrost
fraction.
If PF increases, the new PF is added to the age class for drained basins, which is age class 34
in table 3.1. As it is the case for drained lakes, the ice content is zero and massive ice bodies
start to develop. If PF decreases, ALD increases and permafrost thaws. Actually, lakes are kept
within a permafrost layer like an enclosed hollow. Drainage occurs sideward within the thawed
layer. In Boreal regions, lakes are settled several meters below the ground level (L. Kutzbach,
2014, pers. comm.). A lake will drain if permafrost disappears at its margins. Therefore, the
drainage probability of TKL increases with decreasing PF. Usually, there is a fluctuation within



34 Development of a dynamic thermokarst module

PF, wherefore PF changes faster than lakes are developing. In extreme cases, PF can decrease by
up to 30 % within a few centuries.
Within the TAPAS model, the age class for drained lakes (class 34) is used to add new PF at one
time and to subtract lost PF the other time. Sometimes, permafrost decreases much faster than
lakes are draining. Then, drained basins of higher age classes are reduced as well. These basins
already contain excess-ice, which melts because of thawing permafrost. The volume of melted
water is added to the drainage.
For regions with very little permafrost fraction (PF < 10 %), there may not be enough space
within the age classes for drained basins. Therefore, a lower threshold for permafrost fraction
has been introduced into the TAPAS model. Thus, the model is applied to grid cells with PF of
at least 10 %. Anyway, these regions are very warm and permafrost only exists in very isolated
patches.

3.3 Formulation of the main thermokarst mechanisms

3.3.1 Disturbances and formation of new ponds

As described in section 3.1.1, thermokarst starts with the formation of new ponds. Among others
new ponds also develop due to climate extremes, which disrupt the heat balance within the soil.
Depending on the magnitude of the climate impact, more or less new ponds are forming. A
disturbing event is defined as a process that abruptly increases the ALD, which leads to melting
of segregated ice. The magnitude of a disturbance must be a function of the anomaly. The larger
a climate extreme is, the more ponds develop.
Statistically, about two third of all events are falling within one standard deviation around the
mean value. Events below 1 σ are very common and do probably not alter the ground thermal
regime too much. About 16.7 % of all events are above 1 σ , about 2.5 % above 2 σ , and less
than 0.5 % are above 3 σ . For instance, the summer temperature of one region is 5 °C on average
with standard deviation of 1 °C. This means, that over a period of 1000 years, 5 summers are
warmer than 8 °C and 167 are warmer than 6 °C. The impact is much higher for higher anomalies
than for lower ones. I assume, that the number of triggered thermokarst events is increasing
exponentially with the number of standard deviations above. 6 °C are very common and are
reached every 6 summers. Only single ponds are developing. In comparison, 8 °C are relatively
seldom and are reached every 200 years. This is enough time for accumulation of large ice
masses, between two occurrences. Therefore, I assume, that a much higher number of new ponds
develop if the summer temperature measures 8 °C than if it is 6 °C.
Generally, the connections between trigger mechanisms are known (Grosse et al., 2011). Grosse
et al. (2011) have studied depletion of soil organic carbon in general and distinguished between
press and pulse events. They mapped a network of connections and interrelations of climatic
and geological mechanisms acting in the Arctic. Thermokarst is only one disturbance of many,
which are acting on the soil organic carbon stock. It is counted to the pulse processes with more
local than widespread occurrence and acts on timescales from seasons to decades. Primary,
thermokarst is caused by wildfires, hydrological changes, vegetation changes, top-down thawing
of permafrost, and erosion. For instance, the following interrelationships lead to thermokarst
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formation.

• Erosion processes are enhanced by floods, which in turn arise due to hydrological changes.

• Erosion increases after changes in the hydrology, coastal and fluvial erosion and floods.

• Wildfires develop during droughts, which are connected to hydrological changes.

• Vegetation changes after changes in soil temperature or hydrology.

• Top-down thawing of permafrost increases due to warming of soils.

• Top-down thawing of permafrost also increases due to hydrological changes.

• Droughts lead to vegetation changes and to increased top-down thawing of permafrost.

• Vegetation changes can lead to wildfires, which in turn lead to enhanced top-down thawing
of permafrost

As already mentioned, the number of new ponds probably increases with the strength of a
disturbance impact. Actually, there are no studies available about frequency of thermokarst
events after a certain climate impact. A relationship needed to be derived and tested. This thesis
establishes a connection between the number of newly triggered TKL and the magnitude of
a disturbance impact, which is applicable for large scale climate models. Different functions
have been tested during the sensitivity studies (Chapter 4). A reasonable climate dependent
development of the lake fraction is found.
Top-down thawing of permafrost is an important disturbance. Upper soil layers are frozen

during winter and are thawed within the short summers between June and August. The final
depth of the active layer depends on the average summer temperature (stemp). The importance
of single heat waves is marginal. Important is the final thaw depth. Therefore, the number of
temperature disturbances (ndiststemp) is computed as a function of the anomaly from average
summer temperature between June and August (stemp− µstemp) and the standard deviation
(σstemp) (Eq. 3.24).

ndiststemp = max
(

0,astemp ∗
stemp−µstemp

σstemp

)b

stemp
(3.24)

Coefficients astemp and bstemp are factor and exponent of the relationship. They are initially
set to astemp = 1 and bstemp = 3 during the first tests. TAPAS is driven by forcing from the
CLIMBA Holocene run. Figure 3.6 shows modelled the maximum number of disturbances
due to summer temperatures within the 300-year period 4300 BC - 4000 BC (P1). The largest
number of disturbances occurs in the Rocky Mountains, in western Siberia east of the river
Yenissei, northern Quebec, and in the coastal regions of Alaska. They are rare around the rivers
Ob and Lena, eastern Siberia, and in the plateaus west of the Hudson Bay. Time period P1 is
characterized by continuously decreasing 30-year running mean annual T2M. This time period is
compared with a second 300-year period between 2100 BC and 1800 BC (P2) with continuously
increasing 30-year running mean annual T2M. Figure 3.6 also shows the modelled change of
average number of disturbances per year during P1 relative to P2. A large increase is visible
over most parts of Siberia and the high north Canadian Arctic. While in western Canada and in
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Figure 3.6: The annual number of disturbance events by average summer air temperature is shown for
a period (P1) of decreasing 30-year mean T2M (4300 BC - 4000 BC) and for a period (P2)
of increasing 30-year mean T2M (2100 BC - 1800 BC). The left panel shows the maximum
during P1 and the right panel shows the relative change of the average number of disturbances
from P1 to P2.

Alaska the number of disturbances decrease. A regional cooling might have occurred there.
Changes in vegetation cover are a second source for thermokarst. They play a role in regions
of tundra and taiga with significant vegetation cover. Vegetation is dried out during droughts.
Therefore, it becomes vulnerable to wildfire. Intensive wildfires can burn deep layers of the
biomass resulting in enhanced top-down thawing of permafrost. Every fire event can trigger
thermokarst, independent from burned area fraction of the grid-cell (burn). Large fires can act
just surficial while local fires can reach large depths. The probability of a unit area to become
thermokarst is assumed to be homogeneous. Therefore, the number of disturbances due to
wildfires (ndistburn) linearly increases with burned area fraction (see Eq. 3.25).

ndistburn = burn∗ kburn (3.25)

The coefficient kburn was set to 20000 for the first tests. Actually, CLIMBA modelled an average
burned area fraction of 0.000011 m2/m2 between 55◦N and 75◦N within period 5999 BC and
5000 BC (Bruecher et al., 2014). A maximum burned area fraction of 0.000713 has been reached
during the period, resulting in 14 disturbances due to wildfires with the parameter setting above.
As expected, the maximum number of disturbances during period P1 is lowest in tundra regions
and zero in regions with mainly bare soil. Therefore, the highest number of triggered events
can be found in the southern regions of the permafrost areas. These are for example western
Siberia, central Canada, flatlands south of Hudson Bay, and Lake Baikal in southern Siberia, as
it is visible in figure 3.7. The number of disturbances has dropped by more than 20 % in most
parts of Siberia and in the Rocky Mountains, and in Alaska from period P1 to P2. The increase
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Figure 3.7: The annual number of disturbance events by accumulated burned area fraction is shown for
a period (P1) of decreasing 30-year mean T2M (4300 BC - 4000 BC) and for a period (P2)
of increasing 30-year mean T2M (2100 BC - 1800 BC). The left panel shows the maximum
during P1 and the right panel shows the relative change of the average number of disturbances
from P1 to P2.

of wildfire events in Canada can be related to vegetation growth in general, since glaciers of the
last glacial period have still remained during the early parts of the Holocene.
Changes within the hydrology can be a main source of thermokarst. One consequence can be an
increase in top-down thawing of permafrost. In this case, changes in hydrology mean an increase
in available water or snow. Snow can have a severe influence on the soils heat balance, especially
during the winter season. Since snow dampens winter temperature exponentially with depth,
early snow cover and a thick snow layer can prevent freezing of the upper soil layers during
winter (section 3.2.2). The thermal state of the soil changes and heat can penetrate into deeper
layers of the soil and causes upper permafrost layers to thaw during the following summer season.
The damping effect increases exponentially with winter snow water equivalent depth (wsnow).
Therefore, the number of snow disturbances (ndistwsnow) increases exponentially with the ratio
between the anomaly from average snow depth between November and April (wsnow−µwsnow)
and the standard deviation (σwsnow), as formulated in equation 3.26. April and November have
been chosen because freezing is dampened. Later in May, snow is preventing soil from being
thawed and limits formation of thermokarst.

ndistwsnow = max
(

0,awsnow ∗
wsnow−µwsnow

σwsnow

)b

wsnow
(3.26)

Coefficients awsnow and bwsnow are factor and exponent of the relationship. For the first tests they
have been set to awsnow = 1 and bwsnow = 3 and will be evaluated in chapter 4. The maximum
number of triggered disturbances due to winter-snow-water-equivalent depth within the time
period P1 is observed in the mountains south of the Lena River, at the southern coasts of eastern
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Figure 3.8: The annual number of disturbance events by average winter snow water equivalent depth is
shown for a period (P1) of decreasing 30-year mean T2M (4300 BC - 4000 BC) and for a
period (P2) of increasing 30-year mean T2M (2100 BC - 1800 BC). The left panel shows the
maximum during P1 and the right panel shows the relative change of the average number of
disturbances from P1 to P2.

Siberia and Hudson Bay, most parts of Alaska, and west of the Hudson Bay. In Siberia the pattern
of higher and lower number of disturbances is very inhomogeneous. Nevertheless, disturbances
are rare around the Ob River, in the Rocky Mountains, around the Mackenzie River, and in
central Canada, see figure 3.8. The number of disturbances increases by more than 10 - 50 % in
most parts of Siberia and Canada from period P1 to P2. However, distwsnow decreases in Alaska,
in northern Siberia, and in the Canadian Archipelago.
Another consequence of hydrological changes is the enhanced erosion and flood activity. If more
water is added to a grid box than leaves, water accumulates at the surface and floods develop.
Floods cause erosion in many forms, like fluvial erosion along the rivers, coastal erosion at the
sea coasts, and surface erosion. The reason of water excess can be either a heavy rainfall event
or voluminous snow melt. In the Arctic, snow melt usually occurs from May to early June. The
amount of melted water within one month depends on snow depth and on the temperature. Soil
moisture is computed with the 5-layer hydrology model in JSBACH (Hagemann and Stacke,
2014). Changes of the soil moisture can be linked to water input. Surface water either flows
off as surface runoff (sur f ) or infiltrates into the soil (in f il). One part of the infiltrating water
increases the water table and the other part leaves the soil column as drainage (drain). The sum
of drainage and surface runoff is called runoff (runo f f ). If runoff equals the total water input,
the soil moisture remains constant. The Holocene run from CLIMBA provides soil moisture data
on a monthly basis. Actually, a relative change from beginning to the end of one month would
be needed to judge a flood event.
Another way to calculate infiltration is to build a water balance at the surface. Water input
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Figure 3.9: Annual number of disturbance events by infiltration for a period (P1) of decreasing 30-year
mean T2M (4300 BC - 4000 BC) and for a period (P2) of increasing 30-year mean T2M
(2100 BC - 1800 BC). The left panel shows the maximum during P1 and the right panel shows
the relative change of the average number of disturbances from P1 to P2.

equals water output. Water input is composed by snow melt (snowmelt) and liquid precipitation
(rain f all). The difference between water input and surface runoff is actually the water, which
infiltrates into the soil. The number of disturbances caused by infiltration (ndistin f il) is computed
as a function of the ratio between the anomaly from the monthly average infiltration (in f il−µin f il)
and the standard deviation (σin f il). Infiltration is calculated for each month. Disturbances are
derived from the sum over monthly values between May (m1in f il = 5) and August (m2in f il = 8).

in f il = snowmelt + rain f all− sur f (3.27)

ndistin f il =
m2in f il

∑
t=m1in f il

max
(

0,ain f il ∗
in f il−µin f il

σin f il

)b

in f il
(3.28)

Coefficients ain f il and bin f il are factor and exponent of the relationship. For the first tests ain f il
and bin f il have both been set to 1. The peak of infiltration disturbances should be settled at
1 σin f il , because flood events of any size can enhance erosion processes and trigger thermokarst.
Furthermore, hydrological impacts are assumed to be the most important source for disturbances
(G. Grosse, 2014, pers. comm.). Since infiltration disturbances are separately computed for
each month of the period m1in f il and m2in f il , their importance is enhanced in comparison to
other types of disturbances. Initially during one time-step (1 year) distin f il is computed 4 times,
while the others are compute only one time. During the time period P1, the largest number of
infiltration disturbances occurred in northern and eastern Siberia, southern Alaska, and in the
Canadian archipelago, see figure 3.9. The average number of disturbance is fairly the same in
both time periods and has hardly changed by more than 5 % from period P1 to period P2.
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Every disturbance triggers thermokarst and leads to formation of new ponds within the
model. However, in reality some disturbances may not trigger thermokarst if they affect soils
with a very little amount of excess-ice. Permafrost thaws as well, but not enough ice is melted to
leave larger depressions which can be filled with water. Thus, permafrost and vegetation can
recover again. It is not known where the disturbance occurs within one grid cell neither if a part
with higher or lower ice content is affected. Therefore, a thermokarst triggering disturbance is
assumed in any case, while disturbances are homogeneously distributed over the whole grid cell.

nlakesnew =
(
ndiststemp +ndistwsnow +ndistburn +ndistin f il

)
∗

Abox ∗ perm f ract

109 (3.29)

The number of new lakes is basically the sum of all disturbances caused by different climate
extremes. To obtain the total number of new lakes within one grid cell (nlakesnew) the sum is
projected with the area of available permafrost, which is Abox ∗ perm f ract . This is important to
ensure that the same disturbance impact leads to the same disturbance fraction (see Eq. 3.8), since
the cell area decreases with increasing latitude. Furthermore, nlakesnew is defined to develop
per 1000 km2 or per 109 m2. This number was chosen because lower and higher values lead to
unrealistic large and small lake fractions, respectively.

3.3.2 Development of a talik below thermokarst lakes

After a disturbance, ponds form (Sect. 3.3.1) and progressively develop to large lakes due to
expansion in size and depth. This section deals with thawing of soils below TKL and soil .
Melting of excess-ice also influences the fraction of the disturbed area covered with water, as
discussed in sect. 3.2.1. The lateral expansion will be discussed in sect. 3.3.3.
The development of a talik beneath TKL has been successfully modelled for single lakes in
previous studies (West and Plug, 2008; Kessler et al., 2012; Yi et al., 2014).
Kessler et al. (2012) applied a 1D heat conduction model (e.g. Burn, 2000) and improved it with
lateral heat flows. The rate of ice-melt at the phase change boundary was reduced by heat flows
from the talik into the surrounding permafrost.
West and Plug (2008) initialized a single lake and talik model and simulated development over
5000 years. A two-dimensional finite difference model was applied to investigate the relationship
between talik growth, ice-melt, and soil subsidence, lateral erosion at the margins, lake area,
and lake depth. The set up is explained in detail here, because the results are used as a base for
parametrisation of the talik growth within the TAPAS model. Lakes, which were developing on
ice-rich soils, reached a depth of 20 m within 5000 years, while lakes on ice-poor environments
only developed a depth of 3 m and were flat bottomed. Lakes with disequilibrium talik developed
margins of more than 100 m width. If the annual mean air temperature of the lake bottom
exceeded 0◦C, then talik formed, which developed downward from the lake bottom and reached
a maximum size of 73 m, as it had been measured by borehole drilling in the Mackenzie Delta
(Johnston and Brown, 1961).
Precise information about relationships between climate and lake size, lake ice, and lake temper-
ature were not available. For their simulations, West and Plug (2008) used a water temperature of
3◦C to match the narrow range of available measurements. The annual mean ground temperature
was set to -8◦C. The goal was to investigate talik and bathymetry development for a lake with a
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radius of 350 m and 2 m depth under different ground-ice depths and soil constitutions over 8000
years, table 3.2. Both scenarios were computed with an ice-content of 30 %, but one with an ice
depth of 5 m and the other with an ice-depth of 300 m. The final lake depth directly depended on

Year Lake Talik Lake Talik
0 2.0 0.0 2.0 0.0

100 2.2 9.1 4.8 9.3
500 2.2 12.9 6.9 16.2

3000 2.2 32.3 14.1 40.3
8000 2.2 48.0 24.0 67.0

Table 3.2: Development of talik depth and lake depth over 8000 years. 2 simulations with ice-content
of 30 % but with an ice depth of 5 m (left columns) and 30 m (right columns). The values are
based on graphical output of figure 1 in (West and Plug, 2008)

the volumetric excess-ice content and on the thawed soil column. Within the deep ice scenario
a soil depth of 67 m was thawed. This resulted in a thaw settlement of 22 m and a final talik
thickness of 45 m, which agreed well with the expected volume loss due to the 30 % ice content.
After 8000 years, talik has reached an equilibrium state in both scenarios. However, the shape of
the lakes differed between both cases. In the deep ground-ice scenario continuous subsidence
resulted in a deep lake with inclined margins. In the other scenario the lake remained shallow and
flat. The flat ice scenario is physically more relevant because ice wedges can grow downwards
to a maximum depth of 10 meters (Black, 1976). Since overburden pressure increases with
depth and dampens freezing temperature, the cryosuction potential decreases (Konrad, 1990).
Therefore, the results from the flat ice scenario are used for parametrizing talik growth within
the TAPAS model.

The clustering of TKL in age classes of equal properties allows computing talik for each
sample. However, energy processes are not included into the TAPAS model (Sect. 3.3.6), because
only monthly data are available from the CLIMBA Holocene run. Short periods of freezing or
melting are blurred out within the monthly mean as well as daily variations of the water table.
Therefore, melting and freezing processes can not be directly simulated in this model version.
Since the TAPAS model is executed once per year, only the maximum thawing depth is simulated.
Talik depends on the average lake bottom temperature and develops if the maximum thawing
depth exceeds the maximum freezing depth. Since driving data from CLIMBA and JSBACH
are available down to a depth of 9.83 m, the maximum depth of the talik is 9.83 m within the
TAPAS model. Actually, this depth is reached within 50 years (Kessler et al., 2012), what is fast
in comparison to the lifetime of one TKL.
Following the flat-ice scenario in West and Plug (2008), talik growth is parametrized with the
square root of time within the TAPAS model. The coefficients of equation 3.30 arise from filling
in values from table 3.2. The talik of lakes is computed analogous to

htalik = 0.30∗a∗ 2√b∗ t, (3.30)

with a = 5.7 and b = 0.2. The progression over time is shown in figure 3.10. The factor 0.30
represents the ice content of 30 % within the scenario. A clear connection between ice-content
and talik development could not be found within the literature.
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The actual lake depth (hlakes) is primarily dependent on the ice content and the talik depth, which
are known for each age class. The talik depth is calculated with the average age and is the same
as the melting depth. Two points have to be considered while calculating the melted ice column.
First, the soil column inherits excess-ice only until a depth of 10 m (Black, 1976) and second,
driving data from JSBACH are only available down to a depth of 9.83 m as already mentioned
above. Additionally, the uppermost soil layers are already thawed due to the annual freezing and
thawing cycle. Therefore, the maximum talik thickness is the difference between ALD and the
total soil thickness of 9.83 m. The ice content of the thawed soil column regulates the melted
ice depth (hmelt). Regarding the density change during melting of frozen water, it is possible to
compute the final lake depth (hlakes).

hmelt = min(9.83−ALD,htalik) (3.31)

hlakes = iceave ∗
ρwater

ρice
∗hmelt (3.32)

The lake depth is the prime result of modelling the talik thickness. It describes the amount of
liquid water and enables a mass balance between frozen and melted water. For the volume of
melted water (Vlakes) only the area covered by TKL of a certain depth is needed (Alakes). The area
can be determined easily, because all lakes of a certain age class (nlakes) have the same depth and
the average area (Aave), as explained in sect. 3.1.2.

Alakes = nlakes ∗Aave (3.33)
Vlakes = Alakes ∗hlakes (3.34)

3.3.3 Lake expansion rate

Modelling of changes within the lake area is important for future projections of the carbon
budget within the Arctic and for predicting the potential release of carbon due to lake expansion,
which is a form of surface permafrost degradation (Jones et al., 2011). The parametrisation of
lake expansion is based on observations described in the paper referred to. Jones et al. (2011)
investigated lake area changes on the Seward Peninsula in Alaska with satellite based images of
three time slices within 57 years between 1950 and 2007. High spatial resolution multi-spectral
IKONOS satellite imageries and historical aerial photography were used for an area of 700 km2.
The Digital Shoreline Analysis System (DSAS) extension for ArcGIS (Thieler et al., 2009)
served as a method to derive detailed lake expansion rates. An error of 0.09 m/y can be expected
from error estimation of linear expansion rate measurements (Jones et al., 2011). The expansion
rate was investigated in more detail for four size classes between 0.1 ha and 400 ha. The most
important result of the study is that the expansion rate increases with size. The largest rates
were found for lakes of 40 - 400 ha with 0.59 m/y and 0.62 m/y, during the time periods 1950/51 -
1978 (TP1) and 1978 - 2006/07 respectively (TP2). The next lower size class (10 - 40 ha) shows
significantly weaker rates of 0.35 m/y and 0.38 m/y, respectively. Generally lakes larger than
10 ha did not show a significant change of the expansion rates between the two time periods.
But the expansion rate of lakes smaller than 1 ha increased from 0.10 m/y (TP1) to 0.22 m/y
(TP2). A potential reason can be that smaller lakes expand due to thermal erosion while on larger
lakes mechanical erosion predominates. The efficiency of wave action increases with open water
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Figure 3.10: First setup of lakes properties as a function of time and age class. From top left to bottom
right, the figure represents development of expansion rate, drainage probability, radius and
area of thermokarst lakes, talik depth, and ice depth with time. The functions represent the
prescribed development with time or age class and are explained in detail in chapter 3.3.
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extension (Jones et al., 2011). The observed climate warming may have increased the water
temperature and, therefore, also the thermal erosion. On average, thermokarst lake expansion
rates did not change substantially between 0.35 m/y in TP1 and 0.39 m/y in TP2 (Jones et al.,
2011).
There are three steps visible within the development of the expansion rate. Probably, some
thresholds exist. The thermal state of one thermokarst lake changes severely, if lake depth
increases. The thawing depth increases strongly if the lake depth increases from 1 m to 2 m. A
further increase of the lake depth does not severely alter the thawing depth (Yi et al., 2014). Once
a lake does not freeze up completely during winter, the temperature of the lake bottom is not
dropping below freezing temperature and the soil below of the lake remains thawed. Water ice
has higher heat conductivity than fluid water. Therefore, the soil layers freeze during winter or
are isolated by the water body. At 2 m depth the water temperature drops to a minimum of 0◦. At
6 m depth it drops to a minimum of 3 °C. Therefore, more heat can be stored within the soils and
talik expands faster in depth and size.
Presumably, lakes smaller than 10 ha are growing due to thermal erosion, while larger lakes are
primarily growing due to mechanical erosion (Jones et al., 2011). For the TAPAS model this
means that a shift can be expected after 500 to 800 years, depending on the prescribed expansion
rate. There is also a large difference within the expansion rate of lakes between 10 - 40 ha and
40 - 400 ha. This is because winds can transfer more kinetic energy towards lakes of larger
surface area. In the beginning, mounds are circular and regular shaped, but waves increase
lateral erosion on the lakes margin and increase expansion towards a wind favoured direction. In
the Lena river delta for instance, lakes smaller 20 ha are primarily WNW orientated and lakes
larger than 20 ha NNE orientated (Morgenstern et al., 2011). Obviously, there is a 90◦ shift in
orientation. Reasons for the phenomenon are still under debate. One reason can be that the main
summer wind direction change during earlier parts of the Holocene. Larger lakes may have
formed under different wind conditions in earlier times. However, if the wind direction remains
stable, the wind effect may change from wave-induced erosion (abrasion) in the wind direction
to the establishment of wind-driven currents and wave activity perpendicular to the main wind
direction (Morgenstern et al., 2011).
Overall, the expansion rate of one TKL increases from 0.1 m/y to 0.6 m/y, from small ponds
to large lakes respectively. The expansion rate is highly dependent on the lake area and on
temperature. Since no energy transfers are implemented within the TAPAS model, the expansion
rate can only be prescribed as a function of the area of one lake. At least two shifts from thermal
to mechanical regime are observed within the expansion rates. Following the observations, the
expansion rates (expand) are modelled in three steps. After personal communication with G.
Grosse (2014) the following initial magnitudes have been applied:
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• Lakes smaller than 1 ha or age classes 01 - 20 expand by expand1=0.20 m/y

• Lakes of area 1 ha - 10 ha or age classes 21 - 25 expand by expand2=0.25 m/y

• Lakes of area 10 ha - 40 ha or age classes 26 - 27 expand by expand3=0.25 m/y

• Lakes larger than 40 ha or age classes 28 - 33 expand by expand4=0.30 m/y

expand1, expand2, expand3, and expand4 are 4 parameters of the TAPAS model. The rates are
relatively conservative and heavily restricted to the growth of large lakes. In comparison to the
observations described above, the expansion rate for lakes larger than 40 ha is only half of it.
Nevertheless the expansion rates fall within the range of measured long term means of various
regions in Alaska, Canada, and Siberia (Jones et al., 2011).
Within the TAPAS model, all lakes start as circular mounds with an area of 1 m2 (A0), which
is the average area of lakes (Aave) of the first age class. They expand homogeneously in all
directions. In reality topographic heterogeneities lead to inhomogeneous expansion. The initial
area corresponds to an initial circle radius of 0.56 m (rave). The expansion rate tells the growth
for each year. If the number of years between two age classes (age1, age2) is known, then the
final radius can be determined from adding the total expansion to the old lake radius. The average
area of lakes within each age class follows from the average radius:

rave(age2) = rave(age1)+ expand(age1)∗ (age2−age1) (3.35)
Aave(age2) = rave(age2)2 ∗π (3.36)

3.3.4 Drainage probability of thermokarst lakes

The last step of the lifetime of one thermokarst lake is marked by partially to complete drainage
of the water body. It is the transition from degrading permafrost to recovering permafrost and
aggregation of excess-ice. The parametrization of lake drainage mainly follows observations
discussed in Jones et al. (2011).
In regions with continuous permafrost (see table 2.1 and figure 2.2), drainage of thermokarst
lakes can be triggered by expansion towards a lower levelled adjacent basin, fluvial "tapping"
along ice-wedge systems, connection to river and drainage networks, stream meandering, or
coastal erosion (Hinkel et al., 2007; French, 2007; Jones et al., 2011; Grosse et al., 2011).
If talik penetrates the permafrost, as it is possible in discontinuous permafrost regions, also
subterraneous drainage can happen (Yoshikawa and Hinzman, 2003). Appropriate knowledge
about drainage mechanisms is important, since catastrophic lake drainage leaves large basins
and increases surface erosion. A drainage event is defined as a reduction in lake surface area by
more than 25 % (Jones et al., 2011; Hinkel et al., 2007). It marks the end of lake development.
The former lake bottom is influenced by the seasonal cycle of Arctic temperatures again. The
thermal regime of the soil changes severely and permafrost recovers. In the TAPAS model the
concerned areas are handed over to the age class of drained basins. It is represented by age class
34 in table 3.1. It represents the start of the basin age classes. The ice content is usually zero in
the beginning and accumulates over time until maximum ice-depth has been reached.

Besides expansion, Jones et al. (2011) also investigated drainage of thermokarst lakes in
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Size Range Lakes 1950 Lakes 1978 Events p1 Events p2 Prob p1 Prob p2
0.1ha-1ha 379 392 31 38 0.0029 0.0033
1ha-10ha 214 212 18 12 0.0030 0.0020

10ha-40ha 44 50 7 10 0.0057 0.0069
40ha-400ha 29 26 5 8 0.0063 0.0108

Table 3.3: This table lists the drainage probability of lakes within an area of 700 km2 on Seward Peninsula.
The numbers of lakes and events are gathered from figure 3 and table 1 in Jones et al. (2011).
Listed are the number of lakes at the starting points of period 1 (1950/51 - 1978) and period 2
(1978 - 2006/07), number of drainage events, and the retrieved drainage probability.

Seward Peninsula. The resolution of satellite images allowed investigation of area changes of
lakes and ponds of sizes larger than 0.1 ha. They were sorted in four size classes, as listed in
table 3.3. Between 1950/51 and 1978 the total number of lakes increased from 666 to 680.
Between 1978 and 2006/07 the number increased further to 737. There, 61 drainage events
have been observed during the first time period and 68 during the second time period. The lake
drainage probability has remained fairly stable over the last half century (Jones et al., 2011). This
corresponds to 2.17 and 2.34 drained lakes per year. According to the observed number of lakes
and drainage events, the overall drainage probability is 0.0033 during the first time period and
0.0035 during the second time period. Table 3.3 lists the equivalent numbers for each size class.
The drainage probability depends on size of the water body and increases from small ponds to
large lakes. A polynomial relationship can be assumed as suggested by observations. Actually,
analysis of climate data over the 57 year study did not show a clear connection between climate
and thermokarst lakes (Jones et al., 2011). As for the expansion rate, the drainage probability
remained fairly constant, comparing the time periods TP1 and TP2. Little changes have been
attributed to measurement uncertainty (Jones et al., 2011).
For understanding the full thermokarst lake dynamics, it is important to proceed with a combined
analysis of lake surface area changes and lake abundance (Jones et al., 2011). Drainage is not
affecting a lake in that way that it is draining completely. Large lakes tend to drain partly and leave
several small lakes and ponds. During the observation period or 57 years, 71 additional lakes
have developed, but a majority of 60 of them stem from partial drainage of larger thermokarst
lakes and division into remnant water bodies (Jones et al., 2011). Therefore, the large increase
in the number of small lakes in connection to decrease of large lakes may have resulted from
partial drainage events.
The drainage probability increases with increasing area of TKL. Since the size of one lake usually
is strongly connected to the age, the drainage probability can also be expressed as a function of
time t. A simple polynomial function of higher order is used for parametrization (Eq.3.37) in the
TAPAS model. The coefficients a and b of equation 3.37 can be retrieved with the prescribed
drainage probability of lakes after 100 years drain100 and of lakes after 1000 years drain1000
(see Eq. 3.38 and 3.39). Drainage is zero at t = 0, therefore, c = 0. drain100 and drain1000 are
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two parameters of the TAPAS model.

drain(t) = a∗ tb + c (3.37)

b =
log(drain1000/drain100)

log(10)
(3.38)

a =

(
drain1000

1000

)b

(3.39)

For the first model runs the drainage probabilities were set to 0.0018 and 0.0024 after 100
years and 1000 years, respectively. It is set slightly lower than it was observed in northern
Seward Peninsula, because it is likely that this region exhibits the highest thermokarst drainage
probability found in the entire Arctic (Jones et al., 2011). The TAPAS model was tested with
changing drainage probabilities until the modelled lake fraction was comparable with MODIS
satellite observations of the ESA-DUE Permafrost Project (Bartsch et al., 2012) at two grid
points with a large number of TKL. During the sensitivity study, different drainage probabilities
will be tested (see chapter 4).
The drainage probability may also increase with decreasing PF. ALD becomes large and the
permafrost layer thinner. It is more likely that the talik penetrates through the permafrost and
that a lake drains due to infiltration in the interior. Furthermore the permafrost pattern consists
of patches and it is more probable that a lake expands towards an edge of a permafrost area
and connects to a drainage network. Based on the assumption of a dependency on PF, a second
dimension was added to drain (Eq. 3.40). Drainage (drain(p f , time)) reaches the maximum of
100 % if PF is zero. By definition, TKL are only forming on permafrost areas. The smallest
drainage probabilities are expected for regions with 100 % permafrost (PF = 1). The ideal case
of equation 3.40 reduces to a polygonal function with coefficients a and b (see equation 3.37
with c = 0).

drain(p f , t) =
(

a∗ tb
)(PF)p

(3.40)

A new coefficient (p) is introduced, to enable predefinition of increased drainage probability
with decreasing PF. If PF reduces from 100 % to 10 %, drainage is amplified by a certain factor
(drainampl). For the first attempt, drainampl was set to 2.0. This means, that drainage probability
increases by 100 %. The amplification factor in combination with the coefficients a and b can be
used to determine the coefficient p via transforming equation 3.41 with drain1000 = a∗1000b to
equation 3.42.

(drain1000)
(0.1)p

= drainampl ∗ (drain1000)
(1.0)p

(3.41)

p =

log
(

log(drainampl∗drain1000)
log(drain1000)

)
log(0.1)

(3.42)

Figure 3.10 shows the progression of drainage probability with time, computed with equation
3.40 for regions with 100 % permafrost (PF=1). The parameters have been set to a = 0.0010125,
b = 0.125, and p = 0.05 (as derived above).
The drainage parameters drain100, drain1000, and drainampl will be tuned to optimize the model
performance during the sensitivity studies in section 4.3.
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3.3.5 Accumulation of excess-ice

Here, the aim is to describe the ice formation scheme, which has been implemented into the
TAPAS model. A reliable implementation of recovering permafrost in drained basins has
to be modelled as well to complete the thermokarst process, since segregated excess-ice in
permafrost soils is a precondition for landscape forming thermokarst. Different types of massive
ice bodies are developing there and each of them causes frost heave of the surface. They can
be differentiated in form and shape. An overview of the ice bodies and the processes behind
them is given in section 2.4. Additionally, there are three limitation factors acting on formation
of excess-ice. These are, as described here: pore-size of the soil, topographic slope, and the
available volume of liquid water.
The growth of excess-ice has not been modelled on the global scale yet. The growth rate varies
by several magnitudes between different features of excess-ice. The annual growth rate of ice
wedges ranges between a fraction of a millimetre and several millimetres per year (Black, 1976).
Pingos show fast growth rates in the beginning, which decreases from about 1 m/y in early stage
to 2 - 3 cm/y after one millennium. Palsas grow gradually over time and persist for many decades
(French, 2007).
Actually, a 3-D numerical ice simulation scheme has been developed for a single lake (Kessler
et al., 2012), which describes formation of ice wedge polygons. The growth rate was described
as a function of decaying ice deficit towards a maximum excess-ice volume (Eq. 3.43). The
change in volume of ice (∆V ) during a time period (∆t) depended on the excess-ice growth
timescale (τ) and the difference between the maximum and the actual volume of ice (Kessler
et al., 2012).

∆Vice =
∆t
τ
∗ (V max

ice −Vice) (3.43)

The same methodology is applied within the TAPAS model. The volume is replaced by ice
depth (zice) (Eq. 3.45), because ice growth is independent of surface area. Thus, the excess-ice
depth (zice) is modelled by TAPAS as a decay of the ice deficit towards a maximum ice depth.
The magnitude of ice depth increases by ∆z and can be explained as a function of decreasing
difference between the actual ice depth and the maximum ice depth (zmax

ice ). From Eq. 3.44 it
follows that the excess-ice depth increases logarithmically over time. An example is shown in
figure 3.10. Then, the volume of new excess-ice is calculated with the area covered by one age
class and the change in ice depth (∆zice) (Eq. 3.45). For the first model runs the time-scale (τ)
is set to 1500 years and the maximum ice depth to 10 m. Kessler et al. (2012) used a shorter
time-scale of τ = 1000y. However, too high ice content values have been received from first
test runs. Therefore, τ is set to a larger value than used by Kessler et al. (2012).
To distinguish between the different mechanisms of ice formation, the pore-size (poresize) was
added to the TAPAS model. Pore-size drives cryosuction, which leads to formation of pingos
and palsas in warm permafrost areas. It is less important for the development of polygons in
cold permafrost areas, because polygons form due to cracking of upper soil layers. Therefore,
thresholds of ice formation regimes have been introduced as described below. Furthermore,
excess-ice primary forms in flat regions and is rare in mountainous regions. The slope limita-
tion parameter fshape is introduced here to regard the effect of slope (see equations 3.44 and 3.46).
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Figure 3.11: This figure shows the average ice content as it is pro-
vided by NSIDC (Brown et al., 1998).

Ice Content Average
00 % - 10 % 05 %
10 % - 20 % 15 %
20 % - OE % 25 %

Table 3.4: The ice content classes
are shown here which
are provided by NSIDC
(Brown et al., 1998).
An artificial average is
defined to evaluate the
modelled ice contents
and to derive the ice
distribution functions,
which are described in
section 3.4.2.

∆zice =
∆t
τ
∗ (zmax

ice − zice)∗ fshape (3.44)

∆Vice = ∆zice ∗dist f ract ∗Aland (3.45)

∆zice =
∆t
τ
∗ (zmax

ice − zice)∗ poresize ∗ fshape (3.46)

The transition between different mechanisms of ice formation is not sharp, and excess-ice
features may also develop beyond the margins. As shown in Washburn, 1980, polygons develop
in regions with an annual mean air temperature of less than -4 °C and palsas in regions warmer
than -8 °C. However, a transition exists from suction-dominated to gravitation-dominated
formation. In cold regions not much fluid water is available within the soils. For these regions,
Eq. 3.44 is applied to describe the growth of excess-ice, while for warmer regions the pore-size
(poresize) limits ice accumulation, since ice accumulation is a function of potential cryosuction
(Eq. 3.46).
In the next step, thresholds needed to be found, which limit ice aggregation within a certain

region. For this task, the observed ice contents from NSIDC (Brown et al., 1998) have been
compared with long term mean annual air temperature between 1958 and 2000 (Weedon et al.,
2011), as shown in figures 3.12 and 2.1, respectively. The distribution of excess-ice has been
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Figure 3.12: Threshold study of ice formation between NSIDC average ice values (Brown et al., 1998)
and WFD annual mean temperature (Weedon et al., 2011) (left panel) and average subgrid
slope (Stacke and Hagemann, 2012) (right panel).

remapped on 0.5◦ grid. Figure 3.12 shows the frequency of observed ice contents at different
temperatures in 2 °C intervals from 0 °C to -20 °C. For each ice content class, the sum of
frequency is normalized to one. The ice content classes are listed in table 3.4. Obviously the
ice content increases with decreasing temperature. The smallest ice contents develop within a
temperature range of between 0 °C and -12 °C and the highest ones between -6 °C and -18 °C.
The reason for the phenomenon can be that ice forms more efficiently in cracks rather than due to
cryosuction. Furthermore, less water freezes at higher temperatures. To conclude the threshold
study, there are probably three thresholds of ice formation. They are settled at 0◦C (thresice1),
-8◦C (thresice2), and -18◦C (thresice3) and will be evaluated during the sensitivity studies.
However, based on literature (Washburn, 1980), different thresholds of ice formation are used as
initial setting.

• upper threshold (thresice1): T 2Mymean = -1 °C

• medium threshold (thresice2): T 2Mymean = -4 °C

• lower threshold (thresice3): T 2Mymean =-16 °C

Excess-ice aggregates in regions with temperature of less than -1 °C and ice wedge polygons
develop already in regions with a temperature of less than -4 °C (as described in section 2.4)
Between the upper and the medium threshold, excess-ice grows due to cryosuction (Eq. 3.46) in
form of ice lenses and between the medium and the lower threshold, excess-ice grows due to
water infiltration in form of ice wedges (Eq. 3.44). In this sense, the medium threshold acts as a
distinction between regions with different regimes of ice formation.
A second important limitation factor has been introduced to improve the excess-ice model in
regard to slope. Field observations on Kurungnakh island suggested that the development of
ice-wedge polygons was limited in areas with a slope of greater than 2◦ (Morgenstern et al.,
2011). Actually, there is rare ice in the Brook’s Range in Alaska, the southern and eastern
Siberian mountains, and in the Rocky Mountains, compare figures 3.11 and 3.3. Therefore, the
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slope must play an important role for ice formation. In regions with a higher slope, aggregation
of excess-ice is limited due to a higher runoff. Excess-ice bodies may still develop but the ice
content usually remains lower than in flat terrain.
Resulting from this, a second threshold study is performed. Contrary to the threshold study
before, the ice contents from NSIDC are compared with the mean slope, derived from GTOPO30
data set (Stacke and Hagemann, 2012) on 0.5◦ grid. Again, for each ice content class the sum of
frequency is normalized to one. As visible in figure 3.12, a sharp drop of the ice content exists
beyond a slope of 0.015 m/m. The frequency of observed ice contents is determined at different
slopes in 0.005 m/m intervals from 0.000 m/m to 0.100 m/m. Ice contents larger than 20 % can
be observed up to a slope of 0.035 m/m or 2.0◦, respectively. The shape of this behaviour can be
quite well described by a cosine function. The maximum ice depth is the same for all regions,
but the accumulated ice depth (∆zice) is reduced by the limitation factor of slope ( fshape) (Eq.
3.48)

αslope = arctan(slopemean) (3.47)
fshape = cos

(
min(π/2,αslope ∗44.848

)
(3.48)

First, the slope is transformed from gradient [m/m] to angle [rad] (Eq. 3.47). Then, the cosine of
the angle is calculated to receive the reduction of ice accumulation or fshape (Eq. 3.48). From
the threshold study it follows, that the ice growth drops to zero beyond an angle of 2.0◦, i.e.
fshape(αslope = 2.0) = 0.0. Therefore, the shape parameter is adopted with the factor 44.848.
Finally, the accumulation of excess-ice is limited by the amount of liquid water within the
soil. During the melting season, a part of the water from precipitation and melting snow is
infiltrating the soil and leaves it as drainage, if the field capacity is exceeded. This water is used
for excess-ice formation within the TAPAS model. For formation of excess-ice, water is relevant,
which would leave the system. Therefore, the annual drainage is applied for ice accumulation. If
the amount of water is smaller than ∆Vice, then the difference is assumed to be filled with sand or
other material, leading to a reduction of ∆Vice. Observations showed that cracks fill up with other
material like sand and develop to sand- or soil-wedges, if too little water is available (Black,
1976).

3.3.6 Energy balance and lake ice formation

In principle, the energy balance of thermokarst lakes should be regarded. Phase changes at the
surface of lakes and in the interior of the soil regulate the balance between water and ice. The
temperature of the water body influences expansion rate and talik growth. Soil heat transfer
models were successfully developed for single lakes during different studies (West and Plug,
2008); Kessler et al., 2012, Yi et al., 2014. Lake evolution severely depends on its depth because
permafrost beneath lakes reacts highly sensitive, if the lake depth increases, for example, from
1 m to 2 m (Yi et al., 2014). A transition exists there from freezing up entirely during winter to
remaining unfrozen in the lower part. Heat is transported downward from lake surface to lake
bottom and into the permafrost. Ponds smaller than 1 meter are permanently mixed up due to
convection. Temperature of the soil is approximately the same as the air temperature. Lakes
deeper than 1 meter are only mixed down to a certain depth and are layered below. The mixing
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depth depends on turbulent kinetic energy induced by wind, which works against gravity force
of the mixing layer. The soil temperature is proportional to a damping rate. The second main
reason is that lakes freeze up to a certain depth during winter. If lake depth is larger than lake-ice
depth, then the soil surface temperature is settled at about 0◦ and the soil layer below does not
freeze (M. Langer, 2014, pers. comm.). If a lake is freezing up entirely, then also soil layers
beneath the lake freeze. The surface soil temperature is warmer than the air temperature, due to
heat isolation. Additionally snow falls on the top of the ice and isolates the layers below.
Time series of radiation, air temperature, wind speed, and precipitation are needed on a daily
basis to derive freezing and thawing degree days or to derive an analytical solution of the Stefan
algorithm. This would enable simulation of freezing and thawing fronts within lake and soil
throughout a year. More precise predictions of talik depth and lake growth could be made. Since
the TAPAS model is executed once per year, the implementation of an energy balance needs
considerable effort. Throughout one year, melting and freezing periods of different lengths
alternate with each other. This results in daily changes of freezing and thawing depths, with
large consequences for heat transfer and storage. The stored amount of energy needs to be
accumulated throughout one year and dissipated throughout the succeeding year. The problem
is, that accumulated heat is returned to the system with a time shift. Somehow, this long term
change of the energy state in thermokarst affected areas has to be connected to the sub-daily
energy fluxes between atmosphere, surface, and soil. The realization of interaction between
components of different time-scales is a larger issue. Therefore, the energy balance was not
implemented within the present study.

3.4 Initialisation of the thermokarst model

The initialisation of the TAPAS model starts with empty age classes, which need to be filled with
information about ice content, slope, disturbance fraction, and lake fraction. The permafrost is
virtually undisturbed, and contains initial distribution of ice masses, without any thermokarst
lakes. From physical point of view, thermokarst lakes have always developed as a consequence
of permafrost degradation and disturbance of the ground thermal regime. Under constant
climate conditions an equilibrium state develops between formation of new lakes, expansion,
and drainage resulting in a specific limnicity or lake fraction. The aim is to find an appropriate
sample of initial conditions for each age class and grid cell. The entire variety of excess-ice and
slope conditions of permafrost covered soils need to be embedded within one of the 42 classes.
The inclusion of soil properties works via formation of new lakes. With each disturbance event
a fraction of the grid cell is added to the first age class. The slope variability is described as a
cumulative function from small to high slope. Every TKL is attributed with a fraction of the
slope function, which extends from f 1 to f 2. The size of the fraction (dist f ract = f 2− f 1) is the
so-called disturbance fraction and depends on the area of the lake and on grid cell area (Eq. 3.8).
Continuously, a part of the distribution function is moved to the thermokarst cycle. With each
year steeper terrains are entering the first age class. Therefore, the smallest slope can be found in
the highest age classes during the spin-up period. All lakes are shifted from one age class to the
following age class and keep their attributed slopes. Things are different for the attributed ice
content, because ice is depleted until drainage of the lakes. For drained basins, the ice growth is
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modelled with the ice aggregation scheme (Sect. 3.5).
The TAPAS model calculates disturbance fraction for each age class in reverse order from
the highest to the lowest age class. Continuously permafrost covered parts of the cumulative
distribution function are moved to the modelled thermokarst cycle. In this study, permafrost is
assumed to extent more likely in steeper parts of the grid cell than in flatter parts, as explained
in section 3.2.2. Therefore, permafrost extends from 1−PFold to 1. During the spin up period,
the permafrost fraction is kept constant (PFold) The position of the disturbance fraction of the
new lake (dist f ract(age = 1)) with lower end f 1 and upper end f 2 is dependent on the sum of
dist f ract over all upper age classes and the PF (Eq. 3.49 and 3.50). The average slope and ice
content can be computed after determination of the fraction parameters f 1 and f 2.

f 1 = (1−PFold)+
42

∑
age=2

dist f ract(age) (3.49)

f 2 = (1−PFold)+
42

∑
age=2

dist f ract(age)+dist f ract(1) (3.50)

If one lake is expanding, it occupies a new fraction of the grid cell (distexp). The fraction
parameters are calculated similar to the disturbance fraction of new lakes. Here, the disturbed
area extents from f 1, which is the sum over all age classes, to f 2, which is f 1 plus the
disturbance fraction due to lake expansion (Eq. 3.51 and 3.52). Continuously, upper parts of the
cumulative functions are attributed to the age class, i.e. lakes are expanding into steeper terrain
with less amount of excess-ice. Therefore, the slope within one age class becomes steeper until
the end of the spin up period.

f 1 = (1−PFold)+
42

∑
age=1

dist f ract(age) (3.51)

f 2 = (1−PFold)+
42

∑
age=1

dist f ract(age)+distexp (3.52)

The occupation of new grid cell fractions continues until the entire permafrost area has been
disturbed for at least one time. The ice depth is modelled for the whole permafrost area. From
then on, new triggered lakes are attributed with slope and ice depth of the oldest basins. The
distribution functions are obsolete, because the fractions of all age classes together span the entire
permafrost area. Each age class could be associated with a specific slope and ice value. Only if
permafrost is expanding, then the slope distribution function comes into play again. The slopes
of the drained basin classes are a kind of weighted average over all lake classes due to drainage
and keeping the information about slope. Only changing permafrost can add slopes beyond the
average of the permafrost area into the system again. Whenever permafrost is expanding towards
terrain with smaller slope, the average slope of the new permafrost area is calculated. The slope
function is integrated from old PF ( f 2 = 1−PFold) to new PF ( f 1 = 1−PFnew). The computing
procedure mainly follows Eq. 3.55 - 3.56 in sect. 3.4.1.
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3.4.1 Slope distribution

The surface of a permafrost grid cell can be very heterogeneous. Steep terrain with low ice
content alternates with flat plains underlain with large masses of excess-ice. The variability
can be described with distribution functions for slope and ice. As described in sections 3.3.4
and 3.2.1, slope is severely influencing the formation of lakes and excess-ice. Therefore, a
part of the grid cells will not be sensitive to thermokarst. Basically, the slope ranges between
"minimal" (sminmod) and "maximal" (smax) subgrid slope. A subgrid slope calculation function
has been developed to estimate the average slope of a certain grid cell fraction in dependence
of the slope distribution parameter b (Stacke and Hagemann, 2012). The driving parameters
have been derived from the GTOPO30 data set with elevations on a regularly spaced grid of
30-arc seconds (about 1 km) (Gesch et al., 1999). The slope of one grid point was calculated
from the elevations of the highest and the lowest neighbouring grid cell and the distance between
them (Stacke and Hagemann, 2012). It is possible to describe the spatial variability of slope as a
cumulative function of subgrid slope frequency. Stacke and Hagemann (2012) derived the slope
distribution function based on a power law function used by Hagemann and Gates (2003) for the
statistical distribution of soil water capacities within grid cells. The slope (s( f )) is a cumulative
function of grid cell fraction f , where b is the shape parameter of the power law. Hagemann
and Gates (2003) improved the original function with two additional parameters (Eq. 3.56) to
support the precision of the cumulative distribution curve.

s( f ) = (1− (1− f ))1/b ∗ (smax− sminmod)+ sminmod (3.53)

The slope can be larger than zero at any grid cell fraction and increases from the virtual minimum
slope (sminmod) up to the maximum slope (smax) at f = 1. The function correctly explains slope
distribution only for non-zero parts. Often, grid cells are completely flat to a certain part and
contain a fraction with zero slope ( fzero). In these parts, the cumulative slope distribution
function becomes negative. Therefore, the slope is computed with Eq. 3.53 only for fractions
above fzero. Below that threshold, the slope is set to zero.

slopeave =
∫ f 2

f 1
s( f )d f (3.54)

fzero = 1−
(

sminmod

smax− sminmod
+1
)b

(3.55)

slope f unc = smax +
(smax− sminmod)∗b

b+1
∗ (1− f 2)

b+1
b − (1− f 1)

b+1
b

f 2− f 1
(3.56)

so f f = smax +
(smax− sminmod)∗b

b+1
∗ (1− fzero)

b+1
b − (1− f 1)

b+1
b

fzero− f 1
(3.57)

slopeave = slope f unc− so f f (3.58)

Each thermokarst affected area occupies a certain fraction of the grid box (dist f ract) and expands
from a lower end ( f 1) to an upper end ( f 2) of the cumulative slope distribution function (s( f )).
The preliminary average slope (slope f unc) of dist f ract can be derived via integrating the slope
function from f 1 to f 2 (Eq. 3.54). But, the result probably contains a negative offset, if the
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Figure 3.13: Distribution of slope is plotted for three different grid cells from flat to steep (Stacke and
Hagemann, 2012) on the left panel. The right panel shows the ice content distribution
functions for three average ice contents.

zero-slope fraction is settled within the disturbance fraction. The zero slope fraction can be
calculated by transforming Eq. 3.53 to Eq. 3.55. The slope is zero below fzero, because s( f )
becomes negative here. Thus, the offset is calculated via integrating s( f ) between the lower
end of the disturbance fraction ( f 1) and fzero (Eq. 3.57). Then, the final average slope (save) is
determined via subtracting the offset from the preliminary average slope (Eq. 3.58).
The mechanisms will be examined via two examples to support understanding of the equations
above. For instance, one grid cell (10.25E, 44.75N) with a mean slope of 0.0403 is completely
undisturbed. Now an extraordinary number of new lakes are forming and together disrupting
20 % of the grid cell. In this case, f 1 and f 2 are 0.00 and 0.20, respectively. The zero slope
fraction ( fzero) measures 0.1469 and is settled between the lower and upper end of the disturbance
fraction. Now, the preliminary average slope is computed, for this part. Integrating from f 1
to f 2 results in slope f unc equal -0.0035 (Eq. 3.58). This value is too small and even negative
because a large offset is embedded within the value. Thus, the offset (so f f ) is calculated, via
integrating equation 3.53 from the lower end of the disturbance fraction ( f 1) to the zero slope
fraction ( fzero) (Eq. 3.57). The resulting offset, which is -0.0055 in this case, is subtracted from
slope f unc (Eq. 3.58) to gain the correct average slope (slopeave), which is 0.0020 in this case.
Let us consider a second grid cell (152.25W, 61.25N) with a mean slope of 0.235. The cumulative
slope distribution of this grid cell can be investigated in figure 3.13. For instance, 40 % of the
grid cell is already affected by thermokarst and part of one of the 42 age classes. Now, further
20 % of it is disrupted by a huge disturbance event. There follows, that f 1 and f 2 are 0.4 and
0.6, respectively. The zero slope fraction of this grid cell measures 0.0036. Since this value is
much smaller than the lower end of the disturbance fraction, the offset equals to zero. Therefore,
so f f is zero and s f unc equals save. Integrating equation 3.53 from 0.4 to 0.6 (Eq. 3.54) gives an
average slope for the disturbance fraction of 0.188, which can be validated in figure 3.13.
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3.4.2 Excess-ice distribution

Contrary to the slope distribution function, which is used for the entire model run-time for
changing PF, the use of the ice distribution function is limited on the spin-up time. Therefore,
the precision is not the prime issue. Only a rough distribution will be estimated. Depending
on texture, soils can store different amount of excess-ice. The ice content can locally range
up to 80 % in flat peatlands with a thick organic layer (L. Kutzbach, 2013, pers. comm.).
Continuous cryosuction leads to development of excess-ice. Frozen water attracts water and
leads to formation of ice lenses. The amount of excess-ice is assumed to be exponentially
distributed within one grid box. The highest subgrid ice contents are set at the lower end of the
permafrost covered grid box ( f = 1−PF), which is also attributed to regions of smaller slope, as
it is visible in figure 3.13. A high correlation exists between slope and ice content (Sect. 3.3.4).
The maximum ice content (icemax) is actually 0.80, which represents an ice-wedge of about 8 m
depth. The ice content is defined as a function of grid cell fraction f (ice( f )) and decreases from
icemax at f = 0.0 to zero at f = 1.0, if PF is one (Eq. 3.59).

ice( f ) = icemax ∗
(

1− f b
)

(3.59)

b =
icemax

icemax− iceave
−1 (3.60)

The coefficient b regulates the shape of the curve and depends on the average ice content of the
grid box (iceave), as it is listed in table 3.4. Ice properties on global scale have been provided on
a resolution of 0.25◦ by NSIDC (Brown et al., 1998). For model applications, the data were
calculated on 0.5◦ grid as the median of data points, which are falling into one grid cell. The
data information is very sparse and distinguishes only between ice-rich soils with segregated
ice content of larger than 20 %, ice-poor sediments with less than 10 % ice and a medium state
with an ice content of between 10 % and 20 % (see table 3.4 and figure 3.11). Since the data
are provided in form of three classes with no discrete values, an artificial average has to be
defined. These averages (iceave) have been used for determining the coefficient b (Eq. 3.60) via
integration of eqn 3.59 over the total grid cell.

icecont =
∫ f 2

f 1
ice( f )d f (3.61)

icecont = icemax ∗
1− 1

b+1 ∗ ( f 2b+1− f 1b+1)

f 2− f 1
(3.62)

Similar to the average slope, the average ice content is determined via integrating the ice
distribution function from the lower end ( f 1) to the upper end ( f 2) of the disturbed area fraction
(Eq. 3.61 - 3.62). New disturbed area fractions are usually attributed to the lowest undisturbed
fraction of the grid cell. The fraction parameters are derived via summing over dist f ract of all
age classes (Eq. 3.49 - 3.50).
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4 Tuning the dynamic thermokarst
module

This chapter is used to describe the tuning process of model parameters and the sensitivity of
the TAPAS model to different parameter settings. The parameters are divided in two categories:
soil parameters related to soil processes and climate parameters to climate sensitivity. An initial
collection of parameters is set as described in section 3.3. The parameter setting is improved
until the model results provide the best fit to today’s distribution of observed lake fraction (LF)
from ESACCI and ice content (IC) from NSIDC (Brown et al., 1998). The sensitivity study
consists of six steps. Each step provides a new sample of parameters, which is named ’Ref-#’:

• In the first step, the model is evaluated against different initial area of new ponds, drainage
amplification, and drainage probability values. Ref-1 parameter setting will be derived in
section 4.1.2.

• In the second step, the model is evaluated with Ref-1 setting against different ice aggrega-
tion time-scales and ice formation thresholds. Then, different expansion rates are evaluated
with the best ice formation parameters. Ref-2 parameter setting will be derived in sections
4.2.1 and 4.2.2.

• In the third step, the model is evaluated with Ref-2 setting against different drainage
probabilities of lakes with an age of 100 years and 1000 years. Ref-3 parameter setting
will be derived in section 4.2.3.

• In the fourth step, the model is evaluated with Ref-3 setting against different disturbance
formation thresholds and sensitivities to fire disturbances. Ref-4 parameter setting will be
derived in sections 4.3.1 - 4.3.4.

• In the fifth step, the model is evaluated with Ref-4 setting against different sensitivities
to disturbance events. Additionally, the model sensitivity to climate change is increased.
Finally, different drainage amplifications and pore-size influences are investigated again.
Ref-5 parameter setting will be derived in sections 4.3.5 - 4.3.7 and 4.4.1.

• In the sixth step the model is evaluated with Ref-5 setting against different initial lake area,
time aggregation time-scale, expansion rates, and drainage probabilities again. The final
parameter setting will be derived in sections 4.4.2 and 4.4.3

Like in chapter 3, the TAPAS model is driven by data from the CLIMBA Holocene run from
Bruecher et al. (2014) over a period of the past 7000 years. CLIMBA is a coupled climate-carbon
model, which combines CLIMBER-2 with JSBACH (Bruecher et al., 2014). Further descriptions
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can be found in section 6.2. It provides time-series of several climate variables on monthly
time-scale and on a resolution of 3.75◦ (T31-grid). Soil temperature is important for determining
active layer depth (ALD) and the maximum ice depth. 2-meter air temperature (T2M), snow-
water-equivalent (SWE) depth, and accumulated burned area fraction are applied to compute
temperature, snow, and fire disturbances, respectively. Precipitation, snow-melt, runoff, and
drainage are used to determine infiltration disturbances. Additionally, 30-year running means
and 30-year running standard deviations are determined by T2M, SWE depth, and infiltration.
Temperature is again used to drive the permafrost fraction (PF).
Since slope and pore-size data are available on 0.5◦ grid, the TAPAS model can run at this scale,
although the climate forcing data are provided on T31 grid. Slope and pore-size are used to
limit formation of thermokarst lakes (TKL) and accumulation of excess-ice (as described in
sections 3.2.1 and 3.3.5). The forcing data are remapped on 0.5◦ with the nearest neighbour
method. This method was chosen for two reasons: first the standard deviation, which is needed
to determine the number of disturbances, cannot be downscaled with, e.g., conservative or
bilinear remapping. Second, preparation of all input data including computation of µ and σ

for disturbance calculation on T31 grid takes two week of computational time. Therefore,
preparation of all input data on 0.5◦ grid would need too many resources.
This study is focused on grid cells with PF ≥ 0.1. Evaluation with observed LF becomes
more difficult in regions with less permafrost, because non-permafrost lakes may dominate the
observed LF in these grid cells. Note that the TAPAS model is limited by the permafrost extent,
which is computed with long-term mean T2M from CLIMBA. Therefore, the boundaries of the
model domain are defined by the same grid-scale as CLIMBA.

4.1 Reference thermokarst model run driven by CLIMBA

4.1.1 Overview of the model parameters and initial setting

The very first model run is carried out with the initial set of parameters, as described in section
3.3. The parameters are based on literature research and several test runs during the model
development. This section is used to provide a short overview of the different model parameters.
In total, there are 25 parameters available for evaluation. They are separated in 2 categories,
which are soil parameters and climate parameters. The division relates to different climate and
soil dependent processes.

The soil parameters consist of 12 parameters, which limit expansion rate, drainage probability,
ice accumulation, and the initial size of new ponds. Thermokarst starts with the formation of
new ponds with different shapes and areas. For the model, an initial global mean area is assumed
for new ponds (A0). They are circular shaped and expand due to thermal and mechanical effects
(see sect. 3.3.3). The expansion rate increases in three steps from expand1 to expand4. The
expansion rate depends on the area of one lake and increases after different size thresholds are
passed (as explained in Sect. 3.3.3). The drainage probability increases with the size of one lake
as observed by Jones et al. (2011) and discussed in section 3.3.4. Since the area of one lake
directly depends on its age, drainage probability is computed as a function of time (see Eq. 3.40).
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The coefficients of the drainage probability function are computed with three parameters. These
are drainage probabilities of 100-year old lakes (drain100) and of 1000-year old lakes (drain1000)
and also the drainage amplification (drainampl) due to decreasing permafrost fraction. Drainage
increases by drainampl times if PF reduces from 100 % to 10 %. If PF decreases to 0 %, than
drainage probability increases to 100 %. Excess-ice in drained basins accumulates as a function
of ice deficit, which decreases exponentially with time-scale τ (see Eq. 3.44 - 3.45 in Sect. 3.3.5).
The higher τ is set, the more time is needed to reach the maximum ice depth and the lower is the
ice content after 1000 years. The TAPAS model can also distinguish between different forms
of massive ice bodies the temperature thresholds are defined to distinguish between different
processes of ice formation. Between the upper (thresice1) and medium (thresice2) threshold,
excess-ice mainly aggregates in form of palsas, which develop due to cryosuction, which in
turn is limited by the pore-size of the permafrost soil (Eq. 3.46). Between the medium and
lower threshold (thresice3), excess-ice mainly aggregates in thermal contraction cracks, that are
filled with melting water, which in turn freezes to ice wedges. Within thresice2 and thresice3, ice
aggregation is not pore-size dependent (Eq. 3.44).

The climate parameters consist of 13 members, which regulate number of disturbance events
and triggered TKL (as described in Sect. 3.3.1). The yearly number of triggered TKL is the
sum of four different types of disturbances. The number of disturbances from summer T2M,
winter SWE, infiltration, and burned area fraction is computed with equations 3.24, 3.26, 3.28,
and 3.25, respectively; as described in section 3.3.1. The parameters for temperature and snow
disturbances astemp|wsnow and bstemp|wsnow) have been set to 1 and 3, respectively. I assume,
that the number of triggered thermokarst events is increasing exponentially with the number of
standard deviations above the mean (see Sect. 3.3.1). For infiltration, which is used as a proxy
for flood events, the parameters ain f il and bin f il are both set to 1, because flood events of any size
can enhance erosion processes and trigger thermokarst. Floods can occur between May (m1in f il)
and August (m2in f il), in the Arctic. Infiltration disturbances are separately computed for each
month of the period m1in f il and m2in f il and accumulated to a yearly sum. The number of fire
disturbances is computed as a linear function of annual burned area fraction with gradient kburn.
A linear response is assumed, because the effect of burnt vegetation on the soil heat balance is
the same everywhere.
Four important thresholds have been introduced to exclude very cold regions and very arid regions.
Infiltration disturbances are triggered monthly from May to August if monthly infiltration exceeds
10 mm (thresin f il). Summer temperature events are triggered, if the average temperature between
June and August exceeds 0 °C (thresstemp). Winter snow depth disturbances are triggered, if the
average SWE depth between November and March exceeds 30 mm (threswsnow) The parameter
thressur f regulates developments of lakes up to an age of 10 years.

The following list (Table 4.1), shows the model parameters and their assigned values before
starting the tuning procedure (initial set-up) and after finishing the sensitivity studies (final
set-up).
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Parameter Description Initial Final
astemp [-] Factor of summer T2M disturbance (Eq. 3.24) 1.0 0.106
bstemp [-] Exponent of summer T2M disturbance (Eq. 3.24) 3.0 6.0
thresstemp [ °C] Threshold for diststemp (Sect. 3.3.1) 0.0 0.0
awsnow [-] Factor of winter SWE disturbance (Eq. 3.26) 1.0 0.212
bwsnow [-] Exponent of winter SWE disturbance (Eq. 3.26) 3.0 6.0
threswsnow [mm] Threshold for distwsnow (Sect. 3.3.1) 30 100
ain f il [-] Factor of infiltration disturbance (Eq. 3.28) 1.0 4.0
bin f il [-] Exponent of infiltration disturbance (Eq. 3.28) 1.0 1.0
monin f il1 First month with infiltration dist. (Sect. 3.3.1) May May
monin f il2 Last month with infiltration dist. (Sect. 3.3.1) Aug May
thresin f il [mm] Threshold for distin f il (Sect. 3.3.1) 10 30
kburn [(A/A)−1] Factor of fire disturbance (Eq. 3.25) 20000 x
thressur f [-] Surface-runoff blocking TKL (Sect. 3.3.1) -2.0 x
A0 [m2] Initial area of new ponds (Sect. 3.3.3) 1 100
expand1 [m/y] Expansion rate of lakes < 1 ha (Sect. 3.3.3) 0.20 0.10
expand2 [m/y] Expansion rate of lakes > 1 ha (Sect. 3.3.3) 0.25 0.20
expand3 [m/y] Expansion rate of lakes > 10 ha (Sect. 3.3.3) 0.25 0.40
expand4 [m/y] Expansion rate of lakes > 40 ha (Sect. 3.3.3) 0.30 0.60
drain100 [n/n] Drainage prob. after 100 years (Sect. 3.3.4) 0.0018 0.0031
drain1000 [n/n] Drainage prob. after 1000 years (Sect. 3.3.4) 0.0024 0.0023
drainampl [-] Amplification of drainage prob. (Sect. 3.3.4) 2.0 1.2
τ [y] time-scale of ice accumulation (Eq. 3.44) 1500 2000
thresice1 [ °C] Upper threshold of ice formation (Sect. 3.3.5) -1.0 -1.0
thresice2 [ °C] Threshold of pore-size limitation (Sect. 3.3.5) -4.0 x
thresice3 [ °C] Lower threshold of ice formation (Sect. 3.3.5) -16.0 x

Table 4.1: Parameter list of the TAPAS model showing variable, description, initial setting as described in
chapter 3, and the final setting (from left to right, respectively). Final settings marked as ’x’
indicate, that the parameter is obsolete and not used any more.

4.1.2 Improvement of initial parameter settings

Here, the initial setting of model parameters (Table 4.1) is discussed and improved. Four changes
are carried out on the initial parameter setting for the first reference run (Ref-1). Parameter
setting of Ref-1 is listed in table 4.2.
The first improvement relates to drainage amplification. It is observed that drainage probability
increases if PF decreases (Smith et al., 2005). The parameter drainampl is initially set to 2.0.
This means, that drainage probability of lakes increases by 100,%, if PF reduces from 1.0 to 0.1.
This value is too high, because LF becomes too small in sporadic permafrost regions. Too many
lakes are draining. Therefore, this parameter is set to 1.5. Smaller values are not possible at this
point, because LF becomes larger than PF in some regions with sporadic permafrost. drainampl
does not play a significant role on the pan-Arctic distributions of LF and IC because drainage is
amplified exponentially, see equation 3.40 and most regions are underlain with continuous and
discontinuous permafrost.
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Parameter Ref-1 Ref-2 Ref-3 Ref-4 Ref-5 Final
atemp [-] 1.0 1.0 1.0 1.0 0.106 0.106
btemp [-] 3.0 3.0 3.0 3.0 6.0 6.0
threstemp [ °C] 0.0 0.0 0.0 0.0 0.0 0.0
asnow [-] 1.0 1.0 1.0 1.0 0.212 0.212
bsnow [-] 3.0 3.0 3.0 3.0 6.0 6.0
thressnow [mm] 30 30 30 100 100 100
ain f il [-] 1.0 1.0 1.0 4.0 4.0 4.0
bin f il [-] 1.0 1.0 1.0 1.0 1.0 1.0
monin f il1 May May May May May May
monin f il2 Aug Aug Aug May May May
thresin f il [mm] 10 10 10 30 30 30
kburn [(A/A)−1] 20000 20000 20000 x x x
thressur f [-] -2.0 -2.0 -2.0 x x x
A0 [m2 100 100 100 100 100 100
expand1 [m/y] 0.20 0.10 0.10 0.10 0.10 0.10
expand2 [m/y] 0.25 0.20 0.20 0.20 0.20 0.20
expand3 [m/y] 0.25 0.40 0.40 0.40 0.40 0.40
expand4 [m/y] 0.30 0.60 0.60 0.60 0.60 0.60
drain100 [n/n] 0.0024 0.0027 0.0039 0.0039 0.0039 0.0031
drain1000 [n/n] 0.0028 0.0027 0.0022 0.0022 0.0022 0.0023
drainampl [-] 1.5 1.5 1.5 1.5 1.2 1.2
τ [y] 1500 2000 2000 2000 2000 2000
thresice1 [ °C] -1.0 -1.0 -1.0 -1.0 -1.0 -1.0
thresice2 [ °C] -4.0 -6.0 -6.0 -6.0 x x
thresice3 [ °C] -16.0 -16.0 -16.0 -16.0 x x

Table 4.2: This table shows the parameters of the TAPAS model during different stages of the sensitivity
study from left to right, respectively. Final settings marked as ’x’ indicate, that the parameter
is obsolete and not used any more.

The second improvement is related to initial area of new ponds. It is initially set to 1 m2.
A0 is increased to 100 m2, because the modelled LF shows a higher correlation to changes in
summer temperature and winter snow depth. Moreover, water bodies with an area of 100 m2 are
more likely to become a landscape forming phenomenon than smaller ones, which is typical for
thermokarst, because smaller ponds disappear easier than larger ones due to growing vegetation
and evaporation (E-M. Pfeiffer, 2015, pers. comm.).
LF increases in order of 0.005 m2/m2 if A0 is changed from 1 m2 to 100 m2, because lakes of all
age classes become larger then. If A0 is set to 1 m2, then it takes about 30 years to reach an area
of 100 m2. This means, that one triggered TKL occupies a certain fraction of the grid cell 30
years earlier, if A0 is set to 100 m2.
In reality some ponds start with 1 m2, but they usually merge together with adjacent ponds to
one large thermokarst lake. Therefore, several ponds can be counted together as a larger one.
There was no effect of changing A0 visible on lake and ice distribution up to an area of 10 m2.
Little improvements are visible for an initial area of 1000 m2. The number of grid cells with an
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Figure 4.1: This figure shows the fraction of grid cell covered with TKL larger than 0.5 ha after the
reference-1 model run. Left panel shows the absolute value and the right one the difference
from ESACCI WB.

ice content of larger 20 % with unit m/m decreases.

The higher initial area leads to very high lake fraction in lowland regions, where a high
number of lakes is evolving. This problem is solved by reducing the number of TKL, which
can be done in two ways. Either less TKL are triggered or more lakes drain. The drainage
probabilities after 100 and 1000 years, respectively, are set at lower values than suggested by
observations from Jones et al. (2011) (see Table 3.3 in Sect. 3.3.4). For lakes with areas of up
to 10 ha, drainage probability measures about 0.0030. For lakes with areas of larger 40 ha, it
measures about 0.0060. With the initial parameter settings, the areas of 10 ha and of 40 ha are
reached by TKL with an age 750 years and 1500 years, respectively. Lakes with an age of 1000
years cover an area of about 18 ha. Tests with drain1000 = 0.0060, resulted in a complete loss
of very large lakes and too little LF. Maybe the field site study, as described in section 3.3.4, is
not representative for all tundra regions. Therefore, the drainage probabilities of lakes with an
age of 100 years and 1000 years, are set to 0.0024 and 0.0028, respectively. These values fit the
drainage probability of lakes smaller than 10 ha (Table 3.3). The most lakes within the model are
younger than 800 years.

4.1.3 Results from the Ref-1 model run

Altered initial area and drainage parameters are used for the Ref-1 model run. The main results
of the Ref-1 model run are discussed here. Note, that all model runs are started with a restart
file. The aim is to reduce the spin-up period of the TAPAS model. For the restart file, the
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100 year period 6970 - 6870 BP from CLIMBA has been used. Forcing data of this period are
cyclically repeated until an equilibrium state is reached. 30-year running means are applied for
the derivation of disturbance events. As a result, the model is started at the 30th time-step.

The lake fraction (Fig. 4.1) reaches the highest values in Central Canada, around the Great
Slave lake, at the Mackenzie river, North Slope of Alaska, Laptev Sea coast, southern Lena river,
Lena Delta, and northern Siberian plains. The Seward Peninsula suffers from availability of
input data and cannot be judged. In general, the western Siberian lowlands have a too high LF, as
well as regions in Central Siberia west of Lena river, and in northern part of central Canada. On
the other side the southern Central Canadian regions show too little lake fraction, which is also
the case for southern Alaska, southern edge of the western Siberian plains, Tibet, and Laptev Sea
Coast (Fig. 4.1).

Figure 4.2: This figure shows the modelled ice contents according the NSIDC ice content classes (Brown
et al., 1998) from low over middle to high (left panel) and a comparison of the absolute
frequency of modelled and observed ice content (right panel).

The modelled IC values are distributed over a higher range of values than it is shown in figure
4.2. For evaluation, they are sorted analogous to the NSIDC ice content classes (Brown et al.,
1998), which are listed in table 3.4. As it is visible in figure 4.2, the model overestimates the
number of grid cells with high IC (> 20 % with unit m/m) by 56 %. This is due to the central
Canadian lowlands. Especially west of the Hudson Bay, the soil mainly consists of barren ground,
whereat NSIDC shows low IC (< 10 %). Also in central and northern Siberia, the model shows
more regions with high IC. See figure 4.9 for comparing distributions of IC as modelled with
Ref-1 and provided by NSIDC. The medium IC class is highly under-represented. The modelled
frequency is by about 60 % smaller than the observed one. Especially in Eastern Siberia and in
Tibet, large regions exist with medium IC, where the model cannot represent the ice content well.
The TAPAS model runs at a 0.5◦ grid. Probably, this resolution is still too coarse to represent
most valleys, which provide flat terrain for excess-ice accumulation. The sensitivity study is
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focused on regions with PF of larger than 10 %. Satellite observations provide measurements
of total lake fraction, which is a mixture of TKL and other forms of lakes. The signal becomes
ambiguous in regions with PF of less than 10 %. Lakes are not homogeneously distributed over
thawed and frozen areas, while permafrost areas provide a larger fraction of lakes, as described
in section 2.3 and discussed by Grosse et al. (2013). Therefore, a simple multiplication of the
observed LF with PF would not give the correct lake fraction of one grid cell.
Actually figure 4.2 shows low IC in Greenland. Large parts of the island are covered by glaciers.
In the southernmost part, where no glaciers are present, the slope is too large for ice accumulation.
In the glaciated parts infiltration is too small and no water is available for ice accumulation.

4.2 Sensitivity to soil parameters

In this section the TAPAS model is tuned and evaluated against observations from NSIDC (ice
content, IC) and ESACCI WB (lake fraction, LF). The ice parameters ice aggregation time-scale
and ice formation thresholds are altered in respect to Ref-1 parameter setting, to improve distri-
bution and frequency of observed excess-ice contents. Then, different expansion rates are tested
together with the improved ice formation parameters. Afterwards, a new reference parameter
setting (Ref-2) is defined with improved ice parameters and expansion rates. Afterwards, the
sensitivity to different drainage probability parameters is discussed. Ref-3 is the result of tuning
soil parameters and includes improved drainages parameters, as listed in table 4.2.

For the soil parameters, I used two evaluation tools for evaluating modelled LF and IC with
observations in periglacial environments. Firstly, a cumulative distribution function (CDF) of LF
is established to compare relative frequencies of certain lake fractions. Grid cells with IC of less
than 10 % or with PF of less than 10 % are masked out to increase the probability to compare
thermokarst lakes only. Masks are set according to the NSIDC distributions of excess-ice and
permafrost. LF is ordered in 0.01 m2/m2 intervals from low to high. ESACCI, shows that
25 % of all grid cells with medium or high IC show a LF of smaller than 0.01, 50 % smaller
than 0.035, and 80 % smaller than 0.135, respectively. Note, that these numbers have to be
considered carefully: ESACCI interpolates ENVISAT based observation data of water bodies
with a resolution of 300 m on 0.5◦ grid (Santoro et al., submitted). Probably, some ocean areas
are included within the provided LF data-set. A land-sea mask is applied, but nevertheless there
are many grid cells at the coast lines and along rivers, which show a LF of up to 0.49 (see Fig.
2.5). It is possible, that still many areas with ocean water are inherited within the data. Thus, the
modelled LF is compared with LF data, which consist of thermokarst lakes but also of glacier
lakes, ocean water, and rivers.

Secondarily, modelled and observed IC are evaluated via histograms of the absolute number
of grid cells with a certain IC. Three bins are defined, according to NSIDC definition of ice
content classes, as listed in table 3.4. The classes are named low IC, medium IC, and high IC,
which stands for regions with an ice content of less than 10 %, of between 10 % and 20 %, and
of more than 20 %, respectively. About 10600 grid cells contribute to low IC, 4700 to medium
IC, and 1800 to high IC. As visible in figure 3.11, regions with high IC can be found in eastern
Siberian lowlands, Alaska north slope, Mackenzie delta, parts of western Siberian lowlands, and
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Figure 4.3: The sensitivity of the TAPAS model to different ice accumulation time-scales is tested here.
Ref-1 relates to a time-scale of 1500 years. The left figure shows CDF of LF in comparison
to observations from ESACCI-WB and the right figure shows absolute frequency of IC in
comparison to observations from NSIDC.

around the river Lena. The aim is reach distribution and frequency of observed ice contents.

CDFs and histograms are used to evaluate formation of TKL and aggregation of excess-ice
in general. Soil parameters drive accumulation of excess ice and evolution of TKL. The aim is
to receive large LF in cold and flat areas and small LF in warm and mountainous areas. The
sensitivity to different soil properties is not dependent on geographic location. Therefore, the
soil parameters are evaluated against the frequency of LF and IC.

4.2.1 Excess-ice aggregation

Here, the sensitivity to different ice parameters is tested with Ref-1 parameter settings. First,
different ice accumulation time-scales (τ) are evaluated. A larger time-scale means, that it takes
more time for the model to reach the maximum excess-ice depth. A larger τ reduces the amount
of aggregated ice within a certain time period and reduces the ice content. The ice accumulation
time-scale τ is altered in 500 year steps from 500 years to 2000 years, while 1500 years is already
covered by Ref-1. The aim is to reduce the number of grid cells with high IC and to increase
number of grid cells with medium IC. If τ increases, then medium and high IC decrease while
low IC increases (see Fig. 4.3). Excess-ice accumulates in drained basins until the surface is
disturbed and TKL are triggered. In the TAPAS model, it takes about 1000 - 1400 years from
formation of a drained basin until it is affected by thermokarst. If τ is increased, then the ice
depth of a basin with an age of, e.g., 1000 years decreases. If τ is set to 500 years, many grid
cells reach an ice content of more than 50 %. In reality, this value can be reached locally but
not for an area of several 10000 km2. τ = 2000 shows the best confirmation with high IC, while
medium and low decrease, which results in an overall smaller ice content. As visible in figure
4.3, LF decreases with increasing τ . The area covered by water is proportional to IC, as it is
discussed in section 3.2.1. The improvement is larger for smaller LF than for higher LF. The
Kolmogorov-Smirnov test shows that all modelled CDFs are significantly different from the
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observed CDF. The reason is the high discrepancy of large LF. The modelled CDFs are not
significantly different from each other on the 90 % level. A time-scale of 2000 years is chosen,
because the number of grid cells with high IC fits best to observations and smaller LF fit better
to observations.

Second, a smaller temperature threshold of ice formation is tested. The lower ice aggregation
threshold (thresice3) is set to -18 °C. Maybe some high north regions are disregarded by the
model. However, the effect on the geographic distribution of IC is small and the CDF shifted
towards higher LF. Number of grid cells with high IC increases from 2600 to 2800. The
northward extension of regions with high IC better fits to observations with a lower thresice3
of -16 °C than with -18 °C, respectively. Thus, the lower ice formation thresholds can also be
modelled with -16 °C.

Figure 4.4: The sensitivity of the TAPAS model to different lower thresholds of pore-size influence is
tested here. Thus lower and upper ice formation threshold are kept at Ref-1 setting and
only the medium threshold is altered (see Table 4.3. The left figure shows CDF of LF in
comparison to observations from ESACCI-WB and the right figure shows absolute frequency
of IC in comparison to observations from NSIDC.

Scenario Upper threshold Medium threshold Lower threshold
No influence -1 °C -1 °C -16 °C
Reference-1 -1 °C -4 °C -16 °C
Higher influence -1 °C -6 °C -16 °C
Much higher influence -1 °C -8 °C -16 °C
Maximum influence -1 °C -16 °C -16 °C

Table 4.3: Following ice formation thresholds are set to test the sensitivity of the model to different
pore-size influences. The scenario names in left panel are the same as the legend labels in
figure 4.4.

Third, different medium thresholds of ice formation (thresice2) are evaluated against observed
LF and IC. As explained in section 3.5, it distinguishes between warmer regions where mainly
palsas form and colder regions where mainly ice-wedge polygons form. Palsas develop between
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thresice1 and thresice2. Aggregation of excess-ice occurs via cryosuction which is limited by
pore size. Polygons develop between thresice2 and thresice3. Ice-wedges form due to infiltration
of cracks, which is modelled independent of pore-size.
Five scenarios are performed with different medium ice formation thresholds as listed in table 4.3).
Figure 4.4 shows CDF and histogram of the different scenarios in comparison to observations.
Almost no changes of LF and IC are visible for medium ice formation thresholds of between -
1 °C and -6 °C. The 2-sample Kolmogorov-Smirnov test suggests that the scenarios with thresice2
equal -1 °C, -4 °C, and -6 °C, respectively, are from the same distribution with a probability of
100 %. There follows, that limiting ice formation via pore-size has no effect on modelled IC and
LF in warm permafrost regions.
If the medium threshold is set to -16 °C as in the scenario ’maximum influence, then IC is
computed via ice segregation everywhere (Eq. 3.46). The number of grid cells with an IC of
larger 20 % decreases to almost zero while the number of grid cells with LF of smaller 10 %
increases (Fig. 4.4).
With a medium threshold of -8 °C (’much higher influence’) the modelled CDF fits to the
observed CDF up to a LF of 0.05. IC larger than 20 % reduces slightly as it is desired after the
Ref-1 run (see Fig. 4.2). The 2-sample Kolmogorov-Smirnov test shows that all modelled CDFs
are significantly different from the observed CDF. For instance, the p-values are 1.1*10−6 and
2.0*10−9, for a medium ice formation threshold of -6 °C and -8 °C, respectively. The CDFs
of thresice2 equal -1 °C, -4 °C, and -8 °C are not significantly different from the ref-1 run on
the 99 % level. The aim of the medium threshold is to distinguish between palsa and polygon
formation. With -8 °C, probably too many regions with polygons are modelled as palsas, since
polygons develop already in regions colder than -4 °C (Washburn, 1980). Since a colder medium
threshold suggests an improvement for small LF and high IC, a value of -6 °C is chosen at this
step.

4.2.2 Expansion rate

Scenario smaller 1 ha smaller 10 ha smaller 40 ha larger 40 ha
Reference-1 0.20 m/y 0.25 m/y 0.25 m/y 0.30 m/y
Reference-1 expansion 0.20 m/y 0.25 m/y 0.25 m/y 0.30 m/y
Large lakes fast 0.20 m/y 0.25 m/y 0.30 m/y 0.40 m/y
Small slow and large fast 0.10 m/y 0.20 m/y 0.30 m/y 0.40 m/y
Small slow, large very fast 0.10 m/y 0.20 m/y 0.40 m/y 0.60 m/y

Table 4.4: Following expansion rates are tested during the sensitivity studies. Relative to Ref-1, the
drainage probability is set to a constant value (0.0027), τ to 2000 years and the medium
threshold to -6 °C (Ref-1 expansion). The scenario names in left panel are the same as the
legend labels in figure 4.5.

Tuning of the expansion rate is carried out with Ref-1 parameter setting, but with improved
ice formation parameters as follows: τ equal 2000 y, thresice1 equal -1 °C, thresice2 equal -6 °C,
and thresice3 equal -16 °C (see Sect. 4.2.1). The drainage probability is set to 0.0027 for all lakes.
This scenario is labelled as ’Ref-1 expansion’ in figure 4.5. In comparison to Ref-1, younger
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Figure 4.5: This figure shows the sensitivity of the TAPAS model to different expansion rates. ’Ref-
1 expansion’ is like ’Ref-1’, but with improved ice parameters and a constant drainage
probability of 0.0027 for all lakes. See table 4.4 for closer details. The left figure shows CDF
of LF in comparison to observations from ESACCI-WB and the right figure shows histograms
of IC in comparison to observations from NSIDC.

lakes are less stable and drain easier, while older lakes are more stable and, therefore, reach a
larger area. Furthermore, the probability to disappear is the same for all lakes independent of
size and age.
The effect of constant drainage probability can be followed from comparison between ’Ref-1
expansion’ and ’Ref-1’ in figure 4.5. Generally, LF becomes smaller due to the higher drainage
of earlier lakes and reduces by 0.01 m2/m2. LF of largest lakes decreases by a smaller magnitude,
because the drainage probability of large lakes has decreased in comparison to Ref-1.

Two main effects are visible for different expansion rates. If large lakes expand faster, then
only the grid cells with larger LF (the upper 20 - 30 %) display higher LF. Those grid cells are
located in lowlands with continuous permafrost. Other areas with smaller PF have a higher
drainage probability due to drainampl . There, the lakes drain earlier and reach a smaller size.
Therefore, LF is not severely influenced by a larger expansion rate of large lakes. Furthermore,
lakes in regions with a higher slope expand less within the model. The area ratio (i.e. ratio
between lake area and disturbed area as described in section 3.2.1) decreases with the inverse of
the lakes diameter (Eq. 3.12). Therefore, the lake area does not increase with the same ratio as
the disturbed or thawed area. Thus, lakes are smaller than in flat lowlands, and grid cells with
a higher slope have a smaller lake fraction. The drainage probability is independent of slope
within the model. The modelled CDF is slightly closer to the observed CDF, if the expansion
rate of large lakes is set to higher values than in ’Ref-1 expansion’.

The expansion rate of small lakes has a larger influence on CDF than the expansion rate of
large lakes. The shape of the CDF curve changes between the experiments ’Ref-1 expansion’
and ’small lakes slow and large lakes fast’. As visible in figure 4.5 the modelled CDF of LF fits
to observations for the lower 40 % and follows more or less the shape of the observed curve,
but with smaller LF (see Fig. 4.5). The CDFs of the ’small slow and large fast’ and ’small
slow & large very fast’ experiments show steep gradients for small LF, which flattens with
higher LF similar to a logarithmic function. The curves of the other experiments are flatter for
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small LF. The gradient increases with LF and finally flattens again. If the expansion rate of
young lakes is set to slow, then this reduces the sizes of all larger lakes. The influence increases
with LF. As described before, a raised expansion rate for large lakes decreases the discrepancy
between model and observations for the largest lakes (see experiments ’small slow and large fast’
and ’small slow & large very fast’ in Fig. 4.5). Again, the Kolmogorov-Smirnov test shows a
significant difference between modelled and observed CDF. Also the CDFs from the experiments
are significantly different from the ’Ref-1 expansion’-run. Probably the shape of the CDF has
improved because in regions with a small PF, lakes drain earlier and do not reach higher age
and larger sizes. Therefore, expansion rate of large lakes has a smaller influence on LF, than in
regions with high PF. The CDF does not change much for grid cells with smaller LF, if expansion
rate of large lakes is increased.

Although the discrepancy between model and observations becomes larger than in the Ref-1
run, the experiment ’small slow & large very fast’ is attributed as Ref-2 experiment. The main
reason is the shape of the CDF, which follows better the logarithmic shape of the observed CDF
of LF. Furthermore, the expansion rates fit better to observations from Jones et al. (2011), as
described in section 3.3.
The effect on the IC is rather small. The number of grid-cells with high and medium IC decreases,
while low IC increases. The reason is the increased expansion rate of large lakes, which occupy
larger parts of the permafrost (Fig. 4.5).

4.2.3 Drainage probability

Figure 4.6: This figure shows the sensitivity of the TAPAS model to different drainage probabilities of
lakes with an age of 1000 years (drain1000). Relative to the Ref-2 experiment, drain100 is set
to 0.0039 for all experiments. The left figure shows CDF of LF in comparison to observations
from ESACCI-WB and the right figure shows absolute frequency of IC in comparison to
observations from NSIDC.

As discussed in the previous section 4.2.2, LF became too small after tuning the expansion
rates, especially the large lakes. The expansion rate of large lakes cannot be further increased,
because higher values exceed the observed range of expansion rates (see Sect. 3.3). Here, I
aim to increase LF of large lakes without increasing LF of small lakes too much. The drainage
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Figure 4.7: This figure shows the sensitivity of the TAPAS model to different drainage probabilities of
lakes 100 years (drain100). Relative to the Ref-2 experiment, drain1000 is set to 0.0022 for all
experiments. The left figure shows CDF of LF in comparison to observations from ESACCI-
WB and the right figure shows absolute frequency of IC in comparison to observations from
NSIDC.

probability of old lakes influences the lifetime of TKL. The longer lakes persist and expand,
the larger LF can be reached. Is it possible to reduce the discrepancy between observed and
modelled CDF of LF via decreasing the drainage probability of lakes? A large series of model
runs is carried out with different sample of drainage probabilities after 100 years (drain100) and
after 1000 years (drain1000). drain1000 is continuously reduced from 0.0027 to 0.0018. Each
drain1000 is calculated with different drain100 ranging from 0.0018 to 0.0060. The aim is to
approach the CDF of LF as close as possible. The decisions are based on eye-sight views of the
CDF of LF and the histograms of IC.

As visible in figure 4.6, large LF become much larger, if drain1000 is reduced. The change
grows with increasing LF, because large lakes remain longer and reach a larger size. The
maximum LF increases with decreasing drainage probability of old lakes and is 0.25 for
drain1000 = 0.0022 and 0.30 for drain1000 = 0.0022.
Drainage probability describes a logarithmic function of time (see Fig. 3.10). Therefore, drainage
of young lakes decreases as well if drainage of old lakes is decreased. If drain100 is set as in
Ref-2, then the modelled LF becomes too high, because too many lakes reach large sizes. There-
fore, the TAPAS model is tested with higher drain100. Figure 4.7 shows the effect of different
drain100 on LF and IC. As expected, LF decreases with higher drain100. For 0.0048 the CDF
fits the observations up to a LF of 0.03, but then LF is largely too small because too few lakes
develop large sizes. The best agreement with observed CDF is reached with drain1000 = 0.0023
and drain1000 = 0.0022 in combination with drain100 = 0.0039, because small LF are not too
large and high IC is not too small. The Kolmogorov-Smirnov test shows that all modelled CDFs
are significantly different from the observed CDF. Thereby, the highest p-values are reached with
the scenarios drain1000 equal 0.0021 and drain1000 equal 0.0022. The p-value ranges in order of
10−9 to 10−6 throughout the scenarios. The CDFs of the experiments drain1000 equal 0.0021,
0.0022, and 0.0023, respectively, are significantly different from Ref-2 on the 95 % level. The
CDFs of the drain100 experiments are significantly different from the ref-2 run on the 99 % level.
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Figure 4.8: Left panel shows the difference between modelled LF with Ref-3 parameter settings and
observed LF from ESACCI. Right panel shows modelled IC with Ref-3 parameter settings.

The number of grid cells with high IC decreases with decreasing drain1000 and more grid
cells with medium IC develop (see Fig. 4.6). Almost no grid cells with high IC are left for
drain1000 = 0.0021, because too many large lakes melt too much ice. The effect on IC is very
small for drain1000 = 0.0024, but increases for 0.0023 and to a larger amount for 0.0022. For
0.0022 the number of grid cells with high IC is smaller than observed. Medium IC duplicates in
comparison to Ref-2 and Ref-1 runs. A drainage probability of 0.0022 is taken for lakes with an
age of 1000 years, because the CDF of LF improves and more grid cells with medium IC are
present.
The modelled IC is less sensitive to changes in drain100 than to changes in drain1000. The
number of grid cells with high IC decreases if drain100 is decreased from 0.0039 to 0.0030,
while medium IC and low IC increase. Thus, more ice is melted, if a lake remains longer and
reaches a larger size due to smaller drain1000 than if more lakes remain due to smaller drain100,
which reach the same size.

At this stage, a new reference model run, Ref-3, is defined with parameter setting similar to
Ref-2, but with different drainage probabilities after 100 years and 1000 years. The positive bias
of LF relative to Ref-1 has decreased in central Siberia, western Siberian lowlands, and around
the Mackenzie river in Canada (Fig. 4.1). Nevertheless, still too many lakes are present there in
respect to observations from ESACCI (Fig. 4.8). Too few lakes are present in Quebec, eastern
Siberian lowlands, and central Canada. Number of grid cells with high IC could be decreased
via changing the ice aggregation time-scale. Although less grid cells with high IC are modelled
than observed, the geographic distribution of IC fits much better to observations in Ref-3 than
in Ref-1, as visible in the comparison figure 4.9. The ice content of regions around Mackenzie
delta and large parts of western Siberian lowlands needs to be improved in the next steps.
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Figure 4.9: A comparison plot of modelled and observed ice content distribution from Ref-1 (left), NSIDC
(middle), and Ref-3 (right).

4.3 Sensitivity to climate parameters

The main issue of this section is to test the sensitivity of the TAPAS model to changes within the
climate parameters. As described in section 3.3.1, there are four different types of disturbances,
which are regarded within the model. Does the model reach the observed distribution of lakes
better, if thresholds for causing disturbance events are altered? Is it possible to improve the
geographic distributions of LF and IC?
For the evaluation of climate parameters, CDF of LF and histograms of IC are not sufficient,
because these methods are not sensitive to the geographic distribution of lakes and excess ice.
Therefore, different methods are introduced in this section.

The least squared error method is applied to investigate the discrepancy between modelled
fraction of TKL (lake f ract) and observed fraction of lakes from ESACCI (lakeesacci). It is
calculated like the mean squared error, but without norming the sum of the squared differences
with the number of grid cells (Eq. 4.1). Thus, the least summed squared error (lsse) reads as:

lsse = ∑
(
lake f ract− lakeesacci

)2
. (4.1)

In the model, disturbances from temperature and snow are calculated with the third power
of standard deviations above the mean (see Eq. 3.24 and 3.26). Infiltration disturbances are
calculated with the first power, respectively (see Eq. 3.28). Here, the aim is to tune the sensitivity
of the TAPAS model to climate extremes. Climate extremes like floods and hot summers
inherit a high potential to disrupt the soil-heat balance and to trigger thermokarst in periglacial
environments. Maybe, the peak of triggered TKL can be shifted towards climate extremes of
larger magnitudes.

In some regions TKL mainly form after one type of disturbance events, while in other regions
TKL mainly form after another type of disturbance events. Examples are shown in figures 3.6,
3.7, 3.8, and 3.9 for temperature, fire, snow, and infiltration disturbances for two time periods,
respectively. Is it possible to reduce the discrepancy between observed and modelled LF in some
regions via increasing the number of some type of disturbances? Here, the discrepancy is defined
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as the absolute difference between observed and modelled LF. ∆di f f is the difference between
the discrepancies of two model runs and is calculated as in the following equation 4.2.

∆di f f = |lake f ract2− lakeesacci|− |lake f ract1− lakeesacci| (4.2)

4.3.1 Infiltration disturbances

Figure 4.10: Left panel shows lsse for different months, which are used for computing infiltration
disturbances. The Ref-3 setting is labelled as ’5-8’. Right panel shows lsse for different
infiltration disturbance thresholds. thresin f il of Ref-3 is 10 mm

Here, the first step considers the different months, which are important for infiltration distur-
bances. Principally, the melting season extends from March to September in warm permafrost
regions and to a shorter extension in colder regions. Is snow-melt or precipitation the main
source of flood events? Snow melts at the beginning of the thawing season, while heavy rainfall
is expected for the summer months. Therefore, in f ilmon1 is altered from March to July and
in f ilmon2 from March to September. ain f il is adapted to the number of regarded months. In
Ref-3, four months are regarded from May to August. If for instance, only one month is regarded,
then aini f l is multiplied with 4 to ensure that the long-term mean number of disturbances is kept.
As visible in figure 4.10, the smallest lsse is reached, if only May is accounted for deriving
infiltration disturbances. Generally, smaller lsse is reached if the mid-latitudinal spring months
March to May are used. These months are characterized by snow-melt in the Arctic. Melting
water accumulates at the surface and cannot infiltrate into the soil, because it is still frozen. In
summer precipitation can infiltrate the already thawed active layer and flood events need a larger
amount of water.
The smallest lsse is reached with May because the discrepancy improves in central Siberia and
in northern parts of western Siberia. If April would be chosen, then the discrepancy worsens in
northern Canada, at the Laptev sea coast, and in the Lena river delta. The reason is that snow-melt
does not occur there in April. The time of snow-melt ranges from April in the sub-Arctic to
June in high-Arctic regions like in the Canadian Archipelago and in the northernmost region of
Siberia. May is used for computing infiltration disturbances in this thesis because it shows the
smallest lsse.
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The second step concerns the minimum monthly infiltration needed to develop floods at the
surface and to trigger thermokarst. The minimum infiltration threshold is initially set to 10 mm
and also used for Ref-3. To test the sensitivity, thresin f il is altered between 5 mm, 15 mm, 20 mm,
and 30 mm. The highest lsse is reached for 5 mm and the lowest lsse for 30 mm, while the rate
of improvement decreases with increasing thresin f il (see Fig. 4.10). The lower lsse of higher
thresholds shows, that the model is better excluding dry regions. With thresin f il = 30, ∆di f f
decrease in central Siberia, north Siberia, and in northern parts of west Siberia. In those regions,
too high LF is modelled with Ref-3 parameter setting (see Fig.4.8). Improvements are also
visible in northern Canada. However, ∆di f f increases in Lena Delta and at the Laptev Sea coast.
Too few lakes are triggered there, therefore, thresin f il is not further increased.
Following the findings of the sensitivity study in the section, following changes are performed
in respect to Ref-3 parameter settings: monin f il1 = May, monin f il2 = May, ain f il = 4, and
thresin f il = 30.

4.3.2 Temperature disturbance thresholds

Figure 4.11: Left panel shows lsse for different temperature disturbance thresholds. threstemp of Ref-3 is
0 °C. Right panel shows ∆di f f of increasing threstemp from 0 °C to 10 °C.

Here, different temperature thresholds are evaluated against the Ref-3 parameter setting.
Several model runs are performed with threstemp of between -20 °C and 10 °C, while 0 °C agrees
with Ref-3. lsse increases if the temperature threshold is increased, and it increases as well if the
threshold is decreased (see Fig. 4.11). Thus, disturbances can trigger thermokarst, as soon as the
summer temperature exceeds the freezing point. Thus, ALD increases and excess-ice melts.
Figure 4.11 shows an example, what happens, if the temperature threshold is set to 10 °C. ∆di f f
shows a pattern of improvement and worsening north of about 67◦N. The improvements are all
related to areas with too high LF, while the worsening is visible in regions with a LF deficit.
Concluding the sensitivity study here, threstemp is kept as it is set in Ref-3 with 0 °C.
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Figure 4.12: Left panel shows lsse for different snow disturbance thresholds. thressnow of Ref-3 is 30 mm.
Right panel shows ∆di f f if thressnow is increased from 30 mm to 100 mm.

4.3.3 Snow disturbance thresholds

Here, different snow disturbance thresholds are evaluated. Snow isolates the soil from at-
mospheric impacts during winter. A thick snow layer reduces freezing of soil during winter.
Therefore, less energy is needed to thaw the active layer during summer, deeper soil layers are
thawed more easily. The active layer depth increases and excess-ice melts. Above a certain snow
layer thickness, isolation of snow is large enough to disturb the soils thermal heat balance and to
trigger thermokarst. Several model runs are performed with thressnow of 5 mm, 10 mm, 20 mm,
50 mm, 100 mm, 200 mm, 300 mm, 400 mm and 500 mm, respectively. Ref-3 uses a threshold
of 30 mm. Figure 4.12 shows lsse for different thresholds, which does not vary for thressnow
between 5 mm and 50 mm. It is slightly higher for 100 mm and much higher, if thressnow is set
to 200 mm or higher. With a threshold of 100 mm ∆di f f improves around the river Lena and
west of it (Fig. 4.12). Actually, this regions is located east of the central Siberian areas, where
a higher thresin f il improves ∆di f f (see Sect. 4.3.1). Unfortunately, LF reduces again at Laptev
Sea coast and in eastern Siberian lowlands. Therefore, ∆di f f increases there, if thressnow is set
to 100 mm. Less than 200 mm of snow falls in central and in eastern Siberia during one year
(see Fig. 2.1). Therefore, a higher threshold influences these regions and not areas with a higher
amount of snow like, e.g., western Siberian lowlands.
thressnow is set to 100 mm, because LF decreases around the Lena river and in central Siberia
east of about 100◦E.

4.3.4 Fire disturbances and surface runoff

kburn regulates the number of disturbances caused by wildfires. The number of fire disturbances
increases linearly with the yearly accumulated burnt area fraction (Eq. 3.25). Initially and in
Ref-3, kburn is set to 20000. This means, that one TKL is triggered, if a grid-cell fraction of
1*10−5 m2/m2 burns down throughout one year. Several model runs are performed with no, less,
and more fire disturbances. kburn is set to 0, 10000, and 30000, respectively. Higher values lead to
LF larger than PF in warm permafrost regions, which is not realistic, because then the complete
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Figure 4.13: Sensitivity to fire disturbances is evaluation here. Left panel shows lsse for different kburn,
which is 20000 in Ref-3. Additionally the effect of an extremely low threshold of surface
runoff is shown. Right panel shows ∆di f f if no fire disturbances are initiated.

permafrost would be thawed and all lakes would drain. Following figure 4.13, lsse remains the
same for all scenarios. ∆di f f improves in the southern parts of the river Lena, western Siberian
lowlands, and also in a small region southeaster of the Great-Slave Lake. However, in large parts
of southern central Canada, the discrepancy increases. ∆di f f decreases, where LF is too high
by more than 0.05 m2/m2, as it is visible in figure 4.8. Thus, enough lakes develop without fire
disturbances. Therefore, fire disturbances are excluded from future model runs.

The surface runoff limits development of lakes younger than 10 years. If the surface runoff is
smaller than 2 σ below the annual mean (thressur f =−2), then an extreme dry year is assumed.
Ponds may evaporate and stop their expansion. Within the model, they stop expanding for one
time-step (i.e. one year). Ponds leave little hollows, which fill up with melting water in the
following year, and the thermokarst process continues. If thressur f is set to -10, no stops occur,
lsse is almost the same (see Fig. 4.13) and the discrepancy does not change at all in comparison
to Ref-3. A TKL evolves over centuries until it reaches a large size. The effect, that one lake
develops some years slowlier does not matter. thressur f was introduced to regard dry years.
Obviously, they are sufficiently regarded with thresin f il and thressnow. Therefore, surface runoff
is not regarded in future model runs.

At this stage of the sensitivity studies, a new reference parameter setting (Ref-4) is defined. It
differs from Ref-3 in thressnow, thresin f il , thressur f , and kburn, as it is listed in table 4.2.

4.3.5 Climate sensitivity

Here, the aim is to enhance the sensitivity to extremes of summer temperature, winter snow
depth, and infiltration, because the number of triggered TKL rarely varies with climate change
within the model up to now. An investigation of the real sensitivity of lake formation to climate
extreme events is technically difficult because not enough data are available. I suppose, that
positive extreme events become more frequent during periods of warming than during periods of
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Figure 4.14: This figure shows the effect of computing disturbances
with different exponents as in equation 3.24. The num-
ber of disturbances is normalized to the total number of
disturbances as received with bstemp = 3, what is labelled
as ex3 here.

astemp bstemp ndist

2.0000 1 79795
1.5958 2 79795
1.0000 3 79795
0.5319 4 79795
0.2500 5 79795
0.1064 6 79795
0.0417 7 79795
0.0152 8 79795
0.0052 9 79795
0.0017 10 79795

Table 4.5: Factor astemp of equa-
tion 3.24 for different
exponents bstemp. The
number of disturbances
is normalized with the
total number of distur-
bances, which is re-
ceived with astemp = 1
and bstemp = 3 over 105

’years’.

cooling. As described in section 3.3.1, the number of temperature disturbances, as computed
with equation 3.24, reaches the maximum at 1.8 σstemp above µstemp. This property results due to
the exponent bstemp, which is set to 3. If the climate system is in equilibrium, then temperature
events of single years are distributed normally around the climatological mean. The frequency of
climate extremes of different magnitudes decreases exponentially with σstemp above µstemp. The
number of triggered TKL follows a bell-shaped function with σstemp. The peak of the function
depends on bstemp and can be moved towards larger σstemp if bstemp increases (see Fig. 4.14).
The amplitude of the function depends on the factor astemp. Several model runs are performed
with different exponents. The frequency of temperature extremes is computed analogous to a
normal distribution between µ and 8 σ in 0.025 σ intervals. The frequency of certain events
is multiplied with a very large number to ensure that also very large extreme events occur as
well. Then, the number of disturbances is computed with different bstemp as in equation 3.24. As
expected, the maximum of the bell-shaped curve shifts towards higher σstemp, if the exponent is
set to higher values (see Fig. 4.14). Note, that the total number of disturbances increases with
larger bstemp, because the amplitude of the peak increases. Therefore, larger bstemp is combined
with smaller astemp to keep the number of disturbances events at the same level, as listed in
table 4.5. The events are normalized to the total number of disturbances, such as reached with
astemp = 1 and bstemp = 3.

Figure 4.15 shows the effect of different bstemp and astemp on the chronological evolution of
total area (’ar’) and total number (’nr’) of TKL. bstemp is set to 3 in the ’Ref-4_2dw’ run. It is set
to 2, 4, 5, and 6 in the experiments ’T2’, ’T4’, ’T5’, and ’T6’, respectively. The model runs are
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Figure 4.15: Left panel shows the temporal evolution of total lake area and total number of lakes for
different astemp and bstemp. Right panel shows the same for different bin f il . Here, an artificial
climate warming is added to the CLIMBA forcing.

carried out with Ref-4 parameter setting. The total lake area decreases in the first 2000 years
with Ref-4 parameter setting, because altered disturbance thresholds prevent formation of TKL
in some regions.
A warming of 2 °C is added to the CLIMBA forcing for a period of 100 years between 5000 BP
and 4900 BP. A large climate signal is introduced for better tuning the climate sensitivity of the
TAPAS model. Several model runs are carried out with different bstemp ranging from 1 to 10.
Exponents of larger than 6 did not work, because LF became too large in some regions with
small PF. For instance, if bstemp is set to 6 (’T6_nr’), then 434 TKL are triggered on an area of
1000 km2, if the summer temperature exceeds µstemp by 4 σstemp. Figure 4.15 shows, that the
number of lakes varies the more the higher bstemp is set. The reference scenario with bstemp equal
3 shows weak response to climate changes, while the other scenarios show larger variabilities.
The reason is, that temperature events of 1 σstemp above µstemp are very frequent and strongly
contribute to disturbance formation if bstemp is set to 3. If bstemp is set to 6, their contribution
to disturbance events decreases to a minimum (see Fig. 4.14). The total area of lakes increases
slightly by less than 5 %, which can be tolerated for the benefit of higher climate sensitivity. The
2-sample Kolmogorov-Smirnov test shows a significant difference between the bstemp equal 3
scenario and the other scenarios.

Similarly, bin f il is increased as well. bin f il is set to 1 in the experiments ’Ref-4’ and ’Ref-
4_2dw’. It is switched to 2 and 3 in the experiments ’I2’ and ’I3’, respectively. This method does
not work well for infiltration (see Fig. 4.15). The total lake area is strongly increasing, if bin f il is
raised from 1 to 3. ain f il is reduced from 4 to 2, respectively. Maybe, infiltration events are not
normally distributed around µin f il . If the frequency of infiltration events decreases analogous to
a normal distribution with σin f il , then the total number of disturbance would remain the same.
The increase in total area indicates that ain f il is too high. Otherwise the total lakes area would
be the same in all scenarios. The probability density function of infiltrations events maybe has
a large positive skewness. Furthermore, no improvements are visible with the evolution of the
total number of TKL. Therefore, the infiltration event parameters are not further investigated.

Following the positive effect on climate sensitivity to increased bstemp, bwsnow is set to higher
values as well. The total lake area is conserved and the sensitivity is slightly increased.
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In conclusion, bstemp and bwsnow are both set to 6, while astemp and awsnow are decreased to
0.106. The infiltration disturbance parameters ain f il and bin f il are kept as in Ref-4 parameter
setting.

4.3.6 Absolute number of disturbances

Figure 4.16: Effects of increasing the total number of different types of disturbance events is tested.
Left panel shows CDF of LF and right panel shows the lsse. The labels correspond to
different changes in ain f il , awsnow, and astemp, as listed in table 4.6. The b-parameters are left
unchanged.

Scenario astemp bstemp awsnow bwsnow ain f il bin f il

Ref-4 1.000 3 1.000 3 4 1
infil + 0.106 6 0.106 6 8 1
snow + 0.106 6 0.212 6 4 1
temp + 0.212 6 0.106 6 4 1
s+ & t+ 0.212 6 0.212 6 4 1
snow ++ 0.106 6 0.318 6 4 1
temp ++ 0.318 6 0.106 6 4 1
s++ & t++ 0.318 6 0.318 6 4 1

Table 4.6: Following changes of ain f il , awsnow, and astemp are performed to test the sensitivity to changes
in number of disturbance events in comparison to Ref-4. The scenario names in left panel are
the same as the legend labels in figure 4.16.

Here, the aim is to improve the regional distribution of TKL via increasing the total number
of different types of disturbance events. This study is carried out with Ref-4 parameter setting
and the improved disturbance equation parameters as described in the previous section above.
Several model runs are carried out with different ain f il , awsnow, and astemp to investigate effects
on LF and IC (see Table 4.6). As shown in figure 4.16, the least summed squared error decreases
if the number of disturbances is increased and reaches the minimum for the configured ’snow
++’ closely followed by ’temp ++’ and ’s+ & t+’. Doubling infiltration disturbances improves
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the least summed squared error to a smaller magnitude than doubling temperature or snow
disturbances. The CDF of LF fits best to observed CDF, if snow disturbances or temperature
disturbances are doubled, i.e. ’snow +’ and ’temp +’ (see Fig. 4.16). Small LF become too large,
for ’temp ++’, ’snow ++’, ’s+ & t+’, and ’s++ & t++’. For most scenarios, a higher number of
grid cells with medium IC is visible. Too many lakes are triggered in these scenarios, which
thaw permafrost and melt excess-ice.

The best combination of improvements in respect to modelled distributions of LF and IC is
reached by the scenarios ’snow +’ and ’temp +’. The least summed squared error decreases in
both scenarios. ∆di f f improves in both scenarios in eastern Siberian lowlands, Quebec, and in
large parts of central Canada due to higher LF. Worsening occur in western Siberian lowlands,
in central Siberia, and around the river Lena. In central Siberia, ∆di f f worsens by a higher
magnitude with ’temp +’ than with ’snow +’. The annual snowfall measures less than 100 mm
there (see Fig. 2.1). Since this value is smaller than threswsnow, TKL are not triggered by snow
disturbances and ’snow +’ influences LF less than ’temp +’. Therefore, the number of snow
disturbances is increased in future model runs and not the number of temperature disturbances.
Thus, awsnow is set to 0.212 in future model runs.

4.4 Retuning model parameters

4.4.1 pore-size and drainage amplification

Figure 4.17: Left panel shows lsse of different drainage amplification and pore-size influence scenarios.
Right panel shows ∆di f f between the scenario with decreases drainampl and deleted pore-size
influence and Ref-4

Here, the sensitivity to different pore-size influences and drainage amplification is investigated
again. Several model runs are performed with Ref-4 parameter setting, but with altered drainampl
and thresice2. The drainage amplification is reduced to 1.2, which is labelled as ’ampl -’ in figure
4.17. Smaller values results in too high LF in lowland regions with small PF. LF increases in
southern parts of central Canada and of western Siberian lowlands and in Quebec. Therefore,



Retuning model parameters 81

lsse decreases (see Fig. 4.17). The reduced drainage amplification neither influences the CDF of
LF nor the histogram of IC.
To investigate the sensitivity of pore-size influence, several model runs are performed with
Ref-4 setting, but with different threice2, which alternated between -1 °C, -4 °C, -8 °C, and
-10 °C. These model runs are labelled as ’no pore’, ’less pore’, ’more pore’, and ’much pore’,
respectively, in figure 4.17. The smallest lsse is visible, if pore-size is not regarded as a limiting
factor of ice formation. lsse decreases more, if ’ampl -’ combines with ’no pore’. CDF of
LF improves slightly towards higher lake fractions in the ’no pore’ scenario. Actually, the
maximum LF of Ref-3 is reached neither by Ref-4 nor by any other scenario in this section. The
histograms of IC suggest a marginal change with decreasing drainampl and different thresice2.
These parameters affect warm permafrost regions more than cold regions. Warm permafrost
regions hardly reach high or medium IC in these simulations.

With the ’no pore and ampl -’ scenario, ∆di f f shows large improvements in Quebec and
southern parts of central Canada. However, in southern parts of the western Siberian lowlands,
there is a mixture of improvement and worsening. This scenario shows the largest improvement
relative to Ref-4. Therefore, drainampl is set to 1.2 in future model runs. The pore-size influence
is not regarded in the TAPAS model from now on. Calculations with pore-size are obsolete and
thresice2 is deleted. Also, the lower ice aggregation threshold (thresice3) is deleted. In very cold
regions, the amount of liquid water is small and not enough water is available for aggregation of
excess-ice.

A new reference parameter setting (Ref-5) is set up. As listed in table 4.2, Ref-5 differs from
Ref-4 by following parameters: astemp, bstemp, awsnow, bwsnow, drainampl , thresice2, and thresice3.
The CDF of lakes improves relative to Ref-4 and reaches more or less the CDF of Ref-3. The
maximum LF of Ref-5 exceeds the maximum of Ref-3. The least summed squared error reduces
from Ref-4 to Ref-5, as it can be seen in figure 4.18.

4.4.2 Area of new ponds and ice aggregation time-scale

Here, different initial areas of new ponds and ice aggregation time-scales are evaluated against
the model run with Ref-5 parameter setting. Several model runs are carried out with different A0
and τ . A0 alternates between 1 m2, 10 m2, and 1000 m2, while τ switches between 1500, 1000,
and 500 years. The CDF of LF moves towards higher LF for shorter τ , while it rarely changes
with different A0. The high sensitivity of LF to shorter ice aggregation time-sales relates to a
higher ice content of the soil. Due to higher ice depth, depressions become deeper and are filled
with more melting water. Figure 4.18 shows histograms of IC. The number of grid cells with
high IC increases with decreasing A0, because the lakes melt a smaller area of the permafrost.
Medium IC remains the same for all A0 scenarios. As expected, the sensitivity of IC to τ is much
larger than to A0. The number of grid cells with high IC increases with shorter time-scale, while
number of grid cells with low IC reduces. Actually, medium IC shows very small variations
between the different scenarios.

lsse reduces slightly for A0 equal 1000 m2 and τ equal 1500 y. However, the reduction is
small in comparison to the improvement from Ref-3 to Ref-5 (Fig. 4.18). LF becomes larger for
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Figure 4.18: Evaluation of sensitivity to different initial areas of new ponds and ice aggregation time-
scales relative to Ref-5. Left panel shows histograms of IC and right panel lsse between
observed and modelled LF.

shorter ice aggregation time-scales. More excess-ice accumulates in areas with drained basins
until they are affected by thermokarst again. Therefore, evolving TKL are supplied with more
water and cover a larger area of the surface. Therefore, ∆di f f worsens in large regions of western
and central Siberia, Alaska, and in northern Canada. LF improves in southern central Canada
and in the eastern Siberian lowlands. Thereby, ∆di f f often changes by more than 0.01 m2/m2.
A higher initial area results in a similar shape of worsening and improvement of ∆di f f , but the
magnitude is much smaller for A0 equal 1000 m2 than for τ equal 1500 y.

Overall, worsening exceeds the improvements, if the ice aggregation time-scale is decreased
because of too high LF. Little changes are observed for different initial areas, while larger A0
tends to lead too higher LF. Therefore, A0 and τ are kept as they are set in Ref-5.

4.4.3 Expansion rate and drainage probability

Scenario smaller 1 ha smaller 10 ha smaller 40 ha larger 40 ha
Ref-5 0.10 m/y 0.20 m/y 0.40 m/y 0.60 m/y
exp 0- 0.10 m/y 0.20 m/y 0.30 m/y 0.40 m/y
exp 0– 0.10 m/y 0.20 m/y 0.25 m/y 0.30 m/y
exp +- 0.20 m/y 0.25 m/y 0.30 m/y 0.40 m/y
exp +– 0.20 m/y 0.25 m/y 0.25 m/y 0.30 m/y

Table 4.7: Following expansion rates are evaluated against the Ref-5 run. The scenarios are named as
they are labelled in figure 4.19.

Here, the sensitivity of the model to different expansion rates is tested again. Four different
combinations of expansion rates are evaluated against those of Ref-5, as listed in table 4.7. Also
the drainage probability of large lakes is tuned. Parameter drain1000 is alternated between 0.0021
and 0.0023 with the aim to increase larger LF and to increase the number of grid-cells with high
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Figure 4.19: Evaluation of sensitivity to different expansion rates and to different drainage probabilities
after 1000 years in comparison to Ref-5. Left panel shows CDF of LF and right panel ∆di f f
for a reduced expansion rate of large lakes (’exp 0-’). The expansion rates to the labels are
listed in table 4.7.

IC. These scenarios are labelled as ’drn 1-’ and ’drn 1+’, respectively (see Fig. 4.19). Higher
drainage probabilities have been tested as well, but these scenarios result in too small LF. Smaller
drainage probabilities result in too small IC, because TKL persist longer and reach larger sizes.
A larger expansion rate of young lakes, i.e. ’exp +-’ and ’exp +–’, results in a larger LF of
smaller lakes (see Fig. 4.19). As expected, a smaller drainage probability of large lakes (’drn 1-’)
results in higher LF. The least summed squared error slightly decreases for ’exp ++-’ and ’drn
1-’, and it slightly increases for ’exp 0–’ and ’exp +-’. However, lsse shows no large sensitivity
to the different scenarios.

As visible in figure 4.19, the CDF of LF is almost the same for the scenarios Ref-5, ’exp 0-’,
and ’drn 1+’. Therefore, a higher drainage probability of old lakes has a similar effect on LF as a
smaller expansion rate of large lakes. This means, that in both cases the lake fraction of large
lakes decreases by the same magnitude. The number of grid cells with high IC increases in both
scenarios ’exp 0-’, and ’drn 1+’ and exceeds the observations from NSIDC (not shown here).
Thereby, the number of observed grid cells with high, medium, and low IC is better reached with
’drn 1+’ than with ’exp 0-’.
∆di f f improves in western Siberian lowlands, around the river Lena, and at the Laptev Sea
coast. Worsening occurs due to smaller LF in northern Siberia, Quebec, and in central Canada.
Improvements occur on larger areas in scenario ’drn 1+’ than in ’exp 0-’.
Following the findings of this sensitivity study, the expansion rates are kept as they are set in
Ref-5. A higher drainage probability of old lakes improves the modelled ice content and reduces
∆di f f in many regions. Therefore, drain1000 is finally set to 0.0023, as listed in table 4.2.

The last step of the sensitivity studies concerns with the drainage probability of young lakes.
The aim is to increase the LF and to reduce the number of grid cells with high IC and to reach the
observed values for high IC. Thereby, drain100 is reduced and alternately set to 0.0037, 0.0035,
0.0033, and 0.0031.
Figure 4.20 shows, that the CDF moves towards higher LF, if drainprob is reduced. As expected,
number of grid cells with high IC decreases and approaches the observations. The lsse decreases
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Figure 4.20: Evaluation of sensitivity to different drainage probabilities after 100 years in comparison to
the ’drn 1+’ scenario. Left panel shows CDF of LF and right panel the histogram of IC.

to 88.14, which is a slight improvement in comparison to the Ref-5 run (see Fig.4.18). ∆di f f
shows improvements in Eastern Siberian lowlands and parts of central Canada. However,
worsening occurs in northern part of western Siberian lowlands and around the Lena river.

Concluding this sensitivity study, a final set of parameters is defined with altered drain100 and
drain1000 in comparison to the Ref-5 parameter setting (see Table 4.2). LF is most sensitive to
the expansion rates and drainage probability parameters. Drainage governs the average life-time
of TKL and, therefore, the areas which can be reached by them. Thereby, drain100 influences the
CDF of LF more than drain1000. The TAPAS model is also sensitive to the excess-ice aggregation
time scale. A smaller time-scale leads to larger ice-depth and, therefore, to a larger LF. TAPAS is
less sensitive to the initial area of new ponds than to e.g. to the expansion rates of TKL, because
evolution of lakes is simulated over centuries and a smaller area is quickly compensated by a
larger expansion rate. Other parameters are less important for the TAPAS model. A different
threshold of pore-size limitation does not largely change the modelled LF. A lower ice-formation
threshold is not considered from now on because it is not physical. Short melting periods occur in
all periglacial environments. Also the surface-runoff parameter is not important. Lakes develop
over centuries and a delay of some years does not play a role.
It is not known how lake formation correlates to climate extreme events like high summer
temperature, high winter snow depth, flood events, and wildfires. However, the disturbance
parameters are tuned to increase the climate sensitivity of the TAPAS model, which is successfully
improved by increasing the disturbance parameters bstemp (for summer temperature) and bwsnow
(for winter snow depth). Also the regional distribution of TKL is improved in comparison to
observations by tuning the disturbance formation threshold parameters.
The final setting is used for the following model runs in the next chapters.
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5 Response of thermokarst lakes to
potential climate change

This chapter concerns the response of the TAPAS model to climate change. A strong high-latitude
warming is projected for the next 100 years. Which impacts can be expected on distribution
of TKL, if the climate changes by several degrees? How many lakes are triggered and which
equilibrium state will be reached after several millennia? What is the time scale for reaching
the new equilibrium? During the Holocene, different periods of warming and cooling are
derived from proxy data. How has climate cooling affected thermokarst in comparison to climate
warming?

Since thermokarst lakes (TKL) evolve over many centuries, impacts of climate warming may
extend over centuries to millennia. The TAPAS model is driven with CLIMBA forcing. CLIMBA
shows a smaller climate signal over the past 6000 years than suggested by observations. To
investigate effects of large climate impacts, I designed several scenarios of prescribed climate
change, which are discussed in this chapter and evaluated against the control run. The control run
(Table 5.2) is driven by CLIMBA forcing data without additional changes. It is carried out with
the final parameter setting, as it is obtained from the sensitivity studies in chapter 4. The TAPAS
model runs once with constant permafrost area (cntrlCPF) and again with variable permafrost
area (cntrlVPF).

This chapter consists of in three parts:

• First, the differences between the two model settings and the climate change scenarios are
described in detail (Sect. 5.1). They include additional warming and cooling of several
degrees during the 100-year period 5000 - 4900 BP (sustained until pre-industrial times).

• Second, temporal evolutions of the total area of lakes (TAL) and the total number of lakes
(TNL) are investigated (Sect. 5.2). TAL and TNL comprise all TKL counted over the
Arctic. The permafrost fraction (PF) is kept constant in order to investigate the effects of
climate scenarios on the thermokarst processes. How does the TAPAS model respond to
climate change in respect to formation of new lakes and accumulation of excess ice? The
aim is to investigate the time-scale of reaching new equilibrium states of TAL and TNL.

• Third, again temporal evolutions of TNL and TAL are investigated, but with variable
PF (Sect. 5.3). The full TAPAS model is applied, including all permafrost processes, to
investigate the response to different climate signals. Here, the aim is to evaluate changes
of the pan-Arctic distribution of lake fraction (LF) and ice content (IC) in comparison to
the control run (cntrlVPF).
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5.1 Overview of the climate scenarios

Figure 5.1: This figure shows the temperature change (left panel) and precipitation change (right panel),
which are added to the CLIMBA forcing data for different climate scenarios.

This section provides an overview of the different climate scenarios. A time period of 1000
years is used as spin up period for the TAPAS model. A restart file was created with data
from a 500 year period extending from 6970 BP to 6470 BP. The input data for this period is
cyclically used by the TAPAS model until an equilibrium state is reached in TAL and TNL.
The model starts with the same restart file in each scenario at 6000 BP. A spin-up period of
1000 years (6000 - 5000 BP) is used to ensure that the model has levelled out completely. The
following 100 year period (i.e. 5000 - 4999 BP) is attributed to a period with a strong climate
change. Depending on the scenario, temperature increases or decreases by several degrees. Since
precipitation is linked to temperature due to the water holding capacity of the atmosphere, rainfall
is changed as well. After 100 years, precipitation and temperature reach a new plateau, where
they remain for the remaining 4900 years of the modelled time period (see Fig. 5.1).

Region Temperature [ °C] Precipitation [%]
Arctic lands 3.9 ± 0.8 17 ± 3.5
Arctic oceans 4.9 ± 1.4 21 ± 5.0
North Asia 3.2 ± 0.7 12 ± 2.5
Northern Europe 2.7 ± 0.7 8 ± 2.5
Canada, Greenland, Iceland 3.2 ± 0.8 11 ± 2.0
Alaska and northwester Canada 3.5 ± 0.9 14 ± 3.0

Table 5.1: This table lists the predicted climate change between period 1986 - 2005 and 2081 - 2100, as
generated with the RCP-4.5 scenario. The numbers give median and interquartile range of a
sample of 42 models (IPCC, 2014).

Following the RCP-4.5 scenario, a warming of about 3.9± 0.8 °C is predicted for Arctic land
areas by the end of the 21st century. Thereby, precipitation may increase by 17± 3.5 % (IPCC,
2014). Table 5.1 lists projected change of temperature and precipitation for different Arctic
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regions between the 20-year time periods 1986 - 2005 and 2081 - 2100. These results are median
and inter-quartile-range of 42 different model runs. A strong climate warming is predicted for
the periglacial Arctic environments. Therefore, investigations of potential consequences on
thermokarst formation are of great interest.

Following the climate scenarios, temperature and precipitation changes are defined for the
model runs, as shown in figure 5.1 and listed in table 5.2. The offset is simply added to the
CLIMBA forcing data. Additionally, a control run is carried out with no artificial climate change
between 5000 BP and 4900 BP.
Temperature change influences the number of disturbance events due to summer temperature,

Scenario Temperature Precipitation Permafrost
cntrlCPF no change no change constant PF
2dwCPF +2 °C +08 % constant PF
4dwCPF +4 °C +16 % constant PF
2dcCPF -2 °C -08 % constant PF

cntrlVPF no change no change variable PF
2dwVPF +2 °C +08 % variable PF
4dwVPF +4 °C +16 % variable PF
2dcVPF -2 °C -08 % variable PF

Table 5.2: This table gives an overview of modelled climate change scenarios during this study. From left
to right, it lists abbreviation, temperature change, and if permafrost is constant or not.

while precipitation is important for infiltration disturbances. Therefore, a large signal is expected
on the number of triggered TKL and it is expected that TNL increases with increasing temperature.
New ponds are small and do not contribute much to the surface area covered by lakes. However,
their contribution increases over time as they expand. After several centuries, the signal should
be visible in TAL as well.

Note, that PF is computed as a function of long-term mean annual air temperature. Therefore,
it decreases strongly, if for instance temperature increases by 2 °C. As explained in section 3.3.4,
drainampl increases the drainage probability and the number of lakes reduces. This results in
decreasing TNL even though more lakes are triggered. Thus, variations in PF overcompensate
the climate signal on TNL by a significant amount. An example is given in figure 4.15 for a
warming of 2 °C. As visible on the figure, the total number of lakes strongly decreases during
the first centuries after the climate changes.
Therefore, all scenarios are carried out two times: one time with constant PF and another time
with variable PF, where PF is interactively calculated based on temperature. For the model runs
with constant PF, PF is set to values as they are provided by NSIDC (Brown et al., 1998). The
aim of this study is to investigate how climate signals are affecting evolution and formation of
thermokarst lakes within the model.
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Figure 5.2: This figure shows time series of total number and total area of lakes in the Arctic for the
past 6000 years. PF is constantly set to values as observed by NSIDC (Brown et al., 1998).
The control run is driven by CLIMBA forcing data, while the scenarios include different
magnitudes of climate change between 5000 BP and 4900 BP.

5.2 Influence of climate change on thermokarst without
permafrost changes

This section is concerned with the response of thermokarst to different magnitudes of climate
change. It is assumed, that a higher number of new lakes is triggered in periods of climate
warming. The higher number of lakes is shifted from one age class to the other until it has drained.
As explained in section 5.1, three climate scenarios are defined with different magnitudes of
climate change during the 100-year period 5000 BP and 4900 BP (see Fig. 5.1). The analysis
of the temporal evolution of thermokarst is performed in two steps. The total number of lakes
(TNL) is discussed in the first part and the total area of lakes (TAL) is discussed in the second
part.
For the first part of this study, all permafrost related changes have been removed from the
TAPAS model, because a variable PF superposes the climate signal on the temporal evolution of
thermokarst lakes.

5.2.1 Temporal evolution until pre-industrial times

The following questions will be investigated: How long are climate signals visible within the
temporal evolution of thermokarst? How does the TAPAS model respond to different forms of
climate change? Which equilibrium states are reached at pre-industrial times, 5000 years after
climate change? Regions may respond differently to climate change. Where are large changes of
lake area and number of lakes visible?
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Measure Year cntrlCPF [%] 2dwCPF [%] 4dwCPF [%] 2dcCPF [%]
TNL 4900 BP 0.22 3.23 6.46 -2.13
TNL pre-industrial -5.08 -7.63 -9.45 -6.06
TAL 4900 BP 0.04 0.05 0.06 0.03
TAL pre-industrial -1.21 -6.31 -10.23 -1.82

Table 5.3: This table lists the relative change of TNL and TAL from time-step 5000 BP to 4900 BP and
from 5000 BP to pre-industrial times. PF is constantly set to values as observed by NSIDC
(Brown et al., 1998). The control run is driven by CLIMBA forcing data only, while the other
model runs are driven by CLIMBA and different scenarios of climate change between 5000 BP
and 4900 BP.

Figure 5.2 shows the temporal evolutions of TNL and TAL. As expected, TNL reacts differ-
ently for different climate scenarios. TNL initially increases in the scenarios of climate warming,
while it decreases in the cooling scenario. The cntrlCPF run shows decreasing TNL as well, but
this relates to internal climate variability. TNL increases in the centuries before 4000 BP and
decreases again afterwards. Similar variations are also visible in the time periods around 3000 BP
and around 500 BP, respectively (see Fig. 5.2). Due to increasing temperature, extreme events
become more probable. Therefore, more lakes are triggered. Also larger extremes are reached.
The difference of TNL between the scenarios is largest between 4900 BP and 4850 BP. Table
5.3 lists the relative change of TNL in comparison to TNL at 5000 BP for each climate scenario.
Between 5000 BP and 4900 BP, TNL increases by 3.23 % and 6.46 % in the warming scenarios
and decreases in the cooling scenario. However, TNL decreases again during the following
centuries. For instance, TNL of the 4dwCPF scenario exceeds TNL of the 2dwCPF scenario
by 0.686 million lakes in 4900 BC. This difference decreases to -0.221 million lakes during the
following 1700 years. Less TKL are present in the warming scenario than in the cooling scenario.
After 3200 BP, the difference fluctuates by several 104 lakes until pre-industrial times.
Due to the large temperature trend between 5000 BP and 4900 BP, a very high number of new
ponds is triggered in the warming scenarios (see Fig. 5.3). These lakes are ageing and expanding
in the following centuries. After complete drainage of the peak of new lakes, TNL could be the
same again, because climate variability is the same in all scenarios after 4900 BP. Actually, a
crossing point is visible in 4100 BC, when TNL is the same in both warming scenarios and in
the cntrlCPF run. The absolute differences between the scenarios increases again after 4100 BP
until 3100 BP.
The number of new lakes is determined as a function of anomaly above mean and standard
deviation (see Sect. 3.3.1). Since climate variability is the same in all scenarios after 4900 BP
the same number of new lakes is triggered, if the thresholds of disturbance formation are passed.
Due to prescribed temperature and infiltration thresholds, the regional distribution of triggered
lakes changes throughout the model runs. The number of lakes decreases in some regions as well
if no excess-ice forms due to too high temperatures. In this case permafrost disappears, but PF is
kept constant. Therefore, the previously accumulated ice remains until it is melted by evolving
TKL. The average ice content of all permafrost areas decreases in the warming scenarios until
3100 BP. In the cooling scenarios it increases until 3100 BP (not shown here). The climate signal
in formation of TKL is visible for 900 years and the effect of decreased ice formation is visible
for 1900 years. After 3100 BP, the difference between TNL of various scenarios remains constant



90 Response of thermokarst lakes to potential climate change

until pre-industrial times.
In the TAPAS model, the regional distribution of TKL is primarly governed by thresholds of
disturbance formation and the accumulated depth of excess ice. Since PF is kept constant here,
drainage amplification does not vary as would be expected from changing permafrost. As visible
in figure 5.3 for pre-industrial times, the number of lakes decreases largely in southern central
Canada in the warming scenarios because of the total loss of excess ice. The number of lakes
increases in some regions of Alaska, Canada, and Siberia because more lakes develop. The
climate scenarios also include changes in precipitation (as listed in Table 5.2 and shown in
Fig. 5.1). In these areas, infiltration is less than 30 mm during May and below the threshold of
infiltration disturbances. Due to larger precipitation infiltration increases above the threshold
and more lakes are triggered. In the Canadian archipelago, the summer air temperature rises
above 0 °C, which is the threshold for temperature disturbances. In the cooling scenario, the
number of lakes increases in very warm permafrost regions, because ice can aggregate there. In
other regions the number of lakes decreases, because the climate becomes too dry for infiltration
disturbances. However, in some areas of the Canadian archipelago and the Laptev sea coast
some areas become too cold for temperature disturbances.

Figure 5.3: Relative change in number of lakes is respect to the cntrlCPF run at two time-steps: 4900 BP
(upper panel) and pre-industrial times (lower panel). Three climate scenarios are investigated
here: 2dwCPF (left), 4dwCPF (middle), and 2dcCPF (right).

TAL is similar in all scenarios for the first 500 years, i.e. 5000 - 4500 BP (see Fig. 5.2). Within
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this period TAL decreases slightly. This reduction relates to a regional phenomenon. Between
4750 BC and 4700 BC in the Hudson Bay lowlands, an exceptionally large number of lakes
drains resulting in a reduction of the water covered area. A peak of new lakes forms there some
centuries before 5000 BP during the spin-up period of the TAPAS model. Thus, this change
within TAL relates to uncertainties due to spin-up.
TAL develops differently from TNL in the climate scenarios after 4500 BP. In the cntrlCPF run
and in the cooling scenario, it increases until 3200 BP and decreases again afterwards. However,
these changes are very small. TAL decreases by 1 % between 5000 BP and pre-industrial times
and no correlation exists between temperature and TAL probably due to the small variability. A
larger decline of TAL is observed in the warming scenarios. Between 5000 BP and pre-industrial
times, TAL decreases by 6.2 % and 10.3 %, respectively (as listed in Table 5.3). The decline
relates to loss of excess-ice in warm permafrost regions. Ice accumulates if the annual mean air
temperature drops below -1 °C. Due to climate warming, the southern boundary of ice formation
shifts northward. As it is visible for the scenario 2dwCPF in figure 5.2, TAL increases in the
first 800 - 1100 years after the climate change due to expansion of the peak of new lakes and
decreases in the period afterwards. In these model runs old excess ice from the period before
the warming remains. Firstly, TKL develop in regions with the largest ice depth. These lakes
can reach a larger area, than lakes of later generations because less excess-ice is available for
them. Therefore, more water area is lost due to drainage of TKL than gained by new lakes. TAL
decreases strongly until 1800 BP, in both warming scenarios. Then, TAL develops equally in
all scenarios until pre-industrial times. This means, that the difference of TAL between the two
scenarios remains constant.
Figure 5.4 shows the differences in water covered area between scenarios and the cntrlCPF
run at pre-industrial times. In the 2dcCPF scenario, TAL is 1.8 % smaller than in the cntrlCPF
run at pre-industrial times, because temperature and precipitation are decreasing. Therefore,
in some regions, summer temperature and infiltration during May fall below the thresholds for
disturbance events. Some areas of the Canadian archipelago and of the Laptev Sea coast become
too cold for temperature disturbances, while the other regions with decreasing lake area become
too dry for infiltration disturbances. In some regions TAL increases, because the region of ice
accumulation moves southward in America and Asia and westward in western Siberia. However,
this effect is not fully visible in figures 5.3 and 5.4, because PF does not increase. For 2dwCPF,
lake area decreases in southern parts of central Canada and western Siberia, because no ice
accumulates. In other parts, it increases slightly due to higher infiltration. For 4dwCPF, lake area
changes over larger areas. It increases around the Lena river, northern parts of western Siberia,
northern central Canada, and in Alaska.
These assumptions are based on long term means of infiltration and temperature records as
derived from CLIMBA (Bruecher et al., 2014). Higher precipitation leads to larger infiltration.
The disturbance threshold is set to 30 mm. I assume that this threshold is passed in regions with
slightly less infiltration. Therefore, more lakes are triggered by a higher number of disturbances.

Overall, TNL develop equally in all scenarios after 3100 BP and TAL after 1800 BP. The peak
in the enhanced number of triggered TKL due to warming is visible for about 900 years. The
number of lakes reduces due to drainage, which controls the life-time of individual lakes. It also
reduces if no new ice accumulates and all regions with old excess-ice are thawed. The climate
signal is visible on changes in excess-ice formation for 1900 years (not shown here). Lake area
changes are more complex to explain than lake number changes. With constant PF, lake area
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Figure 5.4: Area covered with lakes in comparison to the cntrlCPF run for different climate scenarios:
2dwCPF (left), 4dwCPF (middle), and 2dcCPF (right). Upper panel shows absolute difference
and lower panel relative difference.

depends on the depth of accumulated excess-ice in the soil and on the number of triggered TKL.
A different ice aggregation rate influences the lake area for 3200 years. This time is a result of
two processes interacting with each other. All soils either with lakes or basins at the top need to
adjust to the new equilibrium ice depth. First, ice is removed from all basins due to formation
and expansion of TKL. The time-scale of this process depends on the number of expanding lakes
and on the total area of drained basins. The expansion rate increases with the age of individual
lakes, but is constant over time for lakes of the same age. Second, all lakes on soils with the old
ice-depth have to drain. The time until drainage depends on drainage probability and is about
900 years. In the drained basins, ice aggregates towards the new equilibrium ice-depth until they
are affected by thermokarst again. The average ice content changes until 3100 BP. Lakes which
are triggered at that time reach a different size than older lakes. Therefore, TAL decreases further
until 1800 BP.

Is the difference statistically significant from zero? To test this, the one sample t-test is
applied to test the null-hypothesis. The probability to falsely reject the null-hypothesis is smaller
than 10−23 for TNL and TAL in each climate scenario. This proves, that the chronology of the
difference between the scenarios and the cntrlCPF run is significantly different from zero.
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Figure 5.5: This figure shows time series of total number and total area of lakes in the Arctic including
PF changes for the past 6000 years. The control run (cntrlVPF) is driven by CLIMBA forcing
data, while the scenarios include different magnitudes of climate change between 5000 BP
and 4900 BP applied to the CLMBA data.

5.3 Thermokarst distribution under different climates
with interactive permafrost

Measure Year cntrlVPF [%] 2dwVPF [%] 4dwVPF [%] 2dcVPF [%]
TNL 4950 BP -0.89 0.32 0.86 -2.01
TNL 4900 BP 0.00 0.20 -4.33 -0.87
TNL pre-industrial -4.95 -25.55 -45.41 16.57
TAL 4950 BP 0.02 -0.01 -0.66 0.04
TAL 4900 BP 0.07 -1.33 -5.43 0.20
TAL pre-industrial -0.20 -27.60 -51.64 31.75

Table 5.4: This table lists changes of TNL and TAL relative to time-step 5000 BP at three different time
steps: 4950 BP, 4900 BP, and pre-industrial times. The control run (cntrlVPF) is driven by
CLIMBA forcing data, while the scenarios include different magnitudes of climate change
between 5000 BP and 4900 BP applied to the CLIMBA data.

This section focuses on changes in distribution of TKL after different magnitudes of climate
change. The same scenarios are applied as in section 5.2, but changes in PF are included into the
TAPAS model. Here, permafrost responds to climate change. Therefore, the drainage probability
of lakes changes over time. If PF decreases then one stabilizing factor is lost and, therefore,
drainage of lakes increases. Furthermore, new landscapes can be affected by thermokarst if
permafrost expands.
How do TAL and TNL evolve over time after different magnitudes of climate change? Which
long-term changes can be expected within the distribution of TKL in the Arctic? As explained
in section 5.1, three climate scenarios are defined with different magnitudes of climate change
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during the 100-year period 5000 BP and 4900 BP (see Fig. 5.1). Which equilibrium states are
reached within the distribution of LF and IC at pre-industrial times?

As expected, TAL and TNL decrease within the warming scenarios and increase in the cooling
scenario (see Fig. 5.5). Warming leads to decreasing PF, which increases the drainage probability
of lakes (Smith et al., 2005). One stabilizing factor is lost and, therefore, drainage of lakes
increases. Some lakes may continue to exist if permafrost disappears, but then they evolve
differently than TKL and probably turn into wetlands. In some regions permafrost disappears
completely and all excess-ice is melted. In this case, the TAPAS model simulates a complete
drainage of TKL. Therefore, TAL and TNL decrease if PF decreases. In the cooling scenario,
PF increases and new regions are underlain with permafrost. Excess-ice aggregates there and a
higher number of lakes develops.
Actually, TNL is higher in the cntrlVPF run than cntrlCPF run, while TAL is smaller (compare
figures 5.2 and 5.5). If changes in PF are included into the TAPAS model, TAL decreases
from 435000 km2 (cntrlCPF) to 425000 km2 (cntrlVPF), while TNL increases from 8.2*106 to
8.6*106. The TAPAS model simulates a larger permafrost area, than is observed by NSIDC. PF
is computed as a function of the annual mean air temperature only. In reality, snow reduces PF,
because it isolates the soil from air during winter (as discussed in Sect. 3.2.2). The isolation
effect of snow is not considered, because its implementation worsened the modelled PF in
large parts of central and eastern Siberia (see Sect. 2.2.1). However, more lakes can develop,
because PF is too high. Furthermore, variations within PF alter the drainage probability of lakes.
Decreasing PF leads to instabilities within the ground and more lakes are drained. Variations
within PF lead to temporally larger drainage probability during periods of warming. Temporarily,
more lakes drain and less likely reach larger areas. Therefore, TAL is smaller in the cntrlVPF
run than in the cntrlCPF run.

In the warming scenarios TNL increases until about 4950 BP. Then, TNL quickly drops
below TNL of the cntrlVPF run even though more lakes are triggered. The gradient is steeper
in the 4dwVPF scenario than in the 2dwVPF scenario. PF decreases and enhances drainage of
lakes. Additionally, large areas do not contain permafrost any more after the first century. All
lakes are drained there. This explains the steep decreases during the first centuries after climate
change. After 3900 BP, TNL varies equally in all scenarios but with different magnitudes (see
Fig. 5.5). Thus, in all scenarios, a time period of about 900 years is needed to adjust to a new
equilibrium state between formation and drainage of lakes. This is the same time-scale as that of
the drainage of newly triggered lakes in the scenarios with constant PF (see Sect.5.2). Contrary to
the scenarios with constant PF, basins with aggregated ice from the time period before warming
are thawed, if the annual mean air temperature increases. If temperature rises above -1 °C, PF
decreases below 10 %. A lower PF threshold of 10 % is implemented into the TAPAS model. If
PF decreases below this threshold then the model does not simulate thermokarst.
Variations within PF slightly increase the temporal variability of TNL. For example, in the
cntrlCPF run, TNL varies between 8.1 and 7.6 million during the period 4000 BP and 3000 BP.
Whereas, in the cntrlVPF run, TNL varies between 9.1 and 8.4 million. This relates to variations
within the drainage of lakes.

TAL adjusts to the new climate state over a longer time period than TNL. In the cooling
scenario TAL increases, because larger areas are underlain with permafrost, which can be affected
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by thermokarst. In the model, ice aggregates in drained basins over up to 1600 years as a function
of ice deficit relative to a maximum ice depth. The maximum ice depth changes with ALD which
depends on temperature.
In the warming scenarios less excess-ice aggregates in new drained basins than in older basins.
TKL develop there, after all older basins have been affected by thermokarst. Theses lakes reach
a smaller size because less excess-ice is available. The effect of altered excess-ice conditions on
the area covered with lakes is small, but increases over time. It takes about 900 years until all
older lakes have drained. Therefore, TAL decreases over a longer time period than TNL.
In the warming scenarios PF reduces and fewer areas are available for thermokarst. Therefore,
more lakes drain and less ice aggregates. TAL is smaller in the 4dwVPF scenario than in the
2dwVPF scenario. The difference of modelled TAL between the climate scenarios and cntrlVPF
increases until 2800 BP and remains constant until pre-industrial times (see Fig. 5.5).
To conclude, it takes 2200 years for the model to adjust to the new climate state. This is a shorter
time period than it is obtained from the model runs with constant PF. The reason is explained
on the basis of the results of the 2dwVPF scenario. Permafrost disappears from larger areas
within the first century of warming. PF decreases and basins with a high amount of excess-ice
are already thawed and melted. In the version with constant PF (2dwCPF), these basins thaw
after they are affected by thermokarst. Reduction in PF is a faster process of thawing than
expansion and formation of TKL. Therefore, the lakes area reaches equilibrium faster in the
climate scenarios with variable PF than in the scenarios with constant PF.

5.3.1 Lake fraction under different climates at pre-industrial times

The last part of this section focuses on distribution of modelled lake fraction (LF) and ice content
(IC) at pre-industrial times. What changes can be expected from different magnitudes of climate
changes after 5000 years? Are changes in modelled LF significantly different between the
climate scenarios?
Large LF is modelled in northern part of Quebec, central Canada, Alaska north slope, eastern
Siberian lowlands, Lena river delta, northern Siberia, and in eastern parts of western Siberian
lowlands (see Fig. 5.6). Most regions with high fraction of TKL are located between 65◦N
and 75◦N, which is confirmed by various field studies (Grosse et al., 2013). In these regions,
large changes can be expected as a result of climate change. Figure 5.6 shows lake fraction as
modelled under different climates scenarios at pre-industrial times. Note, that all regions with
PF of less than 10 % are masked.
LF decreases in the 2dwVPF scenario in comparison to the cntrlVPF in large regions of the
periglacial Arctic. This is mainly due to reduced PF, which leads to thawing of ice-rich basins
and increasing drainage of lakes. ALD increases and excess-ice reaches a smaller depth and
TKL reach a smaller surface area. In other regions LF is the same as in the cntrlVPF run. There,
all soils are underlain with permafrost. Since the peak of triggered lakes has already drained
until pre-industrial times, TAL and TNL develop similar because lakes are only triggered by
anomalous events with respect to the past 30-year running mean.

As expected, the response to the 4dwVPF scenario is larger than to a warming of 2 °C, because
PF reduces to a larger magnitude. LF does not change in northern Siberia, in eastern Siberian
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lowlands west of 150◦E, and in the Canadian archipelago. A higher LF was expected for the
Canadian archipelago, Greenland, and in Svalbard, because the summer temperature increases
above 0 °C. Higher temperature and larger precipitation increase summer temperature and
infiltration, respectively. Therefore, some arid and cold regions can be affected by thermokarst,
because thresholds for disturbances are passed. However, LF does not increase, because the
slope is too high for aggregation of excess ice there. It measures 0.04 tanα or 2.29◦ (see Fig. 3.3
and 6.6) and excess-ice accumulates in areas with a slope of up to 2◦. Infiltration thresholds are
passed in eastern Siberian lowlands, in central Alaska, and in parts of central Canada. However,
LF reduces because PF decreases.
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Figure 5.6: This figure shows the modelled lake fraction with cntrlVPF (upper left) in comparison to
different climate scenarios: 2dwVPF scenario (upper right), 4dwVPF (lower left), and 2dcVPF
(lower right). The results show lake fraction and absolute differences at pre-industrial times.
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In the cooling scenario, many Arctic regions show higher LF than the cntrlVPF run. PF
increases and permafrost expands southward in Russia and Canada and also develops in Scandi-
navia. Excess-ice accumulates on larger areas and allows formation of more TKL (see Fig 5.6).
The ice content increases, because ALD grows and excess-ice features reach a larger size. Lakes
developing on soils with higher IC reach larger areas. LF decreases at the Laptev sea coast at
150◦E and in northern parts of central Canada including some areas of the Canadian archipelago.
The long term averages of summer temperature and infiltration measured are settled around the
thresholds for temperature and infiltration disturbances. In the cooling scenario, these regions
become too cold or too dry for thermokarst.

Is the TAPAS model sensitive to climate change? The one sample t-test is applied to the
time series of TAL and TNL. The climate scenarios are compared with the cntrlVPF run. The
modelled variables TAL and TNL are different, if the differences are significantly larger than zero.
6 difference plots can be made, three for TNL and three for TAL. As it is obvious in figure 5.5,
the modelled TNLs and TALs are significantly different from each other on the 99.99999999 %
level.
Did the distributions of LF and IC significantly change on long time scale? Are the equilibrium
states of the climate scenarios significant different from the cntrlVPF run? This significance is
tested with the two-sample Kolmogorov–Smirnov test. The modelled LF of each model run is
clustered in 0.01 m2/m2 intervals. A CDF is performed for the 2dwVPF, 4dwVPF, and 2dcVPF
scenarios and for the cntrlVPF run. The CDFs of almost all scenarios are significantly different
from each other on the 99 % level. One exception exists for the CDFs of the CLIMBA run and
the 2dcVPF scenario. They are significantly different on the 95 % level.
The same method is applied to the distributions of IC. The IC of each scenario is clustered in
0.01 m/m intervals and sorted to a cumulative distribution function. The CDF of each scenario is
compared to the CDF of another scenario. The cntrlVPF modelled IC is significantly different
from the 4dwVPF scenario on the 99 % level, while it is not significantly different from the other
scenarios. The CDFs of the 2dwVPF and the 2dcVPF scenario are different from that of the
cntrlVPF scenario, but the influence on the CDFs is quite small. Within the 4dwVPF scenario,
IC is significantly different from all other scenarios at the 99 % level. Evaluation of modelled IC
against observed IC from NSIDC is difficult because the data is not available in sequential form
but only in categorized form.
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6 Uncertainty of thermokarst evolution
during the Holocene to different
forcing

In this chapter I investigate the sensitivity of the TAPAS model to different forcing and es-
timates potential evolution of thermokarst during the past 6000 years. Two different model
runs are available, which simulate natural climate variability during the last 6000 years of the
Holocene. These are CLIMBA (Bruecher et al., 2014) and ECHAM5/JSBACH/MPIOM (Fis-
cher and Jungclaus, 2010), which are alternately used as forcing of the TAPAS model. Here,
ECHAM5/JSBACH/MPIOM forcing is simply referred to as the ECHAM5 forcing.
Climate models can not represent the full physics of reality. Each model provides a general
sketch of reality and simulates physical processes differently. As an example, CLIMBA regards
the carbon-cycle and simulates changes in atmospheric CO2 concentration, while ECHAM5
computes with a fixed CO2 concentration. Therefore, warming and cooling periods of the
last 6000 years are probably differently sketched by ECHAM5 and CLIMBA. Also different
climate states are reached at pre-industrial times. Therefore, a different equilibrium state between
modelled lake fraction (LF) and ice content (IC) can be expected, if a different forcing is applied.
Are the differences significantly different from each other? What is the quality of modelled lake
fraction (LF) and ice content (IC) in comparison to observations from ESACCI and NSIDC,
respectively?

This chapter consists of four parts. First, the models ECHAM5 and CLIMBA are described.
What is the set-up of the models and which processes are included? An overview is given, of
which forcing data are used and how they are prepared for the application within the TAPAS
model. Second, the natural climate variability of the past 6000 years is described in detail.
Which differences are visible within modelled periods of warming and cooling? Third, the
temporal evolutions of the total area of lakes (TAL) and of the total number of lakes (TNL) are
discussed. Which differences are visible due to differences in modelled climate variability? How
has thermokarst potentially developed during the Holocene? Fourth, the distribution of modelled
TKL is investigated. Regions with large discrepancies between modelled and observed TKL are
investigated. Which processes are responsible for the discrepancies?



100 Uncertainty of thermokarst evolution during the Holocene to different forcing

6.1 Forcing of the TAPAS model

The TAPAS model is driven once by the CLIMBA forcing and a second time by the ECHAM5
forcing. Both forcing datasets are provided on a Gaussian grid with a resolution of 3.75◦ lon-
gitude and 3.75◦ latitude (T31-grid). CLIMBA provides monthly mean data between 8000 BP
and pre-industrial times. ECHAM5 provides daily and monthly means between 6000 BP and
pre-industrial times. The TAPAS model runs on a yearly time-step and applies monthly mean
data to determine number of disturbances (Sect. 3.1), excess-ice depth (3.5), and permafrost
fraction (Sect. 3.2).
A short overview is given here, which forcing variables are applied for which processes.
ECHAM5 and CLIMBA both provide temperature, snow, precipitation, snow-melt, runoff,
drainage. These data are used to determine the number of disturbances and triggered TKL due
to summer temperature, winter snow depth, and infiltration. Temperature is applied to estimate
PF and as a threshold for excess-ice aggregation. Soil temperature and burned area fraction
are solely provided by CLIMBA. ECHAM5 does not simulate wildfires and the burned area
fraction. Therefore, the number of disturbances due to wildfires is not computed in this study.
ECHAM5 also does not provide soil temperature. Soil temperature is crucial for simulating
excess-ice formation. The active layer depth (ALD), which is the maximum thaw depth, defines
the maximum excess-ice depth. Excess-ice accumulation is limited by the available liquid
water within the soil, which is a function of soil temperature and soil moisture. Therefore,
soil-temperature needs to be estimated for ECHAM5. It is derived from air temperature based on
a simple study of the average deviation of soil temperature from air temperature in CLIMBA. A
1000-year monthly mean difference between air-temperature and soil temperature is computed
for each month, grid-cell, and soil layer. Then, the climatological mean differences are applied
on ECHAM5 forcing for each month of the modelled time period.
The climate forcing data are provided on a T31-grid and remapped on a 0.5◦ longitude and 0.5◦

latitude grid with the nearest neighbour method (as explained in Sect. 4.0). The TAPAS model
can run at that grid scale, because slope data is available on 0.5◦ grid. Slope is applied to limit
formation of TKL and accumulation of excess-ice.
The simulation of thermokarst spans a period of 6000 years starting in the mid-Holocene at
6000 BP. Two restart files are generated as initial condition for the TAPAS model: one for the
CLIMBA-run and one for the ECHAM5-run. The TAPAS model is run with the data for the
first 500 years of the simulation time period. Application of the corresponding forcing data is
repeated until an equilibrium state is reached between lake formation, drainage, and excess-ice
accumulation.

ECHAM5/JSBACH/MPIOM is a coupled atmosphere - ocean - sea-ice - biosphere general
circulation model. The model consists of the spectral atmosphere model ECHAM5 (Roeckner
et al., 2003) run on a horizontal resolution of 3.75◦× 3.75◦ with 19 vertical hybrid sigma
pressure levels. ECHAM5 is combined with the land surface model JSBACH, which includes a
dynamic vegetation module (Raddatz et al., 2007; Brovkin et al., 2009). ECHAM5 is coupled
to the general circulation ocean model MPI-OM ((Marsland et al., 2003), which includes a
thermodynamic sea-ice model. The coupling time-step between atmosphere and ocean model is
24 hours. In the experiment from Fischer and Jungclaus (2010) the greenhouse gas concentrations
are set to pre-industrial values (e.g. CO2=280 ppm). ECHAM5 is only forced by changes in
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insulation due to changes in orbital parameters, which are applied to estimate regional effects
of changes within the orbital forcing on atmosphere and ocean circulation and heat transports
during the last 6000 years of the Holocene. Changes in insulation influence the climate indirectly
through feedback mechanisms, which alter atmosphere and ocean dynamics and meridional heat
and moisture transfers (Fischer and Jungclaus, 2010).

CLIMBA is a coupled climate-carbon cycle model. In contrary to ECHAM5, CLIMBA
also includes an interactive carbon cycle (Bruecher et al., 2014). It combines JSBACH, the
land component of the Earth system model MPI-ESM (Reick et al., 2013; Brovkin et al., 2009;
Raddatz et al., 2007), with the intermediate complexity Earth System model CLIMBER-2
(Petoukhov et al., 2000; Ganopolski et al., 2001). JSBACH runs offline for one model-year
and simulates daily variations of the land carbon stocks. This includes a dynamic vegetation
scheme and disturbances of the vegetation by natural fire occurrence. Changes in the land carbon
stocks are addressed to CLIMBER-2 as carbon flux into the atmosphere. CLIMBER-2 estimates
changes in temperature, precipitation, radiation balance, and atmospheric CO2 concentration.
These variables are then passed to JSBACH to compute the following simulation year. The
coupling scheme closes the carbon cycle and allows accounting for bio-geophysical feedbacks
of burned area fraction (Bruecher et al., 2014; Brovkin et al., 2002).
However, CLIMBER-2 simulates land and atmosphere processes at a very coarse resolution of
51◦ longitude by 10◦ latitude. JSBACH runs on a higher spatial resolution of 3.75◦× 3.75◦ and
provides better resolved daily dynamics of land processes. A base climate is applied to downscale
climate anomalies simulated with CLIMBER-2 to JSBACH’s resolution. Daily values of the
50-year period 1850 - 1899 are used as a base climate, theese were derived from the MPI-ESM
CMIP5 simulation. Climate anomalies of this period are related to anomalies computed with
CLIMBER-2 during the same time-period. Thus, the climate of the Holocene is computed as
anomalies from the 50-year period.

6.2 Climate of the past 6000 years

This section is focused on the climate variability of the last 6000 years of the Holocene. First,
the climate is described as modelled in Fischer and Jungclaus (2010). Then, a short summary
shows the main differences between CLIMBA and ECHAM5 within the permafrost regions.
Generally, the high latitudes were warmer during mid-Holocene than at pre-industrial times,
while the tropics and northern subtropics were cooler. Changes in orbital parameters alter the
insulation distribution. The seasonal cycle is enhanced because the obliquity was higher and
summer solstice was closer to perihelion.
The northern high latitudes received higher insulation during summer. Therefore, the temper-

ature decreased in the Arctic from mid-Holocene until pre-industrial times. For instance, the
Barents Sea and the east coast of Greenland have cooled by 3 °C. Large areas of Eurasian land
areas north of 60◦N cooled by about 1 °C (see Fig. 6.1). In comparison to Eurasia, the North
American Arctic cooled by a smaller magnitude, except in the Canadian Archipelago and the
North slope of Alaska.
The ocean-surface temperature decreased by about 2 °C over the past 6000 years. This relates
to increasing sea-ice cover in the Arctic and changes in atmospheric and oceanic circulations
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Figure 6.1: This figure shows the difference of annual mean temperature between the last 100 years
and the mid-Holocene period 6000 - 5900 BP. Averages of 100-year periods are determined
for CLIMBA (left panel) and ECHAM5 (right panel). The results are masked with NSIDC
permafrost areas (Brown et al., 1998).

and heat transports. Therefore, the albedo increased over the Arctic ocean, especially over the
Barents Shelf and on the east coast of Greenland. Also the Arctic lands experienced an increase
of the surface albedo. The boreal tree line moved southward and the albedo increased in most
parts of northern Siberia, Scandinavia, and northern north America.

As visible in figure 6.1, ECHAM5 shows colder temperature at pre-industrial times than
at 6000 BP over Siberia, and north America and warmer temperatures over Tibet (ECHAM5).
However, this relationship is less well pronounced in CLIMBA forcing and some regions like
large parts of central Canada and western Tibet show differences in the opposite direction.
During the Holocene, the Laptev Sea coast and northern Siberia have cooled by more than 1 °C
in ECHAM5, while no cooling has been modelled by CLIMBA (Fig. 6.1).
While the CO2 concentration remains constant in ECHAM5, it increases from 260 ppm to
272 ppm in CLIMBA (Bruecher et al., 2014), which probably counteracts the cooling effect due
to changes in orbital parameters. Sharp boundaries are visible within the regional temperature
differences. This may be related to the coarse grid (51◦× 10◦) of CLIMBER-2 anomalies
driving JSBACH (Bruecher et al., 2014). The grid spacing of CLIMBER-2 is well desribed
in Petoukhov et al. (2000). Since the annual mean temperature governs the fraction of surface
underlain permafrost, differences can be expected within modelled PF. This in turn may result in
a different distribution of thermokarst lakes.
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Figure 6.2: This figure shows time-series of annual mean temperature of all NSIDC permafrost regions
(Brown et al., 1998) as it is modelled by ECHAM5 (here EC) and CLIMBA (here CL).
30-year and 100-year running means are shown here.

6.3 Potential thermokarst development of the past 6000
years

This section considers the temporal evolution of TAL and TNL. The modelled time-series of
annual mean air temperature are discussed as well as the evolution of the different disturbance
parameters: summer air temperature, winter snow depth, and infiltration.
The initial CO2 at 6000 BP is larger in ECHAM5 than in CLIMBA. Therefore, the annual mean

temperature of NSIDC permafrost areas is higher in ECHAM5 than in CLIMBA at the beginning
of the time-series. Until pre-industrial times, the annual mean temperature decreased by 0.8 °C
in ECHAM5 and by 0.2 °C in CLIMBA (see Fig. 6.1). Evolution of annual mean air temperature
is modelled by ECHAM5 as following: Between 6000 BP and 5500 BP it decreased to -7 °C
and remained at that level until 4200 BP. Then until 1800, it decreases to -7.5 °C (see Fig. 6.2).
Temperature remained at that level until pre-industrial times. Thus, two periods of cooling are
followed by two periods of rather stable climate. CLIMBA shows a smaller variability of the
annual mean air temperature than ECHAM5 (see Fig. 6.2), but also shows cooling between
6000 BP and 4800 BP.

With ECHAM5 forcing, TAL increases from 5000 BP until 2800 BP. TAL starts to increase
several centuries after the end of the first cooling period (see Fig. 6.3). About 2700 years are
needed to adjust to a new equilibrium state. This is a longer time period than determined from the
cooling scenario in section 5.3, where 2200 years are needed to adjust to a new equilibrium state
(see Fig. 5.1). Short periods of warming and cooling may delay the time period for reaching a
new equilibrium. Permafrost grows in areas due to cooling and expands southward. PF increases
while ALD decreases. Therefore, more areas are available for accumulation of excess-ice and
formation of TKL. Due to a smaller ALD excess-ice reaches a larger size. New lakes expand
over larger areas because more ice is available for depletion. TAL increases again from 1800 BP
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Figure 6.3: This figure shows the total number of thermokarst lakes and the total area covered by lakes for
the model run with CLIMBA forcing in comparison to the model run with ECHAM5 forcing.

until pre-industrial times. From 6000 BP until pre-industrial times TAL increases by 12.8 % with
the ECHAM5 forcing. With CLIMBA the forcing, TAL increases only by 0.1 %, because of
the small cooling trend throughout the Holocene. A temporal maximum of TAL is visible at
3500 BP. This relates to the slight cooling in the beginning of the model time period.

TNL develops similarly with both forcing (CLIMBA and ECHAM5) until 3800 BP. Between
3800 BP and 3500 BP, TNL increases in the ECHAM5-run, while it decreases in the CLIMBA-
run. The annual mean temperature increases by 0.4 °C, but there are several other time periods
with a similar warming but without a large increase of TNL (see Fig. 6.2 and 6.3). Also the other
climate parameters, which are applied for computing the number of disturbance events, do not
show a significant signal. However, a peak of new lakes is triggered during this period. It drains
in the following 900 years until 2600 BP (see Fig. 6.3). Between 2600 BP and pre-industrial
times TNL develops similarly in both model runs, but TNL is larger in the ECHAM5-run than in
the CLIMBA-run. ECHAM5 simulates a lower temperature than CLIMBA from 2500 BP until
pre-industrial times (see Fig. 6.2). Therefore, PF is larger and more regions are underlain with
permafrost. Excess-ice aggregates in more regions and a higher number of TKL develop.
TAL increases as well in the ECHAM5-run and reaches a peak 800 years after the peak of
TNL. It decreases again afterwards because many lakes are drained. Some centuries later, TAL
increases again due to decreasing air temperature and increasing PF.
In general, TNL increases by 16 % in the TAPAS model run with the ECHAM5 forcing and
decreases by 3 % with the CLIMBA forcing.

To conclude, TAL and TNL increase with decreasing temperature and a large negative
correlation exists for the model run with the ECHAM5 forcing. The Spearman rank correlation
between TAL and temperature is -72 %, and between TNL and temperature -64 %. Contrary
to ECHAM5, which simulates a cooling over the past 6000 years, CLIMBA simulates a much
smaller temperature change. Therefore it is probably that, no significant correlation exists
between temperature and TAL and between temperature and TNL in the model run with CLIMBA
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forcing.

6.4 Modelled distribution of lakes at pre-industrial times

This section considers the distribution of thermokarst lakes at pre-industrial times. First, the
modelled LF with the CLIMBA forcing is evaluated against the modelled LF with the ECHAM5
forcing. Then, the modelled LF with the CLIMBA forcing is evaluated against satellite based
observations from ESACCI (Santoro et al., submitted).

6.4.1 Evaluation of model runs with ECHAM5 and CLIMBA forcing

The modelled LFs are quite similar and show a similar distribution of TKL (see Fig. 6.4). With
ECHAM5 forcing, the TAPAS model simulates a larger LF in Alaska, eastern Siberian lowlands,
the source region of the Lena river, Canadian archipelago, and also in northwester Russia. In
most parts more lakes are modelled. Therefore, TAL is larger than in the TAPAS model run with
CLIMBA forcing (as visible in Fig. 6.3). One reason is that ECHAM5 shows a stronger cooling
in the Arctic than CLIMBA (see Fig. 6.1). Due to colder air-temperature permafrost increases
in area and a larger number of lakes can develop because more areas are available. This is the
case in the western Siberian lowlands, northwestern Russia, in the source region of the Lena
river, and in central and southern Alaska (sees Fig. 6.4). (Permafrost is erroneously modelled
in northwester Russia and will be discussed below). However, in the other regions with higher
LF, there is continuous permafrost in both TAPAS model runs and PF is not larger in any of
them. Less excess-ice is modelled with ECHAM5 forcing than with CLIMBA forcing in the
eastern Siberian lowlands, in parts of northern Siberia, and on the north slope of Alaska. There
a different equilibrium state has developed between the formation of new lakes and drainage
of lakes. A larger lake fraction develops due to a larger number of disturbances and, therefore,
more excess-ice is melted.

In other regions like in central Canada, in Quebec, and along the Lena river LF is smaller if
the TAPAS model is driven with ECHAM5 forcing. Different processes can lead to a decrease in
LF. In central Canada, both IC and LF are smaller. Smaller ice content can be caused by a larger
number of lakes which melt the excess ice, but this is not the case there because LF decreases as
well. In principal, the area covered with TKL depends on PF, excess-ice depth, and slope. The
slope can be disregarded because this study focuses on the same region. PF is the same in both
model runs (see Fig. 6.5). The same area is available for lake formation. Therefore, LF is smaller
because IC is smaller. Excess-ice is modelled in regions with an annual mean air temperature
of less than -1 °C (as explained in Sect. 3.3.5). This is not the reason for smaller IC because
ECHAM5 and CLIMBA both show an annual mean air temperature of less than -5 °C. Draining
water is used for simulating accumulation of excess-ice, which is limited if not enough liquid
water is available for ice formation. In central Canada, drainage is smaller in ECHAM5 forcing
than in CLIMBA forcing. Therefore, less water is available for ice formation.

Along the Lena river, LF is smaller and IC higher. This probably relates to a smaller number
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Figure 6.4: Simulated lake fraction at pre-industrial times simulated with CLIMBA forcing (upper left
panel) and with ECHAM5 forcing (upper right panel) in comparison to ESACCI observations
(Santoro et al., submitted) in NSIDC permafrost areas (Brown et al., 1998) (middle panel).
Difference between CLIMBA and ESACCI (lower left panel) and the difference between
ECHAM5 and CLIMBA (lower right panel).
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Figure 6.5: This figure shows modelled PF (left panel) and IC (right panel) with CLIMBA forcing in
comparison to modelled PF and IC with ECHAM5 forcing. The regions are masked with
NSIDC permafrost regions.

of TKL, which melt the excess-ice. Also in Quebec, a smaller LF is modelled with ECHAM5
forcing. This may be caused either by a smaller number of disturbance events or by a higher
drainage. PF is smaller (see Fig. 6.5) and less lakes are present in Quebec due to the larger
drainage probability of lakes. Therefore, less ice is melted and IC increases. However, the active
layer depth increases if PF decreases due to a higher soil-temperature. Excess-ice reaches a
smaller depth and, therefore, IC usually decreases if PF is smaller like in southern central Canada
and in Tibet. Probably, less melting due to a smaller number of TKL counteracts a smaller
excess-ice depth in Quebec. In comparison, this is not the case in southern Canada.

In Tibet, IC and PF are much smaller in the TAPAS model run with ECHAM5 forcing
than with CLIMBA forcing (see Fig. 6.5). PF is computed as a function of annual mean
air temperature (see Eqn. 3.17). ECHAM5 shows warmer annual means than CLIMBA at
pre-industrial times. Therefore, PF is smaller and fewer areas are available for aggregation of
excess-ice and formation of thermokarst lakes. LF is not severely affected because the TAPAS
model cannot produce the observed LF there (see Fig. 6.4), as described in section 6.4.2.

6.4.2 Evaluation against satellite based observations

As visible in figure 6.4, the TAPAS model simulates too small LF in mountainous regions like in
Tibet, in the Brooks Range (Alaska), in eastern Siberian mountains, and in southern Siberian
mountains. This has several reasons. ESACCI observes all types of water bodies including
topographic lakes, glacier lakes, rivers, and thermokarst lakes. For example in the Brooks Range,
there are no TKL (G. Grosse, 2014, pers. comm.). In Tibet, there might be TKL because the
region consists of high plateaus and large valleys. Flat areas are available for aggregation of
excess-ice and formation of TKL. The TAPAS model applies mean topographic slope on a
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0.5◦ grid as derived from the GTOPO30 data set by Stacke and Hagemann (2012). A slope
dependent limitation function is applied to reduce aggregation of excess-ice in mountainous
areas. Excess-ice aggregates in areas with a slope of up to 0.035 m/m or 2.0◦ (as discussed in
Sect. 3.3.5). In most parts of Tibet and the eastern Siberian mountains, the mean slope is above
0.04 m/m. Therefore, the TAPAS model does not model the observed IC there (see Fig. 6.6).
Considerably less lakes are modelled by TAPAS than observed by ESACCI in the southern part
of central Canada. There most lakes are not formed due to thermokarst (Grosse et al., 2013).
Glaciers of the last glacial period have carved out hollows in the barren ground, which are now
filled with water now. Satellites cannot distinguish between the origins of different lakes. They
just see black water bodies. The modelled excess-ice content and permafrost fraction coincide
with observations.

Too many lakes are modelled by TAPAS in western Siberian lowlands and in central Siberia.
Maybe modelled PF exceeds observed PF from NSIDC. A larger permafrost area could
explain the positive bias in LF. However, modelled regions with continuous and discontinuous
permafrost agree with observations from NSIDC within the experimental error. As it is visible
in figure 6.7, too much permafrost is modelled in northwestern Russia, in Quebec, and at the
southern edges of permafrost region in Asia. PF is computed as a function of annual mean air
temperature only. Snow influences PF due to isolation of soil against atmosphere during winter,
as discussed in section 3.2.1, However, PF would become too small in large parts of Siberia, if
snow is considered.
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Figure 6.6: This figure shows modelled ice content with CLIMBA forcing (upper left panel), observed
ice content from NSIDC (Brown et al., 1998) (upper right), and mean slope (Stacke and
Hagemann, 2012) (lower panel).

Generally, the regions of western Siberia and central Siberia are lowlands with a slope of
less than 0.02 m/m in central Siberia and less than 0.01 m/m in western Siberia. Aggregation
of excess-ice is not severely limited by slope. Nevertheless, too small IC is modelled in most
parts of these regions in comparison to observations (see Fig. 6.6). Too many lakes are formed
there and thaw too large a permafrost area and melt the excess-ice. Therefore, IC is too low. Too
many lakes can also be formed if drainage is too low. The drainage probability is modelled as
being independent of soil properties. However, this is not reality. Soil is structured in different
layers with different properties of percolation (one process of lake drainage). Some areas are
covered with coarse grained sediments and others with fine grained sediments. Barren ground
inhibits infiltration and allows only horizontal flow of water. Also small-scale topographic
heterogeneities influence drainage of lakes. Thus, the reason for modelling too many lakes can
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Figure 6.7: This figure shows the simulated permafrost fraction at pre-industrial times for CLIMBA
forcing (left panel) and observed permafrost fraction from NSIDC (Brown et al., 1998) (right
panel).

either be because too many lakes are triggered due to disturbance events or because the drainage
is too low. In northern Siberia between the Lena river and west of the river Yenissei, the TAPAS
model overestimates formation of TKL. A lot of lakes are observed by ESACCI, where the soil
consists of ice-rich sediments (NSIDC) (see Fig. 6.6). However, TAPAS simulates too large LF
and too high IC. More excess-ice is melted and a larger surface area is covered with melting
water. These regions are not completely flat like the western Siberian lowlands. The average
slope ranges between 0.01 m/m and 0.02 m/m (see Fig. 6.6). Probably, limitation of excess-ice
aggregation due to slope is underestimated in these areas.

The TAPAS model works best in typical regions for thermokarst. Those regions are the
Lena river delta, the Mackenzie river delta, the north slope of Alaska, and the eastern Siberian
lowlands (Grosse et al., 2013). The areas are flatlands with a slope of less than 0.01 m/m. TAPAS
simulates high IC as observed by NSIDC. Also the observed high LF is well captured. The
TAPAS model aims to follow the different steps of thermokarst. The model parameters were
tuned to reach a reliable equilibrium between formation of new lakes and drainage of old lakes
and between LF and IC.

The aim of this thesis was to simulate the today’s distribution of TKL and to confine it within
satellite based observations of water bodies. To decide if the TAPAS model fails the goal of
the study the following question is asked. Are the modelled LFs significantly different from
each other or from the ESACCI observation? This significance is tested with the two-sample
Kolmogorov–Smirnov test. The modelled LF of each model run is clustered in 0.01 m2/m2

intervals between 0.0 m2/m2 and 0.36 m2/m2, which is the maximum LF as modelled with
ECHAM5 or with CLIMBA forcing. Both model runs are significantly different from ESACII
observations on the 99 % level, but they simulate a similar distribution of LF and are not
significantly different on the 95 % level. To conclude, CLIMBA and ECHAM5 simulate the
same climate and, therefore, in ideal case the modelled lake fraction would be the same. In
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general, the observed areas with thermokarst are captured by the TAPAS model with respect to
permafrost, excess-ice, and slope distributions. However, the regional distribution of lakes is
significantly different from observations and shows potential for improvements due to regional
over- and underestimations of lake fraction. The lake fraction is limited by soil properties like
permafrost, slope, and excess-ice content. While permafrost is well captured, excess-ice is
sometimes over- or underestimated leading to a discrepancy between observed and modelled
lake fraction. Despite the problem with the regional distribution of TKL, the TAPAS model
shows very good agreements to observations in lowlands with ice-rich permafrost soils like for
instance the north slope of Alaska, in eastern Siberian lowlands, in the Lena river delta, and in
the Mackenzie river delta.
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7 Concluding remarks

7.1 Summary

Thermokarst is a coupled thermal–hydrological process, which leads to enhanced thawing of
ice-rich permafrost soils. This study is motivated by the necessity to provide boundary conditions
for biochemical modelling of methane and carbon-dioxide emissions in permafrost areas. The
aim is to dynamically solve the water balance between excess-ice within the permafrost soil
and the area covered with water at the surface. A larger number of thermokarst lakes (TKL) is
expected by the end of this century due to Arctic-climate amplification. This dissertation focuses
on the development of the first global-scale thermokarst model (TAPAS). TAPAS is used to
investigate the potential impacts of climate warming on thermokarst.

The TAPAS successfully simulates the major steps of the thermokarst cycle on a global
scale in accordance with previous research. New ponds are triggered by climate extreme
events in response to disturbances of the soil’s thermal balance. The ponds promote thawing
during summer and impeded freezing-up during fall and winter. Within the TAPAS model, this
mechanism is approximated with a parameterized initial increase of the maximum thawing depth.
The ponds expand to large lakes over a time scale of several millennia. Sudden drainage events
stop the expansion of lakes and empty basins are left, where permafrost recovers and excess-ice
aggregates. The TAPAS model simulates processes over a wide range of lakes and basins. Their
properties are highly dependent on age and on thermal as well as hydrological states. Therefore,
the model includes an age class scheme to resolve the different physical mechanisms. Several
parameters are introduced to approximate changes within the thermal and hydrological states.

In the experiments presented in this dissertation, TAPAS is forced with data from different
Holocene runs to simulate the full cycle of thermokarst and permafrost changes over the past
6000 years until pre-industrial times. Several climate scenarios are designed with a prescribed
climate change during a 100-year period. In the warming scenario, a large number of new
ponds develop due to a higher number of disturbances. In this warming scenario, less excess-ice
accumulates because the thawing depth increases; the area of evolving TKL decreases because
less ice is melted. Permafrost fraction decreases. One stabilizing factor is lost and therefore
drainage of lakes increases resulting in a smaller number of TKL. Furthermore, fewer areas are
available for thermokarst because the southern boundary of permafrost shifts northward. The
climate scenarios have shown thermokarst needs approximately 2200 years to adjust to a new
climate state. Then a new equilibrium is reached between lakes and excess-ice.

In general, the observed areas with thermokarst are captured by the TAPAS model with
respect to permafrost, excess-ice, and slope distributions. The modelled distribution of TKL is
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evaluated against today’s satellite based observations. There are two major uncertainties: On the
one hand, satellites cannot distinguish between TKL and water bodies of different origin. On
the other hand, the TAPAS model applies forcing data until pre-industrial times resulting in a
time shift of about 150 years. The regional distribution of lakes is significantly different from
observations and shows potential for improvements due to regional over- and underestimations
of lake fraction. The TAPAS model however shows very good agreement to observations in
lowlands with ice-rich permafrost soils, for instance in the north slope of Alaska and the eastern
Siberian lowlands, the Lena river delta, and the Mackenzie River delta. The differences can
be reduced by better representation of topographic heterogeneities with respect to excess-ice
accumulation. The TAPAS model successfully simulates disturbance events on global scale,
which are caused by high summer temperature, high winter snow depth, flooding, and wildfires.
Regional climate and soil conditions are not considered within this model version, but may
influence the sensitivity to different disturbance events and thus the number of TKL formed.

The main research questions stated in section 1.2 are answered as follows.

1. Which parameterizations are needed to model thermokarst on global scale? An age-class
scheme is implemented to represent the different physical mechanisms behind the major
steps of the thermokarst cycle. Parameterizations of following processes are important
to simulate thermokarst on global scale. New ponds are formed with a prescribed initial
area. Expansion rate increases with the area of a lake in four steps. Drainage probability
changes exponentially with the age of a lake and with the permafrost fraction. Growth of
excess-ice decreases over time and depends on the predefined time scale. In reality, also
different soil and topographic properties influence drainage and expansion of lakes and
new parameterizations are needed for consideration of the probability to connect to river
networks or to subterranean drainage passages. Parameterization is required in respect to
development of thermal contraction cracks during winter because they are a precondition
for excess-ice aggregation in form of ice-wedges.

2. How does thermokarst respond to climate change? Generally, a time period of 2200
years is needed to reach a new equilibrium state. On a time scale of several millennia
the total number and area of TKL increases in the cooling scenario and decreases in the
warming scenarios. In the warming scenario, the number of lakes increases first due to a
higher number of disturbances, but then decreases due to a larger drainage of lakes. On a
time scale of several millennia, changes in lake-size distribution relate to changes within
permafrost and excess-ice.

3. How has thermokarst potentially developed during the Holocene under different forcings?
The TAPAS model is sensitive to forcing with respect to evolution of temperature over
time, because air temperature drives permafrost area and therefore the potential area of
excess-ice aggregation and thermokarst formation. Forced with CLIMBA, the total area
of TKL in the Arctic (TAL) increases by 1 % from 6000 BP until pre-industrial times,
and when forced with ECHAM5 by 13 %. With ECHAM5 forcing, TAL decreases until
5000 BP. Then it increases again and reaches a temporary peak in 2800 BP followed by a
slight decrease. TAL increases then again from 1800 BP until pre-industrial times.

In this dissertation, a novel multi-process-based thermokarst model has been developed.
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Thermokarst develops, where climate, area, and topographic slope are favourable. However,
large biases occur on regional scale. By application of some modifications and implementation of
further parameterizations for considering regional soil properties and climate conditions, it will
be possible to implement the TAPAS model into an Earth system model and thus to substantially
improve the process representation of permafrost-related small-scale processes in global models.

7.2 Outlook

The validation of the TAPAS model against observed lake fraction and ice content indicates
potential for improvements with respect to formulation of different thermokarst processes and
the evolution of TKL. The following suggestions may improve the model performance:

• Although the age classes are attributed with different slopes as derived from the sub-
grid slope distribution function from Stacke and Hagemann (2012), the representation
of topographic heterogeneities could be improved. The reason is that slope is averaged
within one age class between the slope of entering lakes and the slope of remaining lakes.
Thus, the slope approaches the average slope of all permafrost areas within one grid-cell.
Therefore aggregation of excess-ice is limited by the average slope. The representation
of topographic heterogeneities could be improved by computing the average limitation
within one grid cell derived from the slope-distribution function.

• The slope limitation of excess-ice aggregation is prescribed as the cosine of the slope.
Unfortunately, the relationship between slope and excess-ice could not be investigated,
because ice data were not available in sequential but only in categorized form. Therefore,
I suggest a further investigation of the excess-ice distribution.

• Disturbance events are computed as a function of anomaly above mean and standard
deviation for all regions in the Arctic. Regional climate and soil conditions should be
accounted in more detail. For instance, disturbances due to infiltration are best computed
in months of snow-melt. However, the time-period of snow-melt varies over time and
depends on regional climate conditions. A better representation of infiltration disturbances
can be reached if the month with the largest snow melt is considered. The representation
of summer-temperature disturbances may be improved by accounting for the thermal
properties of the soil. Soil inherits different thermal properties depending on moisture
and on organic-carbon content, which result in the different thermal properties of the soil.
A larger heat conductivity leads to a higher temperature change and therefore to larger
impact of extremely hot summers. Therefore, soil properties are of special interest for
future studies accounting for calculation of summer-temperature disturbances.

• Unfortunately, it is not known, to which extent each type of disturbance event contributed
to today’s observed distribution of TKL. Long-term observations of lakes are needed to
correlate changes in the number of lakes to chronologies of extreme events. Up to now
this investigation was technically difficult because not enough data were available.

• Energy balance is not implemented in the context of this dissertation. Thawing and melting
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are approximated with empirical functions based on results from simulations of single
lakes in previous studies. The implementation of energy transfer will be a major task if the
TAPAS model is coupled with a global ESM. The TAPAS model provides ice content and
lake fraction on yearly time scale based on estimates of the excess-ice depth. Water fluxes
can potentially be derived from changes within the excess-ice depth. Then, an energy
balance can be derived between released and absorbed latent energy in thermokarst areas.

• The drainage probability of lakes is derived as an exponential function of the age of a
single lake and of the permafrost fraction. It might potentially be improved by introducing
a heat transfer scheme to determine insulation of the soil. A dynamical vegetation scheme
could then be applied. Previous observation studies show that depressions form after
a disturbance event due to the melting of excess-ice and soil subsidence. In the early
stages, they are very shallow and vegetation can still grow there with the potential to
provide higher insulation from the atmosphere and to reverse the thermokarst process. In
comparison, if evaporation exceeds precipitation, then thermokarst is delayed only because
depressions have already formed, which can be filled with water again. A delay within the
development of TKL due to changes in the water balance did not significantly change the
lake fraction.

• If the TAPAS model is coupled with an ESM it can be applied to obtain boundary conditions
for biochemically computing the permafrost-carbon cycle. It would provide the area
covered with lakes and thus the area where soil organic carbon is decomposed via aerobic
or anaerobic processes.

• The TAPAS model is useful for studies concerning climate variations during glacial periods
because a representation of shifts within the lake distribution can improve simulation of
carbon-dioxide emissions in permafrost areas and thus changes of atmospheric CO2
concentration during glacial periods. Since thermokarst develops on a time-scale of several
millennia, the full natural variability of the total lake area in the Arctic is better investigated
on a time period of several 1×104 years.

• The TAPAS model also allows an investigation of potential changes within the distribution
of TKL on a shorter time-period of 100 years, for instance. One climate warming scenario
was designed with a prescribed warming of 4 °C during the 100-year period between
5000 - 4900 BP. During this period, the total area of TKL decreased by 5 %, although more
lakes were formed. Due to a larger drainage from lakes the total number of TKL decreased
by 4 %. Thus, due to future climate warming the water-covered area may decreases due to
changes in permafrost area and excess-ice depth, which will largely affect the hydrological
state of periglacial environments.
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List of Symbols

Aave . . . Average area of lakes within one age class [m2]
A0 . . . Initial area of new ponds [m2]
Abox . . . Area of grid-cell [m2]
Alakes . . . Surface area of all lakes within one age class [m2]
Aland . . . Land area of grid-cell [m2]
Aratio . . . Ratio of thermokarst affected area covered with water [m2/m2]
ain f il . . . Coefficient for retrieving number of disturbances due to in f il
awsnow . . . Coefficient for retrieving number of disturbances due to SWEwinter
astemp . . . Coefficient for retrieving number of disturbances due to T 2Msummer
bin f il . . . Coefficient for retrieving number of disturbances due to in f il
bwsnow . . . Coefficient for retrieving number of disturbances due to SWEwinter
bstemp . . . Coefficient for retrieving number of disturbances due to T 2Msummer
burn . . . Burned area fraction of grid-cell [m2/m2]
Csnow . . . Heat capacity of snow
distexp . . . Fraction of grid-cell disturbed due to expansion of thermokarst lakes [m2/m2]
dist f ract . . . Fraction of grid-cell disturbed by thermokarst [m2/m2]
drain . . . Drainage probability of lakes [#/#]
drain100 . . . Drainage probability of lakes with an age of 100 years [#/#]
drain1000 . . . Drainage probability of lakes with an age of 1000 years [#/#]
drainampl . . . Drainage amplification due to decreasing permafrost [#/#]
expand . . . Expansion rate of lakes [m/y]
expand1 . . . Expansion rate of lakes < 1 ha [m/y]
expand2 . . . Expansion rate of lakes > 1 ha [m/y]
expand3 . . . Expansion rate of lakes > 10 ha [m/y]
expand4 . . . Expansion rate of lakes > 40 ha [m/y]
F . . . Freezing index [-]
f . . . Cumulative fraction of one grid cell [m2/m2]
fzero . . . Zero slope fraction of one grid cell [m2/m2]
FDD . . . Freezing Degree Days [◦C]
hlakes . . . Average depth of all lakes within one age class [m]
hmelt . . . Melted thickness of ice layer [m]
hsoil . . . Height of subsided soil [m]
htalik . . . Depth of talik [m]
iceave . . . Average ice content of a grid box [m/m]
icecont . . . Average ice content of one age class [m/m]
icemax . . . Maximum ice content of soil [m/
in f il . . . Monthly infiltration rate between May and August [mm]
kburn . . . Coefficient to compute number of disturbances due to burn
lsummer . . . Length of summer [d]
lwinter . . . Length of winter [d]
lakeesacci . . . ESACCI observed fraction of grid-cell covered lakes [m2/m2]
lake f ract . . . Fraction of grid-cell covered with thermokarst lakes [m2/m2]
land f ract . . . Fraction of grid-cell covered with land [m2/m2]
nlakes . . . Number of lakes [#]
ndistburn . . . Number of disturbances due to burned area fraction [#]
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ndistin f il . . . Number of disturbances due to high infiltration rate [#]
nlakesnew . . . Total number of new thermokarst lakes triggered by disturbances [#]
ndiststemp . . . Number of disturbances due to high summer temperature [#]
ndistwsnow . . . Number of disturbances due to high winter snow-water-equivalent depth [#]
poresize . . . Pore-size of soil
rave . . . Average radius of lakes within one age class [m]
smax . . . Maximum slope of one grid cell [m/m]
sminmod . . . Virtual minimum slope derived from slope(f) [m/m]
so f f . . . Slope offset for correction of slope(f) [m/m]
s( f ) . . . Sub-grid slope distribution function [m/m]
slopemean . . . Average slope of one age class [m/m]
stemp . . . Average summer air temperature between June and August [◦C]
sur f . . . Yearly total surface runoff [mm]
SWEwinter . . . 30-year mean winter snow water equivalent depth [m]
T 2Msummer . . . 30-year mean temperature of summer season [◦C]
T 2Mwinter . . . 30-year mean temperature of winter season [◦C]
T 2Mymean . . . Yearly mean air temperature [◦C]
T 2Mymeansnow . . . Yearly mean air temperature regarding the effect of snow [◦C]
T DD . . . Thawing Degree Days [◦C]
thresice1 . . . Upper threshold of ice formation [◦C]
thresice2 . . . Threshold of pore size limitation [◦C]
thresice3 . . . Lower threshold of ice formation [◦C]
thresin f il . . . Threshold for triggering thermokarst due to in f il [mm]
threswsnow . . . Threshold for triggering thermokarst due to SWEwinter [m]
thressur f . . . Threshold for pausing early stage evolution of thermokarst lakes due to little surface runoff [mm]
thresstemp . . . Threshold for triggering thermokarst due to T 2Msummer [◦C]
uwinter . . . Average wind speed during winter [m/s]
Vice . . . Volume of accumulated excess-ice [m3]
V max

ice . . . Maximum volume of excess-ice [m3]
Vlakes . . . Volume of water stored in all lakes within one age class [m3]
wsnow . . . Average snow water equivalent depth between November and April [m]
zice . . . Depth of accumulated ice [m]
zmax

ice . . . Maximum depth of excess-ice [m]
zsnow . . . Damping depth of snow [m]
αslope . . . Angle corresponding to slope [rad]
αsnow . . . Thermal diffusivity of snow
λsnow . . . Thermal conductivity of snow
∆di f f . . . Difference of the discrepancies of modelled lake fraction between two model runs [m2/m2]
µin f il . . . 30-year long-term mean of monthly infiltration rate [mm]
µstemp . . . 30-year long-term mean of average summer temperature [◦C]
µsur f . . . 30-year long-term mean of total surface runoff [mm]
µwsnow . . . 30-year long-term mean of average snow water equivalent depth [m]
ρsnow . . . Density of snow [kg/m3]
σin f il . . . 30-year long-term standard deviation of monthly infiltration rate [mm]
σstemp . . . 30-year long-term standard deviation of average summer temperature [◦C]
σsur f . . . 30-year long-term standard deviation of total surface runoff [mm]
σwsnow . . . 30-year long-term standard deviation of average snow water equivalent depth [m]
τ . . . Time-scale of ice accumulation [y]
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