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Abstract

This work investigates the water and energy cycles of the Baltic Sea and its catchment
area using a coupled regional atmosphere-ocean model.

The aim of this dissertation is a better understanding of the physical system and the
interaction of its components in order to improve possible climate change assessments in
this region. The coupled model consists of the regional atmospheric Model REMO and the
Baltic Sea ice ocean model BSIOM.

Coupled and uncoupled simulations have been performed using the ERA-Interim reanalysis
product from ECMWF as lateral boundary conditions for the period from 1989 to 2008.
The simulations have been evaluated using satellite and in-situ measurements.

In general, the coupled and uncoupled atmospheric simulations show quite similar re-
sults.The coupled model performs reasonably well in reproducing the heat �uxes at the sea
surface of the Baltic Sea. However, some de�cits still exist with respect to the water cycle
that relates to the salinity dynamics. A clear added value of the coupled model is a nearly
closed heat budget within the ocean. Another advantage of the interactive coupling is the
representation of certain processes such as coastal upwelling. The analysis has shown that
the process of coastal upwelling causes considerable di�erences in the near-surface wind
speed over the a�ected areas. This result can be explained by an increased stability of the
atmospheric boundary layer due to the colder sea surface temperature. As a consequence,
the vertical mixing of momentum is reduced and thus modi�es the near-surface wind speed.
This process shows the importance of the interactive coupling for example for short-term
wind forecast, which is relevant for o�shore wind-energy plans.
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Chapter 1

Introduction

The Earth's climate represents a complex physical system consisting of four major compo-
nents: the atmosphere, the ocean, the land, and the cryosphere. Due to the interactions
among the components and also due to external drivers as the sun or human activities its
state is subject to permanent variations/change. In order to understand how the climate
evolves, especially with respect to the actual experiment of increasing greenhouse gases,
each component and the interactions between them must be understood su�ciently. A
lot of research is carried out at the moment using observations and computer simulations
to increase the understanding of the climate system. The available computer resources
are far from being su�cient to allow to resolve the earth system on all its relevant scales.
When simulation the whole globe, many regional details are not represented adequately,
as coastal processes for example. To investigate the processes happening at �ner scales,
studies that investigate only parts of the globe are conducted.

The Baltic Sea region includes all major components of the earth system. Due to its
semi-enclosed nature the Baltic Sea represents an ideal testbed to study water and energy
budgets and processes/ interactions between these components . Coastal processes play
an important role in this regional earth system.

The Baltic Sea and its catchment area are expected to be largely a�ected by the projected
global climate change due to the increase of greenhouse gas emissions (BACC 2008). Be-
sides the strong in�uence of the global climate change, also regional and local e�ects de-
termine the strength of the climate change signal, as the storage of heat in the water body
of the Baltic Sea. The heat storage is mainly determined by the surface �uxes between the
atmosphere and the ocean and exhibits a strong annual cycle and inter-annual variations.
The water and energy cycles of the Baltic Sea and its catchment area were one of the major
topics in BALTEX (the Baltic Sea Experiment), which was part of the Global Energy and
Water Exchanges Project (GEWEX) of the World Climate Research Programme (WCRP).
Major advancements of the understanding of the physical system of the Baltic Sea have
been achieved during its active phase from 1993 to 2012. However, important questions
were left open, for example potential feedbacks in the atmosphere-ocean interactions. The
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2 1. Introduction

individual components of the heat �uxes are not yet quanti�ed at high con�dence, since
the spread among di�erent available datasets are still considerable. This work tries to
further improve the understanding and quanti�cation of the air-sea �uxes and investigate
the e�ect of potential feedback mechanisms.

1.1 The Baltic Sea

The Baltic catchment area lies in the transition zone between the maritime climate of west-
ern Europe and the strongly continental climate of Siberia, from 48°N to 69°N latitude and
from 8°E to 38°E longitude. Its climate is determined by the atmospheric circulation over
the North Atlantic in the west and over the Eurasian continent in the east. Therefore, the
climate varies from temperate maritime in the south to sub-arctic in the north (Johan-
nessen 1970).

The Baltic Sea plays an important role for the economy of the Baltic region. The most
important sectors of its maritime economy are �shing, maritime transport, and coastal
tourism. A still relatively small, but fast growing sector is the o�shore wind energy. All
these sectors more or less depend on the actual state of the Baltic Sea: The development of
the �sh stocks is very sensitive to several physical and biological variables like temperature,
salinity, and the availability of nutrients. Ship transport is highly a�ected when the Baltic
Sea is covered by sea ice. Touristic attractiveness depends on the water temperature and is
very sensitive to pollution and algae. There is also a strong inter-dependence/competition
among these factors.

The Baltic Sea is one of the largest brackish-water systems of the world with a sea surface
area of about 350,000km² and a catchment area of about 1,735,000km². It is relatively
shallow with a mean depth of about 55m and a maximum depth of 459m. With the
drainage basin being about four times larger than its sea surface, the Baltic Sea is highly
a�ected by the surrounding land (Stigebrandt 2001). The mean river discharge amounts
to about 450km³/y which is more than 2% of the total volume.

The only connection to the North Sea are the shallow and narrow Danish Straits. Together
with the high freshwater �ow, this leads to a relatively low basin-averaged salinity of about
7.4 PSU (Janssen et al. 1999). The Baltic Sea is characterized by strong horizontal as
well as vertical salinity gradients. The surface salinity decreases from about 10 PSU at
Darss Sill to almost freshwater conditions in the Bothnian Bay and the Gulf of Finland.
There exists a permanent halocline separating the relatively fresh water of the upper layer
from the more saline and thus denser bottom water at about 50 to 80m as illustrated
in Figure 1.1 (Leppäranta and Myrberg 2009). Vertical mixing is strongly suppressed
within the halocline due to the high strati�cation. The only mechanism to refresh the
oxygen concentrations in the bottom layer is therefore via major in�ows of high saline and
oxygenated water masses from the North Sea which are dense enough to replace the water
in the deep basins of the Baltic Sea (Matthäus and Franck 1992). Their occurrence is
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Figure 1.1: Annual variations of the temperature and salinity pro�les (from:
Hermanni Backer,
http://www.itameriportaali.�/en/tietoa/veden_liikkeet/en_GB/hydrogra�a/)

very irregular, on average every 10 years. In between, the oxygen gets depleted leading to
anoxic conditions with large impact on the ecologic system.

Wallerius (1932) already found that the Baltic Sea is almost in thermo-dynamic balance
with the atmosphere. The temperature exhibits a distinct annual cycle. In winter the water
above the halocline is well mixed with temperatures only a few degrees above freezing.
In spring the sun starts to heat the upper layers. When the temperature of maximum
density is reached (about 2.3-3.5°C for the brackish water of the Baltic Sea) a seasonal
thermocline (a layer of strong vertical temperature gradients) develops at about 5m depth
in spring and deepens to about 15-20m during summer through wind and wave-induced
mixing. Usually in late summer, the net heat �ux at the surface becomes negative, and
the cooling water becomes heavier. This leads to convection and thus additional vertical
mixing, further deepening the mixed-layer depth (Leppäranta and Myrberg 2009). The
thermocline usually vanishes with the �rst autumn storms (Krauss 1981).

Due to its complex coastline and shallowness, coastal upwelling is one of the most important
physical processes in the Baltic Sea (Hela 1976). In summer it can cause a local temperature
drop by more than 10°C. It also can considerably contribute to the replenishing the surface
layers with nutrients which are necessary for the biological productivity (Kononen and
Niemi 1986).

The Baltic Sea is located at Earth's climatological sea ice margin (Leppäranta and Myrberg
2009). Therefore, the Baltic Sea is covered by sea ice every winter, with a large inter-annual
variability. The average maximum coverage is about half of the surface area (Vihma and
Haapala 2009).
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1.2 Numerical Models

This study aims at improving the physical understanding of the Baltic Sea region. Global
circulation models (GCMs) with a typical resolution of about 200km cannot su�ciently
resolve the Baltic Sea with its average width of about 190km. Here regional climate models
(RCMs) come into play. RCMs are used to downscale the results from global models onto
a region of interest with a much higher resolution, typically 10 to 50km. The added value
of the increased resolution is a much better representation of the topography and the
land-sea mask for example. Usually atmosphere-only models are used with prescribed sea
surface conditions (temperature and ice cover). The results then strongly depend on the
quality of the data used. Especially when coming from coarse GCMs these may not be
very realistic. Due to the static nature of the surface conditions, uncoupled models are
not able to represent potential feedbacks in the air-sea interactions adequately. They also
represent an in�nite heat reservoir which is not suitable for heat budget studies.

Within the �rst phase of the BALTic sea EXperiment (BALTEX) (Raschke et al. 2001),
several coupled model systems for the Baltic Sea have been developed (Gustafsson et al.
1998; Hagedorn et al. 2000; Döscher et al. 2002; Schrum et al. 2003). One of them was
the BALTex Integrated MOdel System (BALTIMOS), which consists of the regional atmo-
spheric model REMO and the Baltic Sea ice ocean model BSIOM (Hagedorn et al. 2000;
Lorenz and Jacob 2009). This model system was used to investigate potential coupling
e�ects (Hagedorn et al. 2000). The model was also able to reproduce the major in�ow
events in 2002-2003 (Lehmann et al. 2004). It showed major de�cits in reproducing the
annual energy cycle, however (Bennartz et al. 2009).

1.3 Research Questions

In this thesis the following research questions are tackled:

� How large are the major components in the water and energy cycles of the Baltic
Sea?

� How does the interactive coupling of a Baltic Sea ocean model a�ect the regional
climate simulation?

� What is the added value of the coupled model compared to the stand-alone version?

1.4 Outline

This thesis is structured as follows: In Chapter 2 the coupled model system and its com-
ponents are introduced. The performance of the model is evaluated in Chapter 3 by
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comparing its results to observations. The water and energy cycles of the Baltic Sea are
investigated in Chapter 4. The di�erences between the coupled model simulation and the
atmosphere-only simulation are investigated in Chapter 5 with a focus on the process of
coastal upwelling and its feedback on the atmosphere. Conclusions and an outlook are
given in Chapter 6.
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Chapter 2

The Coupled Model System

In this chapter the coupled model system is described. The model system is an updated
version of BALTIMOS (BALTEX Integrated Model System) which was developed in the
frame of BALTEX (Hagedorn 2000; Lorenz and Jacob 2009). It consists of the atmospheric
model REMO and the Baltic Sea ice ocean model BSIOM (Lehmann 1995).

First the stand-alone versions are introduced with focus on the air-sea �ux parameteriza-
tions. It is followed by a description of the coupling strategy of the two models.

2.1 Models

2.1.1 REMO

REMO is a three-dimensional limited-area atmospheric circulation model which solves the
discretized primitive equations of atmospheric motion (Jacob and Podzun 1997; Jacob
et al. 2001). In this work, the hydrostatic model version is used. The dynamical core is
taken from the Europa Modell (Majewski 1991), the former weather forecast model of the
German Weather Service. The physical parameterizations are based on those from the
general circulation models ECHAM4 and 5 of the Max Planck Institute for Meteorology
(Roeckner et al. 1996, 2003). One major modi�cation is the sub-grid-scale tile approach
that allows for fractional cover of the surface types land, water, and sea ice (Semmler
2002). This allows for a better representation of the coastal area for example.

The REMO domain is de�ned on a rotated grid with a resolution of 1/6° (~18km) that
covers the catchment area of the Baltic sea, as depicted in Figure 2.1.

For the horizontal discretization, a spherical Arakawa-C grid is used for all prognostic
variables except velocity which is de�ned at the center of the grid boxes. Usually the grid
is rotated, which means that the poles are shifted in order to have similar grid-box sizes
over the domain.

7



8 2. The Coupled Model System

Figure 2.1: REMO domain

For the vertical discretization, hybrid σ-coordinates are used (Simmons and Burridge 1981).
They are a combination of terrain following coordinates near the ground and pressure
coordinates in the free atmosphere.

Since it is a limited-area model, it needs information of the prognostic variables at its lateral
boundaries. These can either come from a general circulations model or from reanalysis
data, that are interpolated onto the REMO grid. In this work, the ERA-Interim reanalysis
from ECMWF are used.

REMO was used and has been validated in several studies on almost all continents, and
especially over Europe and the Baltic catchment area (e.g. Jacob et al. (2001, 2007)).

Parameterization of the Surface Fluxes over water and sea ice

In the following the parameterizations which are most relevant for the the interaction
between the atmosphere and the ocean are described. The surface �uxes are parameterized
via bulk formulas(Louis 1979) Monin-Obukhov similarity theory (Monin and Obukhov
1954):

τ = ρaCm |V10|V 10 (2.1)

Qsh = ρacpChV10∆Θ (2.2)

Qlh = ρaLChV10∆q (2.3)
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with ρa the air density, Cm/h the (turbulent) transfer coe�cients for momentum and
tracers, V10 the wind velocity in 10m height, ∆Θ and ∆q the di�erences in potential
temperature and speci�c humidity between the lowest model level and the surface.

The transfer coe�cients are calculated from the coe�cients for neutral strati�cation

CNm/h =
κ2

ln
(

zL
z0m/h

+ 1
)

ln
(

zL
z0m

+ 1
) (2.4)

with a correction function that depends on the Richardson number:

Cm/h = CNm/h · fm/h

(
RiB,

zL
z0m/h

+ 1

)
(2.5)

with the van Kármán constant κ = 0.4, the height of the lowest model layer zL, and the
roughness lengths for momentum and tracers z0m/h.

The dynamic roughness length for momentum over water is calculated with the Charnock
formula (Charnock 1955):

z0m = α
u2∗
g

(2.6)

with the Charnock parameter of α = 0.0123, and the friction velocity u∗ ,and the gravita-
tional acceleration g.

Due to the molecular nature of the tracer transport at the air-sea interface, the roughness
length for the tracers heat and humidity is calculated as in Large and Pond (1982):

z0h = z0m · exp
(
2− 86.276z0.3750m

)
(2.7)

Over sea ice, the roughness length is set to the constant value of z0,ice = 10−3m for both
momentum and tracers.

Solar radiation

In the model the top of the atmosphere solar radiation is calculated by earth's orbital
parameters using a solar constant of 1368 W

m2 . Other variations like the 11-year solar cycle
are not considered. Passing through the atmosphere down to the surface, the radiation
is partly re�ected and absorbed by aerosols, humidity and clouds the latter having the
strongest impact. At the surface the radiation is partly absorbed. The re�ected fraction
is given by the surface albedo.

For water surfaces the albedo is set to a constant value of αw = 0.07. For ice the albedo
depends on the surface temperature: for melting conditions (T>0°C) the albedo is set to
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0.5. For temperatures lower than -10°C to 0.75 and to a linear combination for temperatures
in between. The model does not consider eventual snow cover on sea ice which can have
very large impact on the surface albedo (Pirazzini et al. 2006).

2.1.2 BSIOM

The Baltic Sea Ice Ocean Model (BSIOM) is based on the Bryan-Cox-Semtner general
circulation model with a free surface (Killworth et al. 1991). It is de�ned on a staggered
Arakawa B grid with a horizontal resolution of about 2.5 km which is considered as eddy
permitting. It has 60 vertical levels with a thickness of 3m for the �rst 100m. The model
domain as shown in Figure 2.2 comprises the Baltic Sea including Kattegat and Skagerrak.
It includes a simpli�ed North Sea as a closed basin. There, the sea surface salinity is
nudged towards a climatology. At its western boundary the sea level is nudged toward
values that are calculated via the Baltic Sea Index (BSI) (Lehmann et al. 2002; Novotny
et al. 2006).

Figure 2.2: BSIOM topography

Wind stress

Wind speed and direction at 10m height are calculated from the geostrophic wind from
the Swedish Meteorological and Hydrological Institute's (SMHI) meteorological database
(L. Meuller, pers. comm.) taking the distance and direction with respect to the coastline
into account (Bumke et al. 1998).

The neutral drag coe�cient is calculated empirically after Large and Pond (1981):
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Cdn · 103 =

{
1.14 U 5 10m

s

0.49 + 0.065U U > 10m
s

(2.8)

Turbulence model

The vertical mixing is parameterized using a so called k − ε−model, a second-moment
turbulence model, where k and ε denote the turbulent kinetic energy (TKE) and the
dissipation of TKE, respectively (Launder and Spalding 1972; Rodi 1980; Meier 2001).

Solar radiation

The solar radiation is parameterized using the empirical equation from Zillman (1972) with
a modi�cation for cloud cover:

F ↓S =
S0 cos2 Θ

1.085 cos Θ + (cos Θ + 2.7)es10−3 + 0.1
(1− 0.7cl2) (2.9)

where S0 = 1367.0 W
m2 is the solar constant, Θ the zenith angle, es the surface water vapor

pressure, and cl the cloud cover.

Thermal radiation

The net thermal radiation is parametrized using the empirical formula from Zapadka et al.
(2007):

FTh = 0.985 · σ · SST 4 − σ · T 4
2m · (0.685 + 0.00452 · e2m) (1 + dj · cl²) (2.10)

where dj is a dimensionless constant with a slight annual cycle.

Sea ice

The sea ice is represented by a dynamic�thermodynamic sea ice model (Stössel and Owens
1992; Harder 1996; Lehmann and Hinrichsen 2000). Sea ice dynamics are described by
a viscous�plastic rheology (Hibler 1979), and the thermo-dynamical ice growth rates are
calculated from the surface energy balance using the Semtner zero-layer approach following
Parkinson and Washington (1979).
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River runo�

The discharge of the 42 most important rivers �owing into the Baltic Sea and the Kattegat
is prescribed from a monthly mean runo� dataset (Graham 1999; Bergström and Carlsson
1994).

2.2 Coupling

BSIOM is coupled to REMO as a subroutine as described in Hagedorn et al. (2000).
The models use di�erent parameterizations to calculate the �uxes at the atmosphere-
ocean interface. To be physical consistent, the models are coupled via �uxes, which are
all calculated in REMO and the interpolated �elds are passed to BSIOM. The necessary
surface variables SST, sea ice cover and ice temperature are passed from BSIOM to REMO.
The disadvantage of this method is that the resolution of the atmospheric grid is much
coarser than the ocean grid. This can be problematic for non-linear �uxes such as the
thermal radiation with a forth-order temperature dependence.

2.2.1 Exchanged variables

The following variables are exchanged between REMO and BSIOM at the air-sea interface
at an hourly frequency to resolve the diurnal cycle:

REMO → BSIOM

� Sensible and latent heat �ux

� Net surface solar and thermal radiation

� Wind stress

� Surface pressure

� Precipitation

BSIOM → REMO

� Sea surface temperature

� Sea ice cover

� Ice surface temperature
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Since the grids of the two models are not the same, the exchanged data have to be trans-
formed onto the respective destination grid via bilinear interpolation in the interior and
a distance weighted extrapolation at coastal points where the di�erent land-sea masks do
not overlap.

2.2.2 Sea ice

The thermo-dynamic sea ice growth is treated di�erently in the coupled model compared to
the stand-alone version. The heat �uxes between the atmosphere and the ocean determine
the temperature of ice surface layer Ti, with a �xed thickness of 10cm. The thermo-
dynamic growth of the ice thickness H at the ice-ocean interface is then calculated from
the conducted heat through the ice layer assuming the water temperature to be at the
freezing point Tf :

ρiL
dH

dt
= κi ·

Tf − Ti
H

−Qw (2.11)

where ρi is the ice density, L the latent heat of freezing, κi the heat conductivity of ice,
and Qw the heat �ux from water to ice.

2.3 Performed Experiments

In this work three di�erent model simulations are analyzed for the 20-year period from
1989 to 2008. Two uncoupled simulations serve as reference for the coupled simulation:
an atmosphere-only simulation, where REMO was forced with the ERA-Interim reanalysis
from ECMWF at the lateral boundaries and at the sea surface. As an ocean-only simulation
a simulation run at the Geomar is used, where BSIOM is driven with interpolated synoptic
observations from SMHI. This run is also used for the initialization of the 3-dimensional
hydrographic �eld of the coupled run. This coupled simulation also uses ERA-Interim
as lateral atmospheric forcing and its sea surface temperatures where the models are not
interactively coupled.

2.4 Observational and Reanalysis Datasets

To evaluate the model performance, a variety of di�erent datasets produced by di�erent
methods is used, originating from station observations, satellite measurements, reanalysis,
or a combination of them. All methods have their advantages and disadvantages. The
station data are interpolated onto a geographic grid where the quality of the product
depends on the density of the stations and the spatial homogeneity of the variable. The
satellite measurements may be limited by cloud cover for example. And the quality of the
reanalysis data depends both on the used model and the observations.
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The used datasets are shortly introduced in the following:

ERA-Interim The latest reanalysis dataset from the European Centre for Medium-
Range Weather Forecasts (ECMWF) is de�ned on a global grid with a resolution of 0.75°
(about 79km) (Dee et al. 2011).

NOCS NOCS Surface Flux Dataset v2.0 from the National Oceanography Centre, Southamp-
ton (NOCS). The data are based on VOS observations from the International Comprehen-
sive Ocean�Atmosphere Data Set (ICOADS) Woodru� et al. (1998); Worley et al. (2005)
They are de�ned as monthly means over the global oceans with a resolution of 1° for the
period 1973�2009 (Berry and Kent 2009).

OAFlux Objectively Analyzed air-sea Fluxes from the Woods Hole Oceanographic Insti-
tution. It uses an optimal blending of satellite retrievals and three atmospheric reanalyses
to calculate the �uxes using the COARE bulk �ux algorithm 3.0. The resolution is 1° (Yu
and Weller 2007; Yu et al. 2008). The short and longwave radiation data are taken from
ISCCP.

ISCCP International Satellite Cloud Climatology Project as part of the World Climate
Research Programme. The data are monthly means of surface variables over the global
ocean with a resolution of 1° from 1958 onwards (Zhang et al. 2004).

COREv2 Coordinated Ocean-ice Reference Experiments (CORE). The data are based
on a mixture of the NCEP reanalysis and several satellite products. They are de�ned over
the global oceans with a resolution of 1° Gri�es et al. (2009); Large and Yeager (2009).

CRU TS3.10 Climate Research Unit. The dataset consists of monthly means of in-
terpolated station data and is de�ned over the global land surface with a 0.5° resolution
Harris et al. (2013).

BSH Federal Maritime and Hydrographic Agency in Hamburg, Germany (BSH). Sea
surface temperatures are derived from infrared high-resolution data of the U.S. NOAA
weather satellite series (Siegel et al. 2006).

ASI-SSMI Sea ice concentrations computed at IFREMER by applying the ARTIST
Sea Ice (ASI) algorithm to brightness temperatures from the 85 GHz SSM/I and SSM/IS
channels. They are available for the polar regions with a resolution of 12.5km from 1992
onward Kaleschke et al. (2001); Spreen et al. (2008).
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ICES International Council for the Exploration of the Sea (ICES). This dataset consists
of temperature and salinity pro�les of the Baltic Sea from the ICES oceanographic database
compiled at GEOMAR in Kiel. Depth-speci�c CTD and bottle measurements. All avail-
able measurements between 1970 and 2010 were subsequently aggregated to monthly mean
area averages on 5m vertical resolution. Data gaps were closed by linear vertical and tem-
poral interpolation (Lehmann et al. 2014).

SMHI This dataset of the Swedish Meteorological and Hydrological Institute (SMHI)
is produced from synoptic station observations interpolated on a regular grid by using a
2D univariate optimum interpolation scheme. It is de�ned over the Baltic catchment area
with a resolution of 1° Omstedt et al. (1997).
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Chapter 3

Model Evaluation

In this chapter the model performance of the coupled and uncoupled simulations is eval-
uated by testing its ability to reproduce observed variables. For this the results of the
model simulations are compared to several observational datasets and reanalysis products
introduced in Chapter 2 over the land part of the Baltic catchment area and the Baltic
Sea surface separately.

3.1 Baltic Catchment Area

The simulated mean circulation over the Baltic region for the di�erent seasons is depicted
in Figure 3.1. The Baltic sea is located along the path of the North Atlantic storm tracks
(Leppäranta and Myrberg 2009). The circulation is strongly in�uenced by the North
Atlantic oscillation. The highest meridional pressure gradients and thus winds speeds occur
during winter. With the mean westerly circulation over the Atlantic and turning southerly
at the eastern part of the domain. Also visible is the de�ection at the Scandinavian
mountain ridge. During summer the pressure gradient is much weaker, resulting in lower
wind speeds. This allows for the development of a more local circulation with lower pressure
over the Gulf of Bothnia as an imprint of the high frequency of Baltic cyclones in that
area.

In this section, the model performance on the land part of the Baltic catchment area is
evaluated. The analysis is constraint on some basic climatic variables, namely the 2m
temperature, precipitation, evaporation, and runo�. The latter will become important
when a river routing scheme will be implemented into the model scheme to have the river
discharge consistent within the simulations.

The components of the hydrological cycle over the Baltic catchment area in regional cli-
mate models have been subject of several studies, e.g. Hagemann et al. (2004); Graham
et al. (2008); Lind and Kjellström (2009). Hagemann et al. (2004) investigated the water

17
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Figure 3.1: Mean circulation in the coupled model simulation in the Baltic region
for the di�erent seasons (winter: DJF; spring: MAM; summer: JJA and autumn:
SON) for the period from 1989 to 2008. Colors indicate the 10m wind speed, black
streamlines the mean �ow direction, and white contour lines the mean sea level
pressure at a 50mbar interval.
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and energy budget in regional climate models over Europe. They found a general over-
estimation of precipitation throughout the year except for summer. As probable reasons
they mentioned de�cits in the internal model parameterizations, such as large-scale con-
densation and convection. The annual cycle is in general well represented Graham et al.
(2008).

The atmospheric variables at the surface of the Baltic Sea in an ensemble of regional
climate simulations have been investigated by Meier et al. (2011). Precipitation over the
Baltic Sea surface is di�cult to observe. It has been addressed e.g. by Rutgersson et al.
(2001); Hennemuth et al. (2003). BSIOM in its stand-alone version has proven to simulate
the physical state of the Baltic Sea realistically (Lehmann et al. 2014).

2m Temperature

In Figure 3.2, the di�erence of the 2m temperatures of the model run to the CRU data over
the land parts of the simulated domain are shown. The highest di�erences occur during
winter with a cold bias of up to 3°C over an extended area in the eastern part of the domain
and over Scandinavia and the Finish lakes with a warm bias persisting until spring. The
cold bias might be related to the snow cover in regions with a high forest fraction, where the
surface albedo might not be calculated realistically. Because of the mainly westerly �ow,
this does not have a strong impact on the Baltic Sea itself. The reason of the warm biases
is probably the treatment of lakes in the model where the temperatures are interpolated
from the nearest ocean grid points in this model version. The implementation of a lake
module would probably strongly reduce this bias. For the rest of the year, the near-surface
temperatures are very well reproduced by the model.

The same can also be seen in the mean annual cycle and the yearly-mean time series of the
area averages over the catchment area, as shown in Figure 3.3 where the cold bias shows
up in a mean bias in the range of around 1°C.

Precipitation

The next investigated variable is precipitation. Figure 3.4 shows the monthly means of the
simulated precipitation for the di�erent seasons of the simulation period from 1989 - 2008.
The seasonal cycle is quite di�erent for land and sea: Over land, the highest intensities
occur during summer due to convection that follows closely the near-surface temperature
and thus the solar radiation. Due to the large heat capacity of the water body, over sea
the sea surface temperature has a damped seasonal cycle compared to the air temperature,
leading to a more stable atmosphere with reduced convection during spring and summer
and the opposite during autumn and winter. Also prominent are the regions with intense
orographic precipitation at the Scandinavian mountain chain and at the Alps. There are
very high intensities close to the eastern boundary which is a common feature in regional
climate simulations over Europe.
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Figure 3.2: Di�erence of the 2m temperature from the coupled simulation and the
CRU observations for the di�erent seasons over the land area of the simulation
domain for the period from 1989-2008.
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Figure 3.3: 2m temperature as mean annual cycle (left) and annual means (right)
averaged over the land part of the Baltic catchment area for the period 1989-2008.

Next, the di�erences in the seasonal behavior of the simulated precipitation over land and
sea are investigated. In Figure 3.5 the contributions from the large scale and the convective
parameterizations of precipitation in the model are shown for land and sea separately, both
for the whole domain (a) and the Baltic catchment area. This separation is actually a model
artifact, which uses di�erent parameterizations for resolved (large-scale) and subgrid-scale
(convective) processes. The large scale precipitation (dashed lines) is very similar over land
(red) and over water (blue). The main di�erences come from the convective activities (dash-
dotted lines) due to the di�erent thermal inertia. Over land the convective precipitation
peaks in July with more than 2mm per day whereas over water the highest convective
activity occurs later during summer when the atmosphere starts to cool faster than the
ocean due to the large amount of heat stored in the Baltic Sea.

Figure 3.6 depicts the di�erence between the simulated precipitation and CRU over land.
During winter and autumn the di�erences are relatively low (about 20%) and the spatial
structure has common features to the orography. The reason for this similarity might be
a too intense orographic precipitation. During spring and summer the biases are stronger
(around 40%) and are mainly caused by the convective parameterization. This is a common
problem of regional climate models. It might be a problem of double counting mesoscale
processes which are already partly resolved by the model, especially at higher resolutions
(Jones et al. 2004).

The mean annual cycle as well as the inter-annual variability are captured well by the
model simulations as shown in Figure 3.7. However, there is a quite strong wet bias of
more than 40% in summer leading to an overestimation of about 30% in the yearly mean
(Table 3.1). An investigation by Rubel and Hantel (2001) of systematic errors of rain-
gauges in the Baltic catchment area revealed an under catch of more than 20% during
winter when precipitation mainly falls as snow and minor corrections of about 5% in
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Figure 3.4: Seasonal means of the total precipitation in mm/month in the coupled
simulation over the simulation domain for the period 1989-2008.
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Figure 3.5: Mean annual cycles of precipitation averaged over the whole domain (a)
and the Baltic catchment area (b).

summer which have to be taken into account when evaluating the model output. With
these corrections in mind, there is a quite good agreement of the precipitation intensities
for the winter months suggesting that the large-scale part of the simulated precipitation
is realistic. Assuming this, the convective precipitation is overestimated by around 50%
throughout the year.

Evaporation

Another important component of the water cycle is the evaporation. Its rate depends
mainly on the availability of water at the surface, the available energy to compensate
for the related latent heat �ux, and the capacity of the lower atmospheric boundary to
take up the evaporated humidity. In the Baltic catchment area, the soil is usually moist
throughout the year. Therefore the evaporation rate closely follows the net surface solar
radiation. Because of its heterogeneity, no gridded observational datasets exit for long time
periods. Therefore only the ERA-Interim reanalyses are used as reference. The simulated
evaporation has a stronger seasonal cycle compared to ERA-Interim and is about 10%
higher on an annual basis as shown in Figure 3.8.

Surface Runo�

Figure 3.9 shows the runo� of the model runs and from ERA-Interim. Data from HELCOM
(a combination of observations and modeled data Graham (1999); Kronsell and Andersson
(2012)) from the river �ow are also shown for comparison. Note that the modeled runo�
and the river data are not comparable on a monthly time scale since the former is the
local runo� and the latter the �ow at the river mouths. In REMO, the peak during spring
due to snow melt is in April, one month earlier compared to ERA-Interim. Hagemann
et al. (2004) found a statistical relation of the surface runo� and the river discharge with
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Figure 3.6: Di�erence of total precipitation from the coupled simulation and the
CRU observations for the di�erent seasons over the simulation domain.
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Figure 3.7: Total precipitation from di�erent datasets as mean annual cycle (left)
and annual means (right) averaged over the land part of the Baltic catchment area
for the period 1989-2008.
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Figure 3.8: Evapo-transpiration as mean annual cycle (left) and annual means
(right) averaged over the land part of the Baltic catchment area for the period
1989-2008.
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Figure 3.9: Surface runo� as mean annual cycle (left) and annual means (right)
averaged over the land part of the Baltic catchment area for the period 1989-2008.

an average delay of about one month which tends to con�rm the REMO results. The
annual means are about 40% higher compared to the HELCOM data. To use the modeled
runo� as input for a coupled river routing scheme to close the water cycle within the model
domain would have a strong impact on the salinity of the Baltic Sea (Meier and Kauker
2003).

Surface water balance

Table 3.1 shows a summary of the yearly means of total precipitation, evaporation, and
runo�. For precipitation, the spread among the di�erent datasets is relatively large. The
simulated precipitation lies above this range. The inter-annual variations are very similar
however. The runo� from ERA-Interim has a large bias compared to the observations. The
water balance is not closed. The reason for this inconsistency might be the soil-moisture
nudging in ERA-Interim (Hagemann, pers. comm.). Because of the too high surface
runo�, a river routing scheme is not implemented in the coupled model system. The river
discharge into the Baltic Sea is instead prescribed from observations.

3.2 Baltic Sea surface

Next the model performance at the sea surface of the Baltic Sea is evaluated. Note that
the di�erent datasets are not always directly comparable since some of them as NOCS are
restricted to ice-free conditions. Di�erences in the land-sea masks resulting from di�erent
resolutions can also lead to considerable di�erences.
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Table 3.1: Surface water balance over the Baltic catchment area for the period
1989-2008. Shown are the annual means and their standard deviations for
precipitation, evaporation, and runo� in mm/year.

Precipitation Evaporation Runo�

E-OBS 598 ±53 - -
CRU 637 ±46 - -
ERAI 703 ±49 451 ±11 415 ±45
SMHI 646 ±46 - -

HELCOM - - 236 ±26
REMO/BSIOM 841 ±51 500 ±15 338 ±41

REMO 834 ±52 493 ±17 337 ±40

3.2.1 Atmospheric variables

2m temperature

The 2m temperature is in�uenced by both the large-scale atmospheric situation and the sea
surface temperature. In the model it is an interpolation between the surface temperature
and the �rst model level using the stability functions described in section 2.1.1.
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Figure 3.10: 2m temperature as mean annual cycle (left) and annual means (right)
averaged over the Baltic sea surface (excluding Kattegat and the Danish Straits) for
the period 1989-2008.

Figure 3.10 shows the mean annual cycle and the annual-mean time series of the 2m tem-
peratures for the period from 1989 to 2008. During winter, the results from the coupled
model simulation are within the range of the other datasets. During spring, the temper-
atures derived from the simulations are increasing more slowly than the others. Several
explanations are possible for this: di�erent stability parameterizations of the atmospheric
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boundary layer, and/or lower advection of heat from land to the Baltic Sea. During sum-
mer and autumn, the model has a warm bias of about half a degree. These di�erences will
be discussed later in 3.2.2.

Regarding the di�erent observational datasets, NOCS shows too high temperatures during
winter due to the restriction of the data to ice-free conditions. During spring they are
similar to the modeled temperatures. The SMHI temperatures are colder during winter and
warmer during spring than the other datasets. This probably comes from the extrapolation
of the synoptic observations situated mainly over land. Apart from a relatively constant
o�set, the inter-annual variations is quite similar in the simulations and the observational
datasets.

Speci�c humidity
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Figure 3.11: Speci�c humidity as mean annual cycle (left) and annual means
(right) averaged over the Baltic sea surface (excluding Kattegat and the Danish
Straits) for the period 1989-2008.

The speci�c humidity is strongly related to the 2m temperature that determines the sat-
uration vapor pressure according to the Clausius�Clapeyron relation. It also depends on
other factors like the evaporation, the atmospheric stability, and the advection. The mean
seasonal cycle and the annual means of the speci�c humidity over the Baltic Sea are de-
picted in Figure 3.11. The annual cycle resembles to that of the 2m temperatures. But
there is a larger spread among the di�erent datasets. The year-to-year variations do not
correlate very well with temperature showing the importance of the other factors men-
tioned. It is very similar among the di�erent datasets with a nearly constant bias along
the years. Similarly to the 2m temperature the coupled models shows the highest values
in speci�c humidity during the summer period. The SMHI data have the lowest values
throughout the whole year. Again, this might be due to the use of land stations where the
relative (and thus the absolute) humidity is typically lower.
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Figure 3.12: Precipitation as mean annual cycle (left) and annual means (right)
averaged over the Baltic sea surface (excluding Kattegat and the Danish Straits) for
the period 1989-2008.

Figure 3.12 shows the mean annual cycle and the yearly means of precipitation averaged
over the surface area of the Baltic Sea for the period from 1989 to 2008. Consistently in
all datasets, a distinct annual cycle is visible, with its minimum at about 40mm/month per
month during spring and its maximum at about 80mm/month in late summer and autumn.
This can be explained by the large heat capacity of the water masses of the Baltic Sea
that causes a delayed annual cycle of the SSTs compared to the near-surface temperatures
of the atmosphere, which are in�uenced by the large-scale advection of heat. During
spring the atmosphere warms up faster than the water, which leads to a high stability of
the atmospheric boundary layer and thus reduced convective activity, and in the end less
convective precipitation. During late summer when the atmosphere starts to cool down,
the opposite e�ect with a relatively unstable boundary layer and enhanced convective
precipitation occurs. This peak coincides with the maximum of large scale precipitation
during autumn.

This behavior is di�erent compared to the precipitation over the land part of the catchment
where the surface temperatures are in phase with the near-surface air temperatures. There
the highest convective activity is in mid-summer (see Figure 3.7). Compared to the ob-
servations, the model shows good skills in reproducing the inter-annual variability, with a
wet bias of about 20% as seen previously in the analysis of the precipitation for the whole
catchment area. The coupled model simulates more precipitation than the stand-alone
REMO in summer due to the higher SSTs (see 3.2.2) and thus more convection.
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Figure 3.13: Evaporation as mean annual cycle (left) and annual means (right)
averaged over the Baltic sea surface (excluding Kattegat and the Danish Straits) for
the period 1989-2008.

Evaporation

The evaporation rate is depicted in Figure 3.13. It is determined by the di�erence in
vapor pressure at the surface and the atmosphere, the wind speed and the atmospheric
stability (compare Equation 2.2). Due to its dependence on the stability of the atmospheric
boundary layer, the evaporation rate shows a similar annual cycle as precipitation, but with
stronger variations since large-scale e�ects are less important. The coupled model agrees
well with the observations, except during summer when it shows enhanced evaporation.
This can be explained by the higher SSTs. BSIOM has an even stronger bias because of
the low speci�c humidity in the prescribed SMHI observations that cannot react to this
enhanced evaporation as seen in the coupled simulation. In contrast to the coupled run,
the evaporation rate of the uncoupled REMO simulation is signi�cantly lower compared to
ERA-Interim during spring and summer. The di�erence in the 2m speci�c humidity can
probably only partly explain this.

Net freshwater �ux

The di�erence between precipitation and evaporation gives the net freshwater �ux to the
Baltic Sea. It has a direct impact on the salinity and also on the strati�cation as it
represents a buoyancy �ux due to the lower density of the fresh water. As can be seen in
Figure 3.14, there are considerable di�erences among the datasets. Most of them (except
CORE2) have a distinct annual cycle with a minimum during late summer when the
evaporation rate has its maximum.

Table 3.2 shows the averages over the simulation period from 1989 to 2008 of precipitation,
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Figure 3.14: Precipitation minus Evaporation as mean annual cycle (left) and
annual means (right) averaged over the Baltic sea surface (excluding Kattegat and
the Danish Straits) for the period 1989-2008.

Table 3.2: Surface water balance over the Baltic Sea (excluding Kattegat and the
Danish Straits) for the period 1989-2008. Shown are yearly means and their standard
deviations for precipitation, evaporation and the resulting freshwater �ux. Units are
mm/year.

Precipitation Evaporation P - E

NOCS - 427 ±32 -
SMHI 582 ±52 - -
CORE2 622 ±57 450 ±40 173 ±68
ERAI 606 ±52 499 ±40 107 ±59
OAFlux - 474 ±40 -

REMO/BSIOM 742 ±52 497 ±39 245 ±58
REMO 719 ±55 460 ±39 259 ±58
BSIOM 583 ±52 571 ±42 11 ±66
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evaporation and their di�erences. This �uxes will become important for the closure of the
water budget of the Baltic Sea in Chapter 4.

Surface Pressure & Atmospheric Circulation
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Figure 3.15: Surface pressure as mean annual cycle (left) and annual means (right)
averaged over the Baltic sea surface (excluding Kattegat and the Danish Straits) for
the period 1989-2008.

The mean sea-level pressure somehow represents the large-scale atmospheric situation. All
datasets show a distinct mean annual cycle with maxima in May and September (Figure
3.15). Except for the NOCS dataset, there exists a quite good agreement for the annual
cycle as well as the annual means of sea-level pressure, apart from a constant o�set.

For the turbulent surface �uxes the near-surface wind speed is very important. In the
Baltic region, wind speed is determined by cyclonic activity and related changes in the air
pressure (Leppäranta and Myrberg 2009). Figure 3.16 shows the mean annual cycle and
the yearly-mean time series of the 10m wind speed averaged over the Baltic Sea surface for
the simulation period. The near-surface wind speed has a strong annual cycle with high
velocities of about 8m/s during winter and lower values of about 5-6 m/s in summer. The
inter-annual variability is relatively low with annual means around 6.8 ±0.2m/s.

The di�erent datasets agree within a range of 1m/s, except for OAFlux which shows much
lower velocities during spring and summer.

The velocities in the coupled simulation are very similar to those existing in the ERA-I
forcing dataset but with a slight shift in the seasonal cycle towards earlier months. The
di�erences might partly come from di�erences in the stability of the atmospheric boundary
layer.

For BSIOM the neutral 10m wind calculated from the geostrophic wind as described in
Bumke and Hasse (1989) is shown, not taking the stability corrections into account. This is
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Figure 3.16: 10m wind speed as mean annual cycle (left) and annual means (right)
averaged over the Baltic sea surface (excluding Kattegat and the Danish Straits) for
the period 1989-2008.

the reason for the shift in the annual cycle with higher velocities during winter and spring
when the marine atmospheric boundary layer (MABL) is relatively stable and lower values
during late summer and early autumn when the MABL tends to be unstable.

The NOCS velocities deduced from ship observations are slightly higher than the other
datasets.

3.2.2 Oceanic variables

Sea Surface Temperature

The SST is the most relevant variable to evaluate the performance of the coupled model
system. It is determined by several factors. The most important ones are the �uxes
between the ocean and the atmosphere. The surface heat �uxes a�ect the water masses
within the mixed-layer depth which is mainly determined by mechanical wind mixing from
wind and convective processes. For the SST di�erent kinds of observations are available:
measurements from satellites, ships and buoys. Figure 3.17 shows the mean annual cycle
and the yearly-mean time series of the SSTs averaged over the Baltic Sea area (excluding
Kattegat). Overall, the coupled model shows a reasonable seasonal cycle (left) and also the
inter-annual variability is captured well. During winter, the SSTs lie within the range of
the observations. During the heating period from May to August, however, there exists a
warm bias of about 1°C. The reason for this is mainly based on the too shallow thermocline,
which will be explained later. In the spatial distribution of the SST (not shown), the values
of the coupled simulation are larger in summer near the coast. The reason is the coarser
resolution of the atmospheric grid in REMO compared to the oceanic grid, since the surface
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Figure 3.17: Sea surface temperature as mean annual cycle (left) and annual means
(right) averaged over the Baltic sea surface (excluding Kattegat and the Danish
Straits) for the period 1989-2008.

�uxes are calculated in REMO. The 4th-order dependence of the thermal upward radiation
is problematic in this context and leads to larger SSTs in shallow areas (Döscher et al. 2002).

There is a relatively large spread among the observational datasets, especially during winter
where the NOCS SSTs show more than 1°C larger temperatures than the other datasets.
Most of this deviation is due to the assembling of the NOCS data based on ice-free condi-
tions only (Berry and Kent 2009).

The satellite observations from the BSH indicate colder SSTs during winter and slightly
warmer during summer. The cold bias might come from the fact that the measurements
are taken under cloud-free conditions. The warm bias during summer might come from
a diurnal thermocline in the upper layer leading to relative large di�erences between the
skin temperature measured by the satellite and the bulk SST. The plot of the yearly-mean
time series shows that the di�erences disappear from the year 2003 on.

It is worth to note that the simulated SSTs are a clear improvement compared to the
old BALTIMOS model system, where Bennartz et al. (2009) found a generally too weak
seasonal cycle with a delayed heating during spring. This bias to higher SSTs during winter
lead to an underestimation of the ice extend.

Sea Ice

Sea ice is another important variable. Since ice can only form when the water temperature
falls below the freezing point, it is very sensitive with regard to the SST. This leads to a
high inter-annual variability.

In Figure 3.18 the sea-ice fraction is depicted. The annual cycle is well simulated with the
start of the freezing in December, the maximum ice extend in March, and the end of the
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Figure 3.18: Sea ice concentration as mean annual cycle (left) and annual means
(right) averaged over the Baltic sea surface (excluding Kattegat and the Danish
Straits) for the period 1989-2008.

ice period in May. However, the simulated ice-covered area is overestimated by about 60%.
The year-to-year changes are also in good agreement with the observations. The results
from the coupled run and the uncoupled BSIOM run are very similar indicating that the
sea ice cover is mainly determined by the parameterization of the sea-ice dynamics which
are identical in the two simulations.

The SSM/I observations su�er from the contamination of the satellite observations from
land areas (Bennartz 1999; Maaÿand Kaleschke 2010). This can lead to an arti�cial detec-
tion of ice near the coast. Therefore there is an arti�cial extended sea ice period in this
dataset.

In contrast to the old version of BALTIMOS where the sea ice concentrations were highly
underestimated, there is an improvement over the old model system with too little ice
extent and motion (Bennartz et al. 2009). The results are very sensitive to some key
parameters in the sea-ice model. Some simple sensitivity simulations applying changes
for these parameters indicate the possibility to improve the sea-ice representation in the
model. Although this is beyond the scope of this project it seems worthwhile to mention
it.

Temperature and Salinity

Figure 3.19 shows the mean salinity of the Baltic Sea for the simulation period from 1989
to 2008 (averaged over the whole basin excluding Kattegat and the Danish Straits). The
coupled model simulation is drifting towards a freshwater lake.

Since the river discharge is identical in the two simulations, the reason for the di�erences
must come from the atmospheric �uxes at the surface. One possibility is the enhanced
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Figure 3.19: Mean salinity of the Baltic Sea averaged over the whole basin
excluding Kattegat and the Danish Straits derived from di�erent model simulations.

net freshwater �ux in the coupled simulation compared to the uncoupled one as was found
in Section 3.2. To investigate the in�uence of the freshwater �ux on the salinity in�ow,
a sensitivity study for the year 1989 has been conducted where the precipitation in the
coupled model was arti�cially reduced by one third to get a net freshwater �ux similar
to that in the uncoupled BSIOM simulation. The mean salinity averaged over the whole
basin of the Baltic Sea of the three simulations is shown in Figure 3.20. It can be deduced
that the di�erences in the freshwater �ux can at least partly explain the reduced salinity.
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Figure 3.20: Mean salinity for the year 1989 of the coupled model (red), the
uncoupled BSIOM (black) and from a sensitivity experiment with an arti�cial
reduction of the precipitation over the Baltic Sea (green).



3.2. Baltic Sea surface 37

ICES subdivisions

To evaluate the model performance area averages of the vertical pro�les are compared to
observations from the ICES database. The ICES subdivisions for the Baltic Sea are shown
in Figure 3.21.

Figure 3.21: Map of the Baltic Sea showing the ICES subdivisions of the Belt, the
Sound, and the Baltic Sea (from
http://www.fao.org/�/�gis/area/data/assets/images/faoarea27_3.jpg).

Figure 3.22 shows the mean annual cycle of the area-averaged temperature pro�le for the
ices region 28. The di�erence plot shows that the thermocline is too shallow during spring
and summer leading to too high surface temperatures and too low temperatures just below
the thermocline. During autumn the mixed-layer depth seems to deepen too rapidly.

In Figure 3.23 a comparison of the salinity pro�les is shown. In the ICES area 25 close to
the entrance of the Baltic Sea the bottom salinity decreases quickly in the model simulation.
A strong strati�cation is only visible during strong in�ow events. This leads to a too low
in�ow of highly saline water into the basins of the central Baltic Sea where the salinity
decreases steadily (3.23b).

3.2.3 Sea level

On decadal time scales, the mean sea level (MSL) in the Baltic Sea is mainly in�uenced
by the global sea level rise and the uplift of the land due to the post-glacial rebound.

The mean sea level and its variability of the Baltic Sea basin is in�uenced by several
factors. Samuelsson and Stigebrandt (1996) developed a model to calculate the barotropic
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Figure 3.22: Comparison of temperature pro�les

�ow through the narrow channels of the Danish Straits with the Kattegat using the sea
level di�erence between the Kattegat and the Baltic Sea.

The sea level Figure 3.24 shows the monthly mean time series of the sea level at Landsort
for the period from 1989-2008 from the coupled model simulation (blue line) and from
observations (red line). The modeled sea level follows the observations quite closely on a
monthly time scale. This shows that the method of using the BSI to de�ne the external
forcing in the North Sea works quite well. The extreme values are a bit overestimated
however. This is also visible in the spectral representation of the daily time series shown
in Figure 3.26.

Since the sea level at Landsort is a good estimator of the mean sea level of the whole
Baltic Sea, its daily changes can be seen as a good measure of the water exchange with
the North Sea through the Danish straits. A comparison of the daily changes from the
model simulation and from observations is depicted in Figure 3.25. The model seems to
reproduce the observations adequately indicating that the barotropic exchange between the
Baltic and the North Sea is simulated realistically. This means that the reduced salinity
in�ow must have other reasons like a wrong baroclinic �ow or wind stirring in the Danish
straits or the Kattegat.

EOF analysis of the sea level

In order to investigate the spatial variations, an EOF-analysis from the daily values of the
simulated sea surface elevation has been performed (Janssen 2002). The spatial patterns
and the explained variability of the �rst three principle components is shown in Figure
3.27.
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Figure 3.23: Comparison of salinity pro�les
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Figure 3.24: Time series of the monthly-mean sea level at Landsort for the period
from 1989-2008 from the coupled model simulation (blue line) and from observations
(red line)
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Figure 3.25: Histogram of the daily change in sea level at Landsort for the period
from 1989-2008. The model simulation is shown in blue and the observations in red.
TODO:Bin size??
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Figure 3.26: Coherence and power spectra of the modeled sea level and observations
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Figure 3.27: EOF analysis of daily sea level time series from the coupled model
simulation for the period from 1989-2008.
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The �rst principal component has the imprint of an open basin where the sea-level os-
cillations are in phase in the whole Baltic Sea with the amplitude increasing with the
distance from the entrance area. It explains about 75% of the total variability and almost
all variability at the node of the �rst seiche oscillation of the Baltic Sea (Neumann 1941).

3.3 Conclusions

In this chapter, the ability of the model system to reproduce some observed variables has
been evaluated. Over land REMO simulates the 2m temperatures reasonably well with a
cold bias of up to 3°C in the eastern part of the domain during winter which might be
related to the surface-albedo parameterization for snow-covered forests. The simulations
also show warm biases over the Finish lakes and in the Scandinavian mountain ridge. An
implementation of a lake model would probably help to reduce these biases.

More problematic for a potential regional earth system model is the overestimation of
precipitation of about 30%. Potential reasons are a too high horizontal moisture �ux in
the forcing boundary data from ERA-Interim. Also the convection parameterization might
play a role. These issues have to be solved before the next step toward of a full regional
earth system model by including a river routing scheme to close the water cycle within the
model domain.

The simulated SSTs are in relative good agreement with the observations. From May to
August the temperatures are about 1°C too high which could be explained by a too shallow
seasonal thermocline. Therefore the parameterization of turbulence is another important
topic that needs further improvement in the model system.

The seasonal cycle and the inter-annual evolution of the sea ice cover is simulated realis-
tically, with a considerable overestimation of the ice extend of about 60% however. The
reason is probably that the ice is too rigid in the model.

The major de�ciency of the model system is the inability to simulate the salinity correctly.
In the current con�guration the Baltic Sea seems to drift toward a fresh-water lake. Parts
of the weak salinity in�ow can be explained by the high net precipitation over the Baltic Sea
in REMO. Given the horizontal and vertical resolution of the model, one can probably not
expect to resolve the complex process of salt exchange su�ciently. A pragmatic solution
could be the arti�cial deepening of the entrance area. Other approaches are the nesting
of a model with higher resolution at the channels (Tian et al. 2013) or adoptive grids
(Hofmeister et al. 2011). To make the model system usable for longer simulations this
problem has to be solved �rst.

The barotropic �ow and connected to it the variability of the sea level are simulated
realistically. The model could be used for sea-level-change studies.
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Chapter 4

Water & Energy Budget of the

Baltic Sea

4.1 The BALTEX box

Figure 4.1: Schematics of the three components of the Baltic earth system and the
coupling among them: atmosphere, continental surfaces and Baltic Sea. E
evaporation, P precipitation, F in- and out�ow through the Danish Straits, H heat
and energy �ux at the air-sea and air-land interfaces, including radiation, L lateral
heat exchange with the atmosphere outside the Baltic catchment area, R river runo�,
W wind stress at the sea surface. Adapted from Omstedt and Nohr (2004); IBS
(1995).

The topic of this chapter are the water and energy cycles of the Baltic Sea. This was one of
the major topics in BALTEX Raschke et al. (2001). Several studies have been conducted
using observations or numerical models.

45
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Due to its semi-enclosed nature, the Baltic Sea is almost in thermo-dynamic balance with
the atmosphere (Omstedt and Rutgersson 2000).

Figure 4.1 shows the BALTEX box IBS (1995) illustrating the three main components of
the earth system of the Baltic catchment area and its interaction among them. The focus
of this work lies on the Baltic Sea itself. The sea ice has been included into the budget
because of the variety of di�erent processes involved in ice freezing and melting, like ice
growth in open water or melting of ice that is advected to warmer areas. This is di�erent
to other studies like those of Omstedt and Rutgersson (2000) or Omstedt and Nohr (2004)
where the cryosphere was not part of the budget.

The Baltic Sea is connected with the atmosphere above through the radiative and turbu-
lent heat �uxes, evaporation and precipitation, and wind stress, to the land part of the
catchment area through the river discharge, and to the North Sea through the in- and
out�ows via the Danish Straits. In the following all �uxes and their contribution to the
energy and mass budgets of the Baltic Sea are investigated.

Meier and Doscher (2002) investigated the water and energy cycles in the coupled model
system RCAO.

4.2 Surface Fluxes at the Baltic Sea

The most important components are the �uxes at the air-sea interface of the Baltic Sea.
The mean annual cycles and yearly-mean time series averaged over the Baltic Sea surface
(excluding Kattegat and the Danish Straits) are analyzed by comparing the coupled and
uncoupled simulations to the observational and reanalysis datasets. Note that the compar-
ison of the area averages might hide considerable di�erences on smaller scales like coastal
e�ects for example (Hagedorn et al. 2000).

The �uxes of BSIOM in the uncoupled con�guration have been compared with observations
in Rudolph and Lehmann (2006).

4.2.1 Heat Fluxes

As mentioned above, the budget of the Baltic Sea including sea ice is investigated. There-
fore the analyzed �uxes are those at the atmosphere-water and atmosphere-ice interface
respectively.

Solar radiation

The solar irradiance is the most important driver of the climate system. Due to its location
at high latitudes of the Baltic Sea with its northern part almost lying at the polar circle,
the solar irradiation at the Baltic Sea surface has a very strong seasonal cycle. The strong
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Figure 4.2: Net surface solar irradiance as mean annual cycle (left) and annual
means (right) averaged over the Baltic sea surface (excluding Kattegat and the
Danish Straits) for the period 1989-2008.

dependence on cloud cover causes a relative high variability on various time scales. The
mean annual cycles and the annual means for the simulation period from 1989-2008 are
shown in Figure 4.2. The di�erent datasets show a remarkable spread of more than 20 W

m2

in summer resulting in di�erences of about 10 W
m2 in the annual means with the model

results sitting at the lower end of the spread. There seem to be two families. The di�erent
products use di�erent methods to calculate the radiation including full radiative transfer
model and fully empirical parameterizations, but cloud cover is the most important factor
for all of them. However, cloud cover is not a very well de�ned quantity. Its mean annual
cycle and the yearly means are depicted in Figure 4.3. It also shows a distinct annual cycle
with high coverage during winter and lowest values in summer as well as a relatively high
inter-annual variability. Here again, there are two groups of data with a lower cloud cover
of the two REMO simulations and ERA-Interim. This somehow counterintuitive since
REMO also has the lowest irradiation which emphasizes the importance of the di�erent
radiation models. The reason of the relatively low correlation between the annual means
of cloud cover and solar irradiance is that the latter is mainly determined by the cloud
cover in summer.

Thermal radiation

The thermal radiation is a net �ux resulting from a downward �ux from the atmosphere
and an upward �ux from the sea surface following Stefan-Boltzmann's law.

The mean net thermal radiation averaged over the Baltic Sea (excluding Kattegat and the
Danish Straits) is depicted in Figure 4.4. The di�erent datasets di�er quite strongly in
both the annual cycle (left) and the yearly means (up to 15 W/m2) (right). They also show
large di�erences in the inter-annual variability.
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Figure 4.3: Cloud cover as mean annual cycle (left) and annual means (right)
averaged over the Baltic sea surface (excluding Kattegat and the Danish Straits) for
the period 1989-2008.
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Figure 4.4: Net surface thermal radiation as mean annual cycle (left) and annual
means (right) averaged over the Baltic sea surface (excluding Kattegat and the
Danish Straits) for the period 1989-2008.
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The upward and downward components are analyzed separately. For this, only the ERA-
Interim reanalysis is used as reference. The upward thermal radiation is depicted in Figure
4.5 and the downward component in Figure 4.6.

The upward radiation in the coupled simulation is slightly higher during summer compared
to the stand-alone REMO simulation which comes from the higher SSTs. Due to their
common SSTs, the upward radiation is almost identical in the uncoupled REMO simulation
and ERA-Interim. In the uncoupled BSIOM simulation, the upward radiation is lower than
in the coupled simulation by about 6W/m2 despite the very similar SSTs. This is due to
the lower emissivity of water in BSIOM of σ = 0.985 compared to σ = 0.997 in REMO.

Regarding the downwelling thermal radiation, the coupled and uncoupled values in REMO
are almost the same showing that it is determined by the large-scale atmospheric conditions.
In BSIOM the radiation is about 10 W/m2 lower which is almost constant throughout the
di�erent years. The mean annual cycle is also di�erent with largest deviations during
winter. Except in winter, the downward radiation from ERA-Interim is considerably lower
compared to the REMO simulations with di�erences of up to 15 W/m2 in spring. These
di�erences originate most likely from di�erences in the vertical structure of temperature
and humidity.
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Figure 4.5: Upward thermal radiation as mean annual cycle (left) and annual
means (right) averaged over the Baltic sea surface (excluding Kattegat and the
Danish Straits) for the period 1989-2008.

The temporal averages of the the components are given in Table 4.1.

Sensible heat �ux

Figure 4.7 shows the sensible heat �uxes. It is determined by the temperature di�erence of
the sea surface and the lower atmospheric boundary layer, the near-surface wind speed, and
the stability of the atmospheric boundary layer (as parameterized in Equation 2.2). The
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Figure 4.6: Downward thermal radiation as mean annual cycle (left) and annual
means (right) averaged over the Baltic sea surface (excluding Kattegat and the
Danish Straits) for the period 1989-2008.

Table 4.1: Temporal means and its standard deviations of the net (LWR), upward
(LWU), and downward thermal radiation (LWD) in the model simulations for
1989-2008.

LWR LWU LWD

ERAI -58.0 ±2.0 -353.9 ±2.6 295.8 ±3.2
REMO/BSIOM -51.5 ±1.9 -355.1 ±2.9 303.6 ±3.3

REMO -50.5 ±1.7 -353.9 ±2.8 303.4 ±3.2
BSIOM -55.4 ±2.2 -349.0 ±3.2 293.5 ±2.8
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Figure 4.7: Sensible heat �ux as mean annual cycle (left) and annual means (right)
averaged over the Baltic sea surface (excluding Kattegat and the Danish Straits) for
the period 1989-2008.
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Figure 4.8: Di�erence in 2m temperature and SST as mean annual cycle (left) and
annual means (right) averaged over the Baltic sea surface (excluding Kattegat and
the Danish Straits) for the period 1989-2008.

highest �uxes occur during winter. Then the temperature di�erence is largest, the wind
speed highest and the atmosphere is most unstable. Therefore both the mean annual cycle
and the annual means closely follow the di�erence of the 2m temperature and the SST as
shown in Figure 4.8. The �uxes in REMO and REMO/BSIOM are similar, also to those in
ERA-Interim and NOCS. The similarity with ERA-Interim is surprising, considering the
di�erences in the annual cycle in the air-sea temperature di�erence.

In Figure 4.8 it can be seen that in REMO and REMO/BSIOM the di�erences between
the T2m and the SSTs are very similar despite their di�erent SSTs. Both agree also very
well with the di�erence in the NOCS dataset. Since the respective T2m and SST in REMO
and NOCS are rather di�erent and measured independently in NOCS, this tends to give
some con�dence to the REMO results.

Latent heat �ux

The other turbulent heat �ux is the latent heat �ux associated with evaporation and
sublimation of water and ice. Its rate depends on the water vapor pressure di�erence
between the surface and the lower atmospheric boundary layer, the near-surface wind speed,
and the stability of the atmospheric boundary layer. It is depicted in Figure 4.9. It has
a distinct annual cycle with its lowest rates during spring when warmer air advected from
land sits over the still quite cold sea surface which leads to a relatively stable atmosphere.
During autumn, the opposite situation occurs with high SSTs leading to a high vapor
pressure at the sea surface and also to a relatively unstable boundary layer. BSIOM shows
the highest evaporation rates during summer among all datasets due to its high SSTs and
the low speci�c humidity of the SMHI observations (Figure 3.11). Here again, it might
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Figure 4.9: Latent heat �ux as mean annual cycle (left) and annual means (right)
averaged over the Baltic sea surface (excluding Kattegat and the Danish Straits) for
the period 1989-2008.

play a role that these observations are mainly derived from synoptic stations over land.

Total energy �ux

Figure 4.10: Total heat �ux at the surface in the coupled model simulation as
temporal mean over the simulation period from 1989 -2008.

Figure 4.10 shows the mean total energy �ux in the coupled simulation for the period
1989-2008. Blue colors indicate a mean energy �ux from the ocean to the atmosphere and
red colors from the atmosphere to the ocean. In the central Baltic Sea a clear east-west
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gradient exists. This is mainly caused by the mean surface circulation transporting warm
water northward at the east coast leading to relatively higher SSTs and vice versa at the
west coast. The upwelling regions along the Swedish coast are also clearly visible. The
colder SSTs enhance the heat uptake of the ocean there. In the Gulf of Finland there is a
similar circulation-caused dipole pattern.
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Figure 4.11: Net surface heat �ux as mean annual cycle (left) and annual means
(right) averaged over the Baltic sea surface (excluding Kattegat and the Danish
Straits) for the period 1989-2008.

Figure 4.11 shows the mean annual cycles and the yearly means of the total energy �ux
averaged over the Baltic sea surface. There is a quite large spread among the di�erent
observational/reanalysis datasets both in the annual cycle and in the yearly means of more
than 20 W

m2 .

A strong inter-annual variability is also visible. Prominent is the drop from the year 2000
to 2001 of about 20 W

m2 . The main di�erences between this years lie mainly in the sensible
and latent heat caused by a much larger temperature di�erence between the atmosphere
and the ocean. In 2001 the atmosphere is relatively colder (compared to 2000) than the
ocean surface below (Figure 4.8). This leads to a more unstable atmosphere and thus to
enhanced turbulent �uxes.

Table 4.2 shows the surface energy balance over the Baltic Sea (excluding Kattegat) for
the period 1989-2008. One has to keep in mind that the di�erent datasets are not fully
comparable. NOCS is de�ned for the ice-free ocean for example. The di�erent land-sea
masks might also lead to considerable di�erences. One cannot expect the energy budget
of the atmosphere-ocean interface to be closed especially not at shorter time scales when
variations of the total heat content of the Baltic Sea play a role. Heat transport related
to the exchange with the North Sea has to be considered, as well as the heat of the river
discharge to mention the most important factors. A detailed analysis of the full energy
budget is shown in Section 4.8. For ERA-Interim Berrisford et al. (2011) found a surface
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Table 4.2: Surface energy balance over the Baltic Sea (excluding Kattegat) for the
period 1989-2008. Shown are the annual means and the standard deviation of the
total �ux, the net solar radiation (SWR), the net thermal radiation (LWR), the
sensible heat �ux (SHF), and the latent heat �ux (LHF). The �uxes are de�ned as
positive downwards in W

m2 .

Total Flux SWR LWR SHF LHF

NOCS 13.8 ±3.7 112.2 ±2.9 -54.1 ±1.2 -10.5 ±2.8 -33.9 ±2.5
CORE2 -8.9 ±7.4 103.4 ±4.0 -57.5 ±3.5 -19.2 ±3.1 -35.6 ±3.2
ERAI 4.6 ±6.8 110.9 ±2.6 -58.0 ±2.0 -8.7 ±3.3 -39.5 ±3.2
OAFlux 6.7 ±7.0 103.1 ±3.6 -44.9 ±3.4 -13.9 ±3.8 -37.6 ±3.1

REMO/BSIOM 1.6 ±6.1 102.9 ±2.8 -51.5 ±1.9 -10.5 ±2.7 -39.3 ±3.1
REMO 5.0 ±7.1 102.2 ±2.8 -50.5 ±1.7 -10.3 ±2.9 -36.4 ±3.1
BSIOM -3.3 ±6.0 114.5 ±4.2 -55.4 ±2.2 -16.9 ±3.5 -45.3 ±3.4

energy imbalance over water of 6.9 W
m2 globally.

Even in the coupled model there is a small imbalance of the atmospheric heat �uxes of
more than 1 W

m2 . In the following the fate of this remainder is investigated.

4.3 Exchange North Sea - Baltic Sea
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Figure 4.12: Water exchange of the Baltic Sea with the North Sea through the
Danish Straits (blue line) and its associated heat �ux (green line) for the period from
1989 to 2008 as mean annual cycle (left) and annual means (right).

Model of the sea level & exchange with North Sea

The (change of the) mean sea level of the Baltic Sea is mainly determined by the change
of the water mass which is the sum of the �ow through the Danish Straits, the freshwater
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supply from the rivers, and the precipitation minus evaporation Lisitzin (1967). Other
factors like thermal expansion and salinity contraction are negligible at least on an annual
time scale (Stigebrandt 2001; Omstedt et al. 2004).

A
dhB
dt

= Q+Qf (4.1)

where hB is the sea level in the Baltic Sea, A the surface area of the Baltic Sea, Q the
exchange between the Baltic Sea and the North Sea, and Qf the net freshwater supply.

The barotropic �ow Q through the Danish Straits can be modeled from the di�erence in
sea level ∆h between the two sides of the channel using a simple model from Stigebrandt
(1980):

Q2 =
1

Φ
∆h (4.2)

where Φ is a strait-speci�c coe�cient of the �ow resistance.

A linear regression analysis to estimate the simulated barotropic �ow using the sea-level
di�erence between the Kattegat and the Baltic Sea has been performed. A resistance
coe�cient of Φ = 5.6 · 10−10s2/m5 leads to a correlation of 86%. This means that this
simple model can explain about 74% of the variability. When the wind stress at the
Kattegat is included, even 85% of the variability can be explained.

4.4 Rivers

Due to the large catchment area of the Baltic Sea compared to its surface river discharge
plays a key role in the physical system. The total river discharge with an average of about
450 km3/year corresponds to approximately 2% of the total volume of the Baltic Sea. Besides
its water mass, the river discharge carries a certain amount of heat. In the model the rivers
do not have a temperature de�ned, yet. The model therefore attributes the sea surface
temperature at the location of the river mouth which might deviate considerably from
the actual temperature. Even the state-of-the-art discharge models only consider the mass
�ow. They represent a considerable heat �ow, however. Figure 4.13 shows the mean annual
cycles and the annual means of the river discharge and its associated heat �uxes in the
coupled model simulation from 1989 to 2008. Due to the strong annual cycle of the SSTs
(and thus the assumed temperatures of the rivers), the advected heat �ux has its peak in
summer and not in May when the volume discharge has its maximum. However, they are
highly correlated on an inter-annual time scale. The mean heat �ux is 1.2±0.2W/m2 and
the mean temperature of the rivers is 7.5°C ±0.4°C.
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Figure 4.13: River discharge (blue line) and its associated heat �ux (green line)
from all rivers �owing into the Baltic Sea (excluding Kattegat and the Danish
Straits) for the period from 1989 to 2008 as mean annual cycle (left) and annual
means (right).

4.5 Precipitation & Evaporation

Precipitation and evaporation play an important role in both the water and energy bal-
ances. The associated mass/volume �uxes have already been discussed in Section 3.2.

Concerning the energy budget: Besides the heat change related evaporation, the latent
heat due to the phase change of liquid or frozen water to vapor, there is also a heat �ux
associated with the mass �ux of the water that occurs at a certain temperature. Since
precipitation and evaporation more or less balance each other, the resulting net �ux is
relatively small.

Another �ux is the latent heat related to snow that falls onto the water or the ice where
it melts immediately or after the underlying ice has melted. In the coupled simulation
snow fall amounts to about 97 ± 24 mm/year. This corresponds to a latent heat �ux of
Fsnow = −0.9± 0.2W/m2. In the coupled model, however, only total precipitation is passed
to the ice-ocean part, not distinguishing between rain and snow. Thus precipitation is
only considered as snow when it falls onto ice and the air temperature is lower then 0°C.
Precipitation falling on open water is always considered as rain. Figure 4.14 depicts the
latent heat �ux associated with snow fall into the Baltic Sea. Shown are both the simulated
snow fall REMO (dashed lines) and what BSIOM diagnoses as snow (solid lines). In the
simulation this still corresponds to a latent heat �ux of Fsnow = −0.3± 0.1W/m2.

4.6 Storage changes

The mean sea level exhibits large seasonal and inter-annual variability. The associated
changes in the total water volume are very important for the investigation of the water
budget of the Baltic Sea, as Lehmann and Hinrichsen (2001) have stated.
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Figure 4.14: Latent heat �ux related to snow fall into the Baltic Sea (excluding
Kattegat and the Danish Straits) for the period from 1989 to 2008 as mean annual
cycle (left) and annual means (right). Dashed lines indicate the snow fall as in
REMO, solid lines diagnosed snow in BSIOM.

The mean sea level is depicted in Figure 4.15. There is a distinct annual cycle with maxima
during winter and summer and minima during spring and autumn. It seems to correlate
highly with the annual cycle of the mean sea level pressure (see Figure 3.15 on page 32).
Also the annual mean time series resemble each other. (The inverse barometric e�ect can
only explain around 15%). This shows the close connection of the atmospheric circulation
(which mainly determines the sea level) and the surface pressure.
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Figure 4.15: Mean sea level of the Baltic Sea (excluding Kattegat and the Danish
Straits) for 1989 -2008 as mean annual cycle (left) and annual means (right).

The mean heat content is shown in Figure 4.16 as an equivalent temperature, where the
latent heat of freezing from ice and snow is subtracted. The di�erences to the actual
temperature are actually only minor and reach up to 0.1°C during the simulation period.

As mentioned earlier, the Baltic Sea is in close blanc with the atmosphere above. For this
reason the changes in the total heat content are closely following the heat �uxes at the sea
surface as shown in Figure 4.11 on page 53. In Section 4.8 it will investigate how close
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Figure 4.16: Mean equivalent temperature of the Baltic Sea (excluding Kattegat
and the Danish Straits) for 1989 -2008 as mean annual cycle (left) and annual means
(right).
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Figure 4.17: As in Figure 4.16 but for the change in the total heat content
converted into a mean �ux over the Baltic sea surface area.
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they actually are and where possible di�erences come from.

4.7 Closure of the Water Budget

The Baltic Sea water balance follows from the conservation of volume Omstedt and Rut-
gersson (2000):

As
dzs
dt

= Qi −Qo + (P − E)As +Qriv −Qice +Qrise +QT +QS +Qg (4.3)

where As is the surface area of the Baltic Sea, zs the averaged water level, Qi and Qo the
in- and out�ows through the Danish straits, P and E the precipitation and evaporation
rates, Qriv the river (and direct) runo� , Qice the volume change due to ice advection
through the Danish straits, Qrise the volume change due to land uplift, QT and Qs the
volume changes due to thermal expansion and salt contraction, and Qg the ground water
in�ow.

The last �ve terms on the right-hand side are small compared to the total volume changes
(Omstedt and Nohr 2004) (and not in the model anyway) and thus not considered in the
analysis. The main components of the water budget of the Baltic Sea are summarized in
Table 4.3.

Table 4.3: Mean water balance of the Baltic Sea (excluding Kattegat and the
Danish Straits) in km3/year. The �ows are denoted as storage change As

dzs
dt , in�ows

Qi, out�ows Qo, precipitation P , evaporation E, Baltic sea surface area As, and river
dischargeQriv.

As
dzs
dt Qi −Qo Qi Qo (P − E)·

As

P ·As E ·As Qriv

-9
±155

-550
±174

1156
±108

1706
±136

96
±22

287
±20

191
±14

447
±50

4.8 Closure of the Energy Budget

With the major components presented now, it should be possible to close the energy balance
of the Baltic Sea. Sea ice contributes as negative heat since energy is needed for melting.
The total heat content H of the Baltic Sea is then:

H =

ˆ
ρwcpTdVw −

ˆ
ρiLfdVi +

ˆ
ρicp,iTdVi (4.4)
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Figure 4.18: Water budget

where ρw and ρi are the densities of water and ice (which is assumed to be constant
ignoring slight dependencies on temperature and salinity), cp and cp,i the speci�c heat of
water and ice, T the temperature, Lf the latent heat of freezing (neglecting the slight
salinity dependence), and Vw and Vi the volumes of the water body and the ice. Eventual
snow cover is added to the ice volume.

dH

dt
= Fh + (Fi − Fo) + Friv + Fprec + Fsnow + Fice (4.5)

where Fh is the net surface heat �ux from the atmosphere to the open water, Fi and Fo

the heat �uxes associated with in- and out�ows through the Danish straits, Friv the heat
content of the river discharge, Fprec the heat �ux associated to rain, Fsnow the latent heat
due to snow fall, and Fice the latent heat �ux related to in- and out�ow of ice through the
Danish Straits.

In the analysis, advection of sea ice through the Danish Straits is neglected. The individual
components and the standard deviations of the yearly means for the simulation period
from 1989 to 2008 are given in Table 4.4. Almost all factors are within the same order of
magnitude of around 1W/m2.

The right hand side of Equation 4.5 sums up to 1.4W/m2, compared to a total heat change
of 0.9W/m2. This means that about 0.5 W/m2 are missing in the balance which could be
considered as being small. However this would accumulate to a di�erences of the mean
temperature of about 1.3°C over the 20 year period. One reason for this unbalance could be
that energy conservation is violated regarding the sea ice temperature. Numerical e�ects
or simply model errors could also play a role.
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Figure 4.19: Energy budget

Table 4.4: Energy budget of the Baltic Sea (excluding Kattegat and the Danish
Straits) in the coupled simulation for the period from 1989 - 2008 in W/m2. The �uxes
are denoted as storage change dH

dt , surface heat �ux Fh, heat �ux associated with in-
and out�ows Fi and Fo, heat �ux associated with precipitation and evaporation Fprec

and Fevap, advected heat from river discharge Friv, latent heat from snow fall Fsnow.

dH
dt Fh Fi − Fo Fi Fo Fprec −

Fevap

Fprec Fevap Friv Fsnow

0.9
±6.1

1.6
±6.1

-1.2
±0.5

3.4
±0.3

-4.7
±0.6

0.1
±0.1

0.8
±0.1

0.7
±0.1

1.2
±0.2

-0.3
±0.1
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4.9 Conclusions

In this chapter the BALTEX box has been revisited and the water and energy cycles of
the Baltic Sea have been analyzed.

It could be shown that the coupled model is able to reproduce the radiative and turbulent
�uxes at the surface of the Baltic Sea (despite its de�cits with respect to the salinity). As
the other heat �uxes are relatively small, the change in the total heat content of the Baltic
Sea water/ice system has to be almost balanced by these surface �uxes. In the analysis,
this is only the case for the coupled model simulation. The other simulations and datasets
seem to su�er from some inconsistencies. In the uncoupled atmospheric simulation, the
prescribed SSTs act as an in�nite heat reservoir which allows the energy conservation being
violated.

Unfortunately, it was not possible close the heat budget of the Baltic Sea completely,
leaving a small residual heat �ux unexplained. One can still conclude, however, that one
cannot generally assume that occasional imbalances in the radiative and turbulent heat
�uxes at the sea surface are balanced by the exchange with the North Sea through the
Danish Straits, since the associated heat �ux is almost balanced by the advected heat from
the river discharge. The latter and other factors as the latent heat in snow fall should be
considered as well.

Further the analysis con�rms that the Baltic Sea is almost in thermo-dynamic balance
with the atmosphere on decadal time scales. In order to use the model system for a
detailed analysis of the heat budget the inconsistencies regarding snow fall and ice should
be removed.



Chapter 5

Di�erences between the Coupled and

the Stand-Alone Version

In this chapter the in�uence of the coupling on the atmosphere is analyzed. The di�erences
come from the interactively calculated SSTs, sea ice cover and sea ice temperature. In the
uncoupled simulation the SST, SIC and SIT are from ERA-Interim that are originally at a
resolution of around 70km and interpolated to the model resolution (and extrapolated at
coastal grid points where the land sea masks do not overlap). The analysis begins with the
presentation of these di�erences and then evaluates how these di�erences a�ect the above
atmosphere. The process of physical upwelling will be discussed separately.

5.1 Temporal mean

SST

The di�erences in SST between the coupled and uncoupled simulation for the di�erent
seasons for the simulation period from 1989 to 2008 are shown in Figure 5.1. During
winter the coupled simulation is colder along the coastline with di�erences about 1°C and
warmer in the inner parts. During spring the SSTs agree very well. During summer
the coupled simulations has a higher SSTs almost everywhere especially at the coastline
with di�erences up to 3°C. The main reason is that the �uxes are calculated on the grid of
REMO with a resolution of about 18.6km which is much coarser than the BSIOM grid with
a resolution of about 2.5km. The �uxes are thus calculated on grid boxes that aggregate
around 55 grid boxes of BSIOM neglecting the variations at the grid scale of the ocean.
This is problematic for the upward thermal radiation with its fourth order dependence on
SST. This e�ect is especially relevant for shallow areas near the coast and occurs almost

63
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Figure 5.1: Di�erence in SST between coupled and uncoupled run for the
simulation period 1989-2008.
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all along the coastline. The only exception is the upwelling region at the Southern coast of
Sweden where the SST is colder in the coupled simulation. In autumn the the SST agree
fairly well.

Sea ice cover

Figure 5.2: Di�erence in SIC between coupled and uncoupled run for the
simulation period 1989-2008.

The sea ice cover is also simulated within the interactively coupled area. The di�erences
between the two simulations are also mainly in the coastal areas of the Gulf of Bothnia
and the Gulf of Finland with higher concentrations in the coupled model simulation as
depicted in Figure 5.2.
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Figure 5.3: Di�erence in surface temperature between coupled and uncoupled run
for the simulation period 1989-2008.

Surface temperature

Sea ice cover is an important element for the air-sea interactions. Where the temperature
of the open water is limited to the freezing point of the water, the temperature of the sea ice
does not have this constraint and can fall far below 0°C. It can also drastically change the
dynamic roughness length of the surface. In areas with higher SICs in the coupled model,
the surface temperatures can di�er more strongly as in the Northern Bay of Bothnia where
the surface temperatures are up to 5°C lower compared to the temperatures deduced from
ERA-Interim (Figure 5.3).
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Figure 5.4: Di�erence in 2m temperature between coupled and uncoupled run for
the simulation period 1989-2008.
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2m temperature

Figure 5.4 shows the di�erences in 2m temperature between the coupled and uncoupled
REMO simulation. Due to its tight coupling to the surface temperature, the di�erence in
2m temperature basically shows a spatially smoothed pattern of the surface temperature
di�erences (with lower absolute di�erences).

Near-surface wind speed

Figure 5.5: Di�erence in 10m wind between coupled and uncoupled run for the
simulation period 1989-2008.

The dampened response of the atmospheric temperature di�erences compared those of the
surface has a direct impact on the stability of the atmospheric boundary layer. Higher
surface temperatures lead to a reduced stability (or increased instability), which increases
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the momentum transport toward the surface, and thus to higher near-surface wind speeds.
The opposite holds for colder surface temperatures. The resulting di�erences in the 10m
wind speed are depicted in Figure 5.5. As consequence the di�erences in the near-surface
wind speed have the same pattern as those of the surface temperatures. These di�erences
have di�erent origins: The increased velocities over the higher surface temperatures can
be at least partly considered as an artifact because of the coarse resolution of the heat
�uxes, especially of the thermal radiation. The reduced velocities over the upwelling region,
however, result from a dynamical e�ect, that is not su�ciently represented in the uncoupled
simulation. This feedback process will be investigated later in this chapter.

Surface Fluxes

Figure 5.6: Di�erence in total surface �ux between coupled and uncoupled run for
the simulation period 1989-2008.

The di�erences in the surface �uxes basically follow those of the SSTs as can be seen in
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Figure 5.6.

5.2 E�ect of Coastal Upwelling

In this chapter the process of coastal upwelling in the model system is investigated. Up-
welling is one of the most important physical processes in the Baltic Sea. Due to its strong
strati�cation, it is important for vertical mixing and can replenish the surface layers with
nutrients which is important for the primary biological productivity (Svansson 1975). A
review is given by Lehmann and Myrberg (2008).

Observational studies using in-situ measurements have been conducted for example by
Palmén and Laurila (1938); Hela (1946); Sjöblom (1967); Walin (1972b,a); Svansson (1975).
These were spatially and temporally limited. When satellite measurements were available,
spatial studies became feasible, e.g. Horstmann (1983); Gidhagen (1987); Bychkova and
Viktorov (1987). Satellite observations are only available under clear-sky conditions. A
useful tool to �ll the observational gaps are numerical model. Studies have been performed
e.g. by Fennel and Seifert (1995); Jankowski (2002); Lehmann et al. (2002); Myrberg
and Andrejev (2003). The uncoupled version of BSIOM has shown to simulate the main
upwelling regions of the Baltic Sea correctly(Lehmann et al. 2012).

The e�ect of SST on mesoscale wind anomalies for the Californian upwelling system was
investigated by Boé et al. (2011) using a regional coupled model. They found that upwelling
considerably a�ects the coastal circulation even in the presence of complex orography.
Gurova et al. (2013) investigated the in�uence of upwelling on the wind stress in SAR
satellite observations and in an uncoupled simulation of BSIOM. The aim of the present
analysis is to investigate a possible feedback of the upwelling-induced SST changes onto
the atmosphere.



5.2. E�ect of Coastal Upwelling 71

5.2.1 Physical mechanism

Figure 5.7: Schematic of wind-induced currents in an elongated basin (from Krauss
and Brügge (1991))

Figure 5.8

The upwelling process can be divided into two parts, an active phase and a relaxation
phase (Zhurbas et al. 2008). The dynamic phase can conceptually be described as the
response of a strati�ed elongated basin to constant wind along the the coast (Krauss and
Brügge 1991):

The wind stress causes an Ekman transport in the direction of 90° to the right. This
causes an o�shore transport on that side where the sea sits on the right-hand side of the
wind direction and a decrease in sea level at the coast. The surface water is then mainly
replaced by waters from deeper layers. A reverted downwelling process occurs on the
opposite side of the coast. During the strati�ed season, and when the upwelling is strong
enough, also relatively colder water from below the thermocline can reach the surface,
creating horizontal temperature (and thus density) gradients. The o�shore extend of the
a�ected region is scales by the internal Rossby radius, which varies within the range from
1.5 to 10 km depending on the thermal strati�cation (Fennel et al. 1991).

The inclination of the sea level and the horizontal density gradients create barotropic and
baroclinic coastal jets along both coasts in wind direction and a slow compensating �ow
in the central area of the basin. The coastal jets are meandering along the coast as Kelvin
waves, being de�ected by coastal irregularities (Lehmann and Myrberg 2008).

After the active phase, the relaxation phase starts and lasts until the SST anomaly disap-
pears. During this phase the dynamic upwelling process including the sea surface anomalies
is over, but the SST anomalies still exist. The coastal jet is only baroclinically driven. Due
to baroclinic instabilities, �laments, squirts and whirls are often formed, contributing to
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the horizontal mixing and thus the relaxation of the temperature anomaly (Zhurbas et al.
2008).

5.2.2 Upwelling Regions

Figure 5.9: Main upwelling regions in the Baltic Sea after Bychkova et al. (1988)

Due to its complex coastline coastal upwelling can be caused by winds from almost all
directions on di�erent locations of the coast. Bychkova et al. (1988) classi�ed the main
upwelling regions in the Baltic Sea according to speci�c large-scale circulation patterns as
shown in Figure 5.9.

5.2.3 Detection Method

An automatic upwelling detection algorithm similar to Lehmann et al. (2012) has been
developed to detect upwelling from daily SST maps. They calculated a zonal anomaly by
subtracting the zonal mean for each latitude. Upwelling was detected when the anomaly
exceeded a �xed threshold (2°C worked best). This method has its limitations when the
zonal mean is mainly calculated parallel to the coast as in the Gulf of Finland, and when
there is a temperature gradient between the coastal areas and the open sea. To tackle the
�rst problem, the zonal mean is smoothed over 50 grid boxes before it is subtracted. The
second problem is reduced by calculating the anomaly to all grid points with approximately
the same distance to the coast. Upwelling is detected when the negative anomaly is lower
than −5°C. The advantage of this method is that it only uses only temperature of a single
SST map. Thus it is insensitive to missing data for example.
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5.2.4 Spatial upwelling distribution

This method was applied to the daily SSTs on the BSIOM grid from the coupled simulation.
The seasonal mean occurrence frequencies are depicted in Figure 5.10. With the thermal
strati�cation as a prerequisite, the highest frequencies occur in summer. In summer, the
major upwelling regions at the Swedish coast of the Baltic Proper are well represented with
upwelling frequencies of up to 30%. In the Bothnian Bay o�-shore upwelling is relatively
frequent with frequencies above 10%. This upwelling is driven by wind-stress curl and not
the topic of this work. In winter, the algorithm falsely detects upwelling due to ice cover,
especially in narrow and shallow bays as between Öland and the Swedish mainland (which
represents an arti�cial bay in the model) and in the Gulf of Riga. The following analysis
is therefore restricted to the period from March until October.

Figure 5.10: Detected upwelling frequency using a threshold of 5°C for the di�erent
seasons.

The following analysis focuses on upwelling region 3. This region is chosen because of its
relatively long strait coastline in North-South direction where adequate northerly winds
can cause upwelling a�ecting a relatively large area (not too frequently to dominate the
local oceanic circulation). In this area, the upwelling season lasts from May to September
with highest frequencies in July when on average upwelling is detected in 20% of the time
(Figure 5.11a). These events occur irregular in time as they are very sensitive to suitable
strati�cation and wind conditions. During the simulation period from 1989 to 2008, 47
individual upwelling events are detected with an average length of around 8 days. The
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distribution of the duration is depicted in Figure 5.11b. About one third of the events is
only detected on a single day. The longest event lasts for 41 days. In the following, both
the temporal mean situation and the temporal evolution of the upwelling situations are
analyzed.
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Figure 5.11: Statistics for detected upwelling in region 3: The annual cycle of the
upwelling frequency (left) and the histogram of the length of the upwelling events
during March to October (right)

5.2.5 Temporal Mean

The temporal mean of all days when upwelling is detected during the simulation period
are calculated. As consequence, events of longer duration have a higher weight.
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Figure 5.12: Sea surface temperature (left) and the corresponding anomaly (right)
for detected upwelling in region 3 during the period from 1989-2008.

The mean SST for all days when upwelling is detected in area 3 during the period from
1989 to 2008 is depicted in Figure 5.12a. The upwelling area is clearly visible. The
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picture becomes even clearer when the anomaly to a climatology is regarded. The latter
is calculated by averaging over all julian days of the 20-year period for which upwelling
is detected at least at one day during this period. These anomalies are about -3°C along
the coast. Upwelling in this region also seems to coincide with upwelling at the southern
coast of the Gulf of Finland and along the coast of Germany and Poland. This shows that
certain circulation types can trigger upwelling in several regions as stated by Bychkova
et al. (1988). Also visible are the positive temperature anomalies at coasts opposite to the
upwelling areas. This shows that the Baltic Sea behaves as an elongated strati�ed basin as
explained in Krauss and Brügge (1991). They stated that upwelling has to be considered
as a 3-dimensional process that also a�ects the opposite coast and the central area of the
basin.

Figure 5.13: Mean near-surface circulation for detected upwelling in area 3 during
the period from 1989-2008

The mean atmospheric circulation during detected upwelling is depicted in Figure 5.13.
The upwelling is associated with anti-cyclonic circulation caused by high pressure over the
North Sea and the Baltic Sea. Note that this is only the mean circulation. The actual
circulation that causes an upwelling event can look completely di�erent, including cyclonic
circulation.
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Figure 5.14: Di�erence between SST and 2m temperature (left) and the
corresponding anomaly (right) for detected upwelling in region 3 during the period
from 1989-2008.

The question is whether the reduced SST has an in�uence on the atmosphere above. The
colder SST leads to an increase of the sensible heat �uxes from the atmosphere to the
ocean, which causes a reduction of the near-surface temperatures (not shown). However,
the atmospheric temperature response is not as strong as that of the SST, because of
advection for example. The di�erence between the 2m temperature and the SST is shown
in Figure 5.14a. Over the upwelling region, the air is warmer than the underlying sea
surface which increases the stability of the atmospheric boundary layer. A more stable
boundary layer leads to a reduced momentum transport from the free atmosphere to the
surface. This leads to a lower near-surface wind speed (Sweet et al. 1981). The wind speed
anomaly for detected upwelling in area 3 is depicted in Figure 5.15. Over the upwelling
region the velocities are considerably lower than the climatological mean with di�erences
of up to 1m/s above the coldest SSTs at the coast. This has to be compared with an only
slight negative anomaly over the una�ected regions of the Baltic Sea which comes from the
speci�c weather conditions that lead to the upwelling process.
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Figure 5.15: 10m wind speed anomaly for detected upwelling in region 3 during the
period from 1989-2008.

Di�erences coupled-uncoupled

To separate the local e�ect of the change SST on the near-surface simulation more clearly
from the large-scale in�uence, the comparison to the uncoupled REMO simulation is used,
since both simulations have basically the same large-scale circulation. It has also been
shown how the climatological di�erences in the SSTs cause di�erences the near-surface
winds via the stability e�ects. Here, the di�erences in the anomalies during upwelling
are examined (5.16). The SST di�erence reach up to -4°C, whereas the 2m temperature
response is only about half the magnitude. The resulting higher di�erence in the di�erence
between the 2m temperature and the SST are the reason for the lower wind speed of up
to 0.6m/s in the coupled simulation all along the east coast of the Baltic Proper.

5.2.6 Temporal Evolution

To investigate the temporal evolution of the upwelling e�ects, the 61 day periods including
30 days before and after the initial detection of the individual upwelling events are investi-
gated. The analysis is done at a point in the upwelling region with a strong response. The
time series of all upwelling events are temporally averaged. For comparison, a climatology
is calculated in the same way as for the temporal means in the previous section. The
time series for both the coupled and uncoupled REMO simulation for several variables are
shown in Figure 5.17.

Before the average upwelling event, the SST is increasing faster than the climatology
developing a positive anomaly of about 1.5°C. During the active phase of the upwelling
events, the SST drops then by more than 2.5°C within two days. During the relaxation
phase afterwards, the SST is rising quickly towards its climatological value. This phase
lasts on average about two weeks.
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Figure 5.16: Temporal mean di�erences between the anomalies of the coupled and
the uncoupled simulations in SST (a), 2m temperature (b), the di�erence between
the 2m temperature and the SST (c), and 10m wind (e) for detected upwelling in
region 3 during the period 1989-2008.
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The near-surface wind is the main driver in the dynamical process of coastal upwelling.
Before the upwelling event, the wind speed is relatively low with values of about 1m/s

below its climatological mean. This favors the development of a relatively shallow mixed-
layer depth which as consequence causes relatively fast rising SSTs. The upwelling event
is then triggered by a strong wind pulse from North of more than 8m/s immediately before
and during the upwelling process. During the relaxation phase, the velocities fall again
below its climatological mean. As already mentioned, this anomaly is partly a large-scale
phenomenon. The e�ect attributed to the enhanced stability of the atmospheric boundary
layer can be seen in the di�erences between the coupled and uncoupled simulations. During
the phase with reduced SSTs, the 10m wind speed is signi�cantly lower in the coupled
simulation. The anomaly of the di�erence between the 2m temperature and the SST as
an indicator of the atmospheric stability is shown in Figure 5.18. During the phase with
reduced SSTs, these di�erence reach up to 1°C and cause considerably lower wind speeds
up to 0.8m/s immediately after the upwelling event as shown in Figure 5.19.
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Figure 5.18: Anomaly of the di�erence between the 2m temperature and the SST
for the coupled (blue line) and uncoupled (red line) simulation (left) and the
di�erence between the two simulations (right) for detected upwelling in region 3
during the period 1989-2008.

5.3 Conclusions

In this chapter, the di�erences between the coupled and uncoupled simulations has been
investigated. The interactive coupling mainly a�ects the atmosphere above the Baltic Sea
surface. The di�erent SSTs directly a�ect the turbulent heat �uxes between the ocean and
the atmosphere and thus the near-surface air temperature. This as consequence changes the
stability of the atmospheric boundary layer and therefore the vertical momentum transport
from the free atmosphere toward the surface. This results in considerably di�erent near-
surface wind speeds.
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Figure 5.17: Time series of several variables for detected upwelling in region 3 for
the period 30 days before and after an upwelling event has been detected initially.
The depicted variables are the SST (a), the 10m wind speed (b) , and its U- and
V-component (c) and (d), and the 2m speci�c humidity (e). Blue lines indicate the
coupled simulation, red lines the uncoupled atmospheric simulation. Solid lines stand
for the mean time series of all upwelling events detected during the period from
1989-2008 and dashed lines indicate the corresponding climatological time series.
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Figure 5.19: Di�erence of the anomalies of the 10m wind speed from the coupled
and the uncoupled simulation for detected upwelling in region 3 during the period
1989-2008.

The process of coastal upwelling has been investigated in the coupled model system. A
statistical method has been applied to detect upwelling from SSTs. It could be shown that
the model is able to reproduce the major upwelling regions of the Baltic Sea realistically.
The underlaying processes have been investigated for one upwelling region at the East coast
of the Baltic Proper. The atmospheric conditions to trigger upwelling are as expected from
Ekman's theory. It has also been investigated how the changed SSTs feed back on the
atmospheric circulation via changes of the stability of the atmospheric boundary layer. It
has been shown that the near-surface wind speed is considerably reduced over the upwelling
region. This feedback is only represented in a coupled regional climate model.
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Chapter 6

Conclusions & Outlook

6.1 Conclusions

In this thesis, the water and energy cycles of the Baltic Sea have been investigated using a
coupled regional climate model. For this purpose, the regional atmospheric model REMO
has been coupled to the Baltic Sea ice ocean model BSIOM, using the coupling interface
of the existing model system BALTIMOS.

The model system was used to downscale the ERA-Interim reanalysis data for the period
from 1989 to 2008. A comparison with several observational datasets showed that the model
is able to reproduce the atmospheric climate in the Baltic Sea region quite realistically.
However, precipitation was overestimated by about 30%. Due to the high sensitivity of
the Baltic Sea to fresh-water input, this bias can be seen as problematic, especially when
the simulated runo� should be used as input for a river routing scheme in a regional earth
system model with an internally closed water cycle. This bias is a common feature for
regional climate model simulations over Europe (Jones et al. 2004). This problem might
be at least partly explained by the use of parameterization which were originally developed
for global climate models with a much coarser resolution. The regional model might resolve
mesoscale processes which leads to unrealistic e�ects when the parameterizations are not
adjusted adequately.

Concerning the simulations of the Baltic Sea itself, the model showed an ambivalent per-
formance. The model is able to reproduce the annual cycle of the SST fairly well, with
only slightly too high values in summer. This bias is related to a too shallow mixed-layer
depth during spring and summer, which in turn is determined by the vertical turbulent
mixing. Turbulence is a rather complicated process, especially in the Baltic Sea with its
complex bathymetry, and strati�cation. It is one of the most important ongoing research
topics for the Baltic Sea. Also the evolution of the sea ice is reproduced rather realistically,
with a considerable overestimation of the sea ice extend however. An optimization of the
parameters for the sea ice dynamics could lead to a considerable improvement, considering
the realistically simulated SSTs during winter.

83
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In contrast to the stand-alone simulation of BSIOM, the coupled model is not able to sim-
ulate the salinity correctly. The in�ow of high saline water from the North Sea through the
Danish Straits is too weak in general; especially so called major in�ows are not simulated.
Here again, the turbulent mixing is one of the key factors. The too high net freshwater
�ux due the exceeding precipitation is also partly contributing. This issue has to be solved
before the model can be used for longer simulations including climate change studies.

The model is able to reproduce the main upwelling regions in the Baltic Sea during the
strati�ed season adequately. A potential feedback has been investigated, namely the sta-
bility e�ect of the reduced SST over the upwelling regions on the near-surface wind speed.
This e�ect leads to a considerable reduction of the 10m wind speed in the order of 0.5m/s

during upwelling phases. This shows the importance of the coupling for short-term wind
forecasts, which is essential with regard to the o�shore wind-energy plans.

The answers to the major research questions are the following:

� How large are the major components in the water and energy cycles of the Baltic
Sea?

Due to the reasons mentioned above, the water cycle is not represented adequately in the
coupled model simulations. The energy cycle is simulated realistically. Only in the coupled
model simulation, the heat budget is almost closed on longer time scales, with an imbalance
of about 1.6W/m2at the sea surface over the simulation period that go from the atmosphere
into the ocean. This agrees well with values from other studies as Omstedt and Rutgersson
(2000); Omstedt and Nohr (2004); Meier and Doscher (2002). The uncoupled simulations
and the observational and reanalysis datasets su�er from inconsistencies regarding the
energy cycle. One major reason is the prescribed SSTs, which lead to missing feedbacks.
This study tries to explain the imbalance of the heat �uxes. A large part (0.9W/m2) is
stored as additional heat. The common explanation was that the remainder is advected
through the Danish straits into the North Sea. In the present study, this advective �ux
amounts to 1.2W/m2. However, this �ux is completely balanced by the heat �ux that is
advected with the rivers that �ow into the Baltic Sea. The latent heat �ux associated
with snow fall was identi�ed to contribute considerably to the heat balance in the order
of 1W/m2. Due to inconsistencies, it only contributed with about 0.3W/m2 in the model
simulation. About 0.5W/m2 could not be explained in the total heat budget. This could be
considered as being small, but it would lead to a temperature increase of more than 1°C
within 20 years. It has also to be compared to the anthropogenic radiative forcing which
is estimated to be about 2.3W/m2 globally (Stocker et al. 2013). A reason for this could be
that energy is not conserved in the sea-ice treatment.

� How does the interactive coupling of a Baltic Sea ocean model a�ect the regional
climate simulation?
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The interactive coupling mainly a�ects the atmosphere above the Baltic Sea surface. The
di�erent SSTs directly a�ect the turbulent heat �uxes between the ocean and the at-
mosphere and thus the near-surface air temperature. This changes the stability of the
atmospheric boundary layer and therefore the vertical momentum transport from the free
atmosphere toward the surface. This results in considerably di�erent near-surface wind
speeds.

� What is the added value of the coupled model compared to the stand-alone version?

It depends on the speci�c question and the involved temporal and spatial scales whether
the higher cost of the coupled model is justi�ed. The added value is generally con�ned
to the lower atmosphere directly above the sea surface and does not a�ect much the land
part of the Baltic catchment area apart from the coastal areas. For simulations of the past
climate, as in this work, only a coupled model can represent some important processes like
coastal upwelling acting on short time scales and high spatial gradients, since the spatial
and temporal resolution of the observations does not allow to capture those. For climate
change studies, where no observations of the sea surface conditions are available and the
resolution of GCMs is too coarse to resolve the Baltic Sea adequately, a coupled regional
model is necessary to represent the air-sea interactions in this area.

6.2 Outlook

In order to get a more comprehensive understanding of the physical system of the Baltic
Sea, the further step is the development of the coupled model towards a regional earth
system model. This includes the implementation of a river routing scheme. Before, the
problem of the extensive precipitation has to be solved. For this, an in-depth analysis
of the whole water cycle in the atmospheric model is necessary to investigate the com-
plex interplay of all relevant processes like evaporation, atmospheric vapor transport etc.
This should be done by a holistic approach including process studies using models and
observations and model inter-comparisons.

In order to use the coupled model system for climate change studies, it should be improved
with respect to the following aspects: The model should be able to simulate the salinity
more realistically. In this context, the vertical mixing and thus the turbulence parametriza-
tion plays an important role. The questions remains whether the salinity dynamics can
be resolved in a model covering the whole Baltic Sea with constant resolution of if other
methods as local grid re�ning are necessary. The simulation of sea ice should also be im-
proved since it is over-estimated in the current model con�guration. Also the conservation
of energy with respect to sea ice and snow fall should be guaranteed. This could be done
by either an improvement of the current parameterization or the implementation of the
thermo-dynamic sea ice model from the uncoupled version of BSIOM.
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Further studies of the investigated feedbacks in the atmosphere-ocean interactions would
be interesting, for example, how the resolved feedback of the upwelling onto the wind
a�ects the upwelling dynamics in the ocean model. The role of the thermocline dynamics
for the short-term variability of near-surface winds are another example.
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