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Abstract

In this paper we model the dynamics of 100 years long monthly price series of eight non-ferrous and

precious metals. Applying the state space framework we impose and identify two common factors related

to non-ferrous and precious metals, respectively, which exhibit quite distinct autoregressive dynamics.

The preferred two common factor specifications outperform single common factor approaches which are

usually used in the current literature. Furthermore, we provide interpretation for the extracted common

factors by investigating their exposure to the major macroeconomic fundamentals.
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1 Introduction

The assessment of commodity price dynamics is of much importance for understanding global economic

activity. The dramatic increase in commodity prices during the last decade renewed interest in modeling

their behavior (cf. Humphreys 2010, Arezki et al., 2014). Metals constitute an important subset of non-

agricultural and non-fuel commodities, which are related to both real economy due to business cycles (cf.

Cashin et al. 2002, Akram 2009, Erten and Ocampa 2013) and monetary issues (cf. Frankel 2008, Ham-

moudeh and Yuan 2008, Arango et al. 2012). This study elaborates a state space specification for the 100

years long monthly time series of non-ferrous and precious metals, with the major aim to find an appro-

priate dynamic representation. In particular, we investigate whether a model with two common factors is

more suitable for an adequate assessment of metal dynamics than the commonly used single common factor

specification.

Metal price series are typically characterized by the following stylized features: they share common

trends (cf. Jerrett and Cuddington 2008, Roberts 2009, Byrne et al. 2013); exhibit outliers as sharp price

peaks (Deaton and Laroque 1992, Cashin and McDermott 2002) and are strongly cross- and autocorrelated.

These empirical properties of metal series should be incorporated into a formal model framework. In the

current literature (Labys et al. 1999, Lombardi et al. 2012, Byrne et al. 2013) a class of linear factor

models with a single common and several idiosyncratic (individual) factors is mainly exploited in order to

reflect all these characteristics with the exception of individual peaks. The common factor is responsible

for the joint dynamics of the series whereas individual factors are introduced in order to cope with residual

autocorrelation (Labys et al. 1999). The obtained empirical results indicate that the extracted common

factor is positively correlated to the major macroeconomic fundamentals such as industrial production,

consumer or stock prices, and negatively correlated with real interest rates.

Despite the popularity of the single common factor models, there are both theoretical (cf. Kose et al.

2004, Bernanke et al. 2005) and empirical (cf. Lombardi et al. 2012) arguments which indicate that a single

common factor may not always be sufficient for a full description of the economic system. For example,

2



a separation between real (e.g., industrial production) and nominal (inflation-related) economic indicators

suggests that there should be at least two factors in order to describe the dynamics of metal price series.

Another motivation for introducing the second common factor is the evidence that production and monetary

shocks in the global economy have quite different impact on metal prices (cf. Belke et al. 2010, 2013).

For these reasons we consider a set of linear state space models with two common factors. The benchmark

model as in Labys et al. (1999) and Vansteenkiste (2009) with a single common and several individual

factors (states) is contrasted to more general approaches presuming two common factors with a number of

individual factors. Since some parameters of these general models appear to be insignificant, we introduce

zero restriction on factors loadings in order to find a suitable but parsimonious specification. A natural way

to impose such zero restrictions on common factor loadings is to group non-ferrous (colored) and precious

metals, which is motivated by the structure of their correlation matrix. We estimate all models by means

of the Kalman filter approach both for the full sample (100 years) and for two subsamples (50 years each)

in order to check the robustness of the obtained results.

Our findings support the necessity to introduce the second common factor for a better assessment of

metal price development according to both log-likelihood and AIC/BIC. The second common factor, which

is related to precious metals, exhibits quite distinct autoregressive dynamics compared to the first common

factor. Both factors are positively correlated, moreover, some idiosyncratic factors are still necessary in

order to remove remaining residual autocorrelation. The subsample analysis shows that the single common

factor appears to be sufficient for the turbulent first half of the 20th century, whereas two common factors

are necessary in the much more calm and peaceful second half of the sample characterized by a substantial

increase in international trade.

Furthermore, we investigate empirically the relation of the extracted (filtered) common factors to macroe-

conomic fundamentals. We discover that the first common factor is more related to the industrial production

and Standard & Poor’s 500 index, whereas the second common factor is positively correlated to oil prices and

consumer price index. This finding implies that macroeconomic fundamentals representing real economy are
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more related to the first (non-ferrous metals) factor, whereas the second (precious metals) factor is mostly

correlated with monetary variables. Thus, our results underscore the necessity of two common factors for

modeling dynamics of metal prices.

The rest of the paper is organized as follows. In Section 2 we present the dataset and provide the

descriptive analysis. In Section 3 we introduce linear state space models with common and idiosyncratic

factors. The estimation results are provided in Section 4 where we also investigate the relationship between

the extracted common factors and the major macroeconomic variables. Section 5 concludes the paper.

2 Data Description

We consider a unique dataset of eight non-ferrous and precious metal price series, which can be naturally

divided in two groups of five non-ferrous (tin, zinc, lead, copper and aluminum) and three precious (gold,

silver, platinum) metals. Our study is focused on modeling metal price dynamics over a long period of

time which starts in 1910 and ends in 2011 with 1224 monthly observations in total. This data length is

an advantage compared to the earlier studies which are mostly restricted to the history of the recent 50-60

years (as Labys et al. 1999 and Vansteenkiste 2009) or are based on yearly data frequency (as Byrne et

al. 2013 and Lombardi et al. 2012). The detailed information about the data sources is provided in the

Appendix.

Since the price series of interest seem to be integrated of order one, we calculate monthly returns by

building the first log differences as in Lombardi et al. (2012). This transformation removes possible long-

run cointegration relations from the data which are studied by Issler et al. (2014). Hence, we concentrate on

modeling of the joint short- and medium-run dynamics of metal prices. Additionally, we standardize return

series by subtracting the full sample means and dividing by the full sample standard deviations as it is

commonly done in factor analysis. The same transformation is conducted for the considered macroeconomic

series, namely the U.S. industrial production (ip), Standard & Poor’s 500 index (sp500), oil price (oil),

consumer price index (cpi) and the real interest rate (int). The important full sample descriptive statistics
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for all metal and macroeconomic series are provided in Table 1, whereas the autocorrelation plots of the

(standardized) first log differences of metal prices are shown in Figure 1. The pairwise full sample correlations

between all time series are reported in Table 2.

[Table 1 (descriptive stats), Table 2 (correlations), Figure 1 about here.]

The metal series exhibit pronounced autocorrelation, which appears to be of AR(1)-order according to

the Bayes information criterion in the majority of cases. The normality assumption is strongly rejected

for all series due outliers which produce heavy tails. The found ARCH effects point on heteroscedasticity

in metal series as also reported by Hammoudeh et al. (2011). In particular, it is to differentiate between

low volatility in the first half of the sample (especially during the World War II) and high volatility in the

second half which is attributed (among other reasons) to the increasing volume of international trade in the

globalization era. However, as the overall level of variability remains almost constant over time, we conduct

our analysis without specifying an explicit model for conditional heteroscedasticity.

The cross-correlation analysis in Table 2 illustrates that metal series are significantly positively correlated

to each other. This evidence suggests the existence of common dynamics which is well-documented in

numerous studies starting from Pindyck and Rotemberg (1990). There are two distinct groups which unite

the colored and precious metals, respectively, so that correlations are stronger within groups than between

them. We exploit this evidence for imposing zero restrictions on factor loadings by estimating models with

two common factors. Concerning the selected metal pairs, we report that gold and silver prices exhibit the

highest correlation among all precious metals series which confirms findings of Soytas et al. (2009) and

Sari et al. (2010). These precious metals (differently to platinum) are often considered as an investment

opportunity and exhibits a “safe haven” function, i.e. demand on them increases dramatically in crisis

times (cf. Baur and McDermott 2010). As in Agbeyegbe (1992), copper and lead prices exhibit the highest

correlation among the colored metals.

Analyzing correlations between macro variables, note that we observe significantly positive correlation

only between oil and cpi, and significantly negative correlations only for the interest rate with industrial

5



production and cpi. The evidence about correlations between macro variables and metals is rather mixed.

Industrial production and sp500 are mostly significantly positively correlated only to the colored metals,

whereas oil and cpi are significantly positively correlated to almost all colored and precious metals. Finally,

all metals (with the exception of gold) are significantly negatively correlated with the real interest rate as

it is well documented in the literature (cf. Frankel 1986, Akram 2009, Batten et al. 2010).

3 State Space Model Specifications

The empirical literature dealing with commodity price series primarily aims to reveal their common au-

toregressive dynamics, which can be exploited for the forecasting purposes (cf. Issler et al. 2014). A

family of linear factor models with both common and individual factors provides an appropriate economet-

ric framework for this purpose. In this section we introduce the econometric specifications by starting with

a basic model characterized by a single common and several individual factors (cf. Labys et al. 1999 and

Vansteenkiste 2009). Next, we consider a set of more general state space models where the dynamics driven

by two common factors and a number of individual factors.

3.1 A single common factor: the benchmark

Denote by yt the k-dimensional series of the standardized first log differences of monthly metal prices. The

model of Labys et al. (1999) with a single common factor and k individual factors with AR(1) dynamics is

chosen as a benchmark in our study. Whereas the common factor is responsible for the assessment of joint co-

movements, idiosyncratic (metal-specific) factors are necessary for modeling residual autocorrelations. The

corresponding state space model with a single common factor ξt and the k-dimensional vector of idiosyncratic
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factors ζt is specified as

yt = hξt + hi � ζt + ut, ut ∼ (0,R), (1)

ξt = φξt−1 + et, et ∼ (0, 1), (2)

ζt = f � ζt−1 + εt, εt ∼ N (0, I), (3)

where � denotes element-by-element vector multiplication. The iid innovations ut, es, εv, are assumed to

be mutually independent for all t, s, v; the covariance matrix R is presumed to be diagonal. The variances

of factor innovations et and εs are set to be unity, which is the identification assumption. The vectors h,

hi represent common and individual factor loadings, respectively. The individual factors are assumed to

be independent on the common factor with all factors assumed to follow AR(1) dynamics. Recall that an

additive representation of two lower order AR processes can be equivalent to presuming much more complex

autoregressive specifications in the original series. Note also that the introduced state state specification

allows for heteroscedasticity in the process yt because of the time varying Kalman filter update of the mean

squared error (cf. Hamilton 1994, p. 381).

3.2 Models with two common factors

Although the benchmark model with a single common and k individual factors describes much of the metal

price co-movements, there are both economic and statistical arguments for the introduction of an additional

common factor into the system (cf. Kose et al. 2004, Bernanke et al. 2005). The economic motivation of the

second common factor is a necessity to differentiate between the real (production) economy and monetary

issues (cf. Pindyck and Rotemberg 1990). In particular, it is well-documented that commodity (metal)

prices are related to industrial production (cf. Byrne et al. 2013, Akram 2009, Arango et al. 2012), which

is one of the leading indicators for the business cycle. Moreover, metal prices are usually correlated with

monetary (inflation-based) indicators, such as consumer price index or interest rates (cf. Frankel 2008).

Now we introduce a class of models with two common and several individual factors. As earlier, we

assume that all factors follow AR(1) dynamics. The general representation with two common ξ1,t, ξ2,t and
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the vector of k individual factors ζt is given in the following system of equations:

yt = h1ξ1,t + h2ξ2,t + hi � ζt + ut, ut ∼ (0,R), (4)

ξ1,t = φ1ξ1,t−1 + e1,t, e1,t ∼ (0, 1), (5)

ξ2,t = φ2ξ2,t−1 + e2,t, e2,t ∼ (0, 1), Corr(e1,t, e2,t) = ρ, (6)

ζt = f � ζt−1 + εt, εt ∼ N (0, I), (7)

with the assumption that the innovations e1,t, e2,t and εt are iid. The idiosyncratic factors are assumed

to be uncorrelated to the common factors. However, we allow for correlation between the common factors

(states), which is justified in the economic theory where aggregate output revisions are correlated to the

unexpected changes in the money supply (Lucas and Sargent 1979). The vectors h1,h2 and hi denote factor

loadings for a pair of common and the vector of idiosyncratic factors, respectively. Again, we assume that

R is a diagonal matrix. Similarly to the single common factor approach, this model can be estimated via

Kalman filter approach (cf. Hamilton 1994).

The state space model with two common factors introduced in Equations (4)-(7) is quite general and

could be overparameterized. Thus, our aim is to specify a parsimonious model with significant AR(1) factor

coefficients as well as significant factor loadings such that it is able to remove residual autocorrelation. A

fully unrestricted model (the estimates for this model are not reported here) provides many insignificant

factor loadings as well as insignificant AR coefficients for individual factors. For this reason we investigate

which zero restrictions on parameters could be imposed without losing model adequacy.

In order to address these empirical issues we investigate whether two common factors exhibit distinct

autoregressive dynamics and provide significant factor loadings for all metals. Then we check whether it is

necessary to introduce all k = 8 individual factors in order to purge residual autocorrelation or a smaller

number of individual factors is sufficient for this purpose. Moreover, we analyze whether zero restrictions

on common factor loadings h1,h2 could be imposed without worsening of the model fit. Finally, we have to

check whether the preferred full sample specification remains robust by considering subsamples.
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4 Empirical Evidence

All introduced state space models are estimated by means of the quasi maximum likelihood approach (cf.

Hamilton 1994). Next we describe the estimation results from the full sample analysis. Then we conduct

estimation of the favored full sample models in two subsamples and present the obtained empirical evidence.

Finally, we analyze in detail the relationship between the extracted (filtered) common factors and important

macroeconomic variables in order to provide factor interpretation.

4.1 Full sample estimation results

The benchmark model with a single common and eight individual factors is compared to a set of models

with two common and several (either eight, six or three) idiosyncratic factors. For the settings with six and

three individual factors non-zero loadings are assigned to metals with the largest residual autocorrelation.

Moreover, as it is advocated by the AIC and BIC, we impose zero restrictions on common factor loadings

such that the first factor refers only to the non-ferrous and the second one only to the precious metals.

These restrictions are set by analyzing the structure of the correlation matrix in Table 2. Moreover, they

can be justified economically (as in Vansteenkiste 2009). The estimation results for these four specifications

are reported in Table 3.

[Table 3 about here.]

The model with a single common factor is characterized by significant common factor loadings and

mainly succeeds (with the exception of silver) in removing residual autocorrelation. However, almost all

individual factor AR(1) coefficients and the majority of individual factor loadings appear to be insignificant.

Introducing the second common factor leads to a substantial increase in the log-likelihood function. Although

all models exhibit the same autoregressive dynamics for the first (colored) common factor (φ̂1 ≈ 0.47), there

is a quite different dynamics of the second (precious) factor with the AR(1) coefficient φ̂2 ≈ 0.3. This

evidence indicates that the persistence of the second factor is much lower than of the first one.
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The common factor loadings are significant for all metal series in the two factor models. As expected,

the introduction of eight individual factors in addition to two common factors completely removes residual

autocorrelation, but provides mostly insignificant individual factor loadings as well as insignificant individual

factor AR(1) coefficients. The model with six individual factors (i.e., two common and six individual)

allows to remove autocorrelation, but some parameters are still insignificant. The parameters of the model

with three individuals factors (i.e., two common and three individual) are mostly significant; moreover, this

specification is advocated by both AIC and BIC. However, there remains substantial residual autocorrelation

for tin, lead and copper. As it is difficult to favor the uniformly superior specification, we consider in the

subsample analysis models with two common and either six or three individuals factors.

The Kalman filter approach is further applied for extracting (filtering) zero-restricted common factors

which are related to the non-ferrous and precious metals, respectively. The time evolution and the autocor-

relation plots of two common factors for the model with three individual factors is presented in Figure 2.

Differences in the autocorrelation plots justify the distinct dynamics of the first and second common fac-

tors. Later in Section 4.3 we analyze correlation between the filtered common factors and macroeconomic

variables.

[Figure 2 about here.]

Introducing individual factors appears to be mostly important for aluminum and platinum, which is not

a surprise because these metals show rather distinct autoregressive dynamics compared to the other metals

in their groups as can be observed in Figure 1. The economic reasons for such behavior of aluminium

and platinum are quite different. The demand for aluminium increased during the 20th century due to

technological developments: because of its light weight it is applied in a variety of industrial uses like

construction and cars. Furthermore, the intensive use of aluminum in can production started in the late

1950s. Alternatively, platinum is rather seldom and is not really used for investment purposes as much as

gold and silver are (Sari et al. 2010).
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4.2 Robustness check: subsample analysis

In order to investigate the stability of our results we conduct a subsample analysis. For this purpose, we

divide the full sample in two roughly 50-years subperiods, namely the first part from 1910 till 1959 and the

second part from 1960 till 2011. This division is motivated by the history of the 20th century: the first

subperiod characterized by both the World Wars and severe economic crises (e.g., the Great Depression)

is contrasted to the second peaceful period with a substantial increase of international trade due to glob-

alization. Next we compare the subsample estimates for the single common factor benchmark model with

those for a pair of two zero-restricted common factor models with either six or three individual factors. The

estimation results are reported in Table 4.

[Table 4 about here.]

Our empirical findings are rather different in the considered subsamples. In the first subperiod, the

single common factor model appears to be quite close to the models with two common factors according

to both the log-likelihood and AIC/BIC. However, the single factor model is the worst one in the second

subperiod, so that the specifications with two common factors should be clearly preferred. This result is

in line with the evidence that the autoregressive dynamics of both common factors is very similar to those

for the single factor model in the first period. The second subperiod, however, is characterized by quite

distinct autoregressive coefficients for both common factors, which are similar to those from the full sample

(see Table 3). The AR(1) coefficient for the second common factor which is related to the precious metals is

much lower compared to the coefficients for the colored metal factor. There are also remarkable changes in

the second common factor loadings: they increase uniformly and significantly in the second subsample which

can be interpreted as an increase of volatility in the factor impact. On the contrary, the factor loadings for

the first common factor remain rather stable over time. The changing dynamics of the second (precious)

metals factor may be attributed to changes in the world currency system. The role of precious metals in

the global economy, especially of gold, dramatically decreased after the breakdown of the Bretton-Woods

currency system by moving to floating exchange rates (cf. Chen 2010, Baur and Tran 2014).

11



Thus, we find that the degree of synchronization (co-movement) in metal prices clearly decreases in the

second part of the sample, which is illustrated by increasing significance of the second common as well as

of individual factors. In order to understand this phenomenon, recall that the first part of the 20th century

was characterized by huge perturbations (such as the World Wars and the Great Depression), whereas the

degree of globalization and the strength of international economic linkages remarkably increased during the

calm second part of the century (cf. Radetzki 2006). Since correlations are usually much lower in calm time

periods on financial markets, our evidence underscores the necessity of introducing additional factors for

modeling dynamics of metal series for the last 50 years.

Summarizing the findings from the subsample analysis, we document that the single common factor

model is quite good in the first part of the sample, which is characterized by turbulent economic and

political developments. However, the second common factor is required for describing dynamics in the

second part of the sample which is much more calm and peaceful compared to the first subperiod. The

dynamics of the first common factor attributed to the non-ferrous metals remains stable over time, whereas

the dynamics of the precious common factor has changed in the second subperiod primarily because of

changes in the world currency system.

4.3 Common factors and macroeconomic variables

Commodity prices are known to be correlated to the major macroeconomic fundamentals like e.g. industrial

production, oil prices, interest rates (cf. Pindyck and Rotemberg 1990). Studying the relation between

macroeconomic fundamentals and the extracted common factors is of essential importance for the factor

interpretation (cf. Frankel 2008). For this purpose we calculate the correlations of the common factor(s)

with a number of important macroeconomic series, namely with industrial production (ip), Standard &

Poor’s 500 index (sp500), oil price (oil), consumer price index (cpi) and the real interest rate (int). We

report correlations between these macro variables and the common factor(s) extracted from the approaches

characterized by the single common with eight individual and two common with three individual factors.
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The evidence from two factor models with eight and six individual factors appears to be very similar. The

correlation coefficients for both full sample and subsamples are presented in Table 5.

[Table 5 about here.]

As it is found in the earlier studies (see, e.g., Labys et al. 1999), the full sample correlations of the single

common factor with the U.S. ip, oil, sp500 and cpi are significantly positive, whereas they are significantly

negative with the interest rates. These significance and sign results appear to be mainly valid for two common

factors as well. However, the second common factor related to the precious metals is almost uncorrelated

to industrial production and only weakly correlated to sp500.

The difference between the single common and two common factor models are more pronounced in the

subsample analysis. In particular, oil is weekly negatively uncorrelated to the common factors in the first

subperiod. Concerning the second period, we observe that SP500 is almost uncorrelated to the single and

to the second common factors. Moreover, the U.S. industrial production is insignificantly correlated to

the common factor(s). However, the OECD industrial production which is a more broad indicator for

the worldwide economic activity is significantly positively correlated with the single and the first common

factors. Relying on the obtained results in the second part of the sample, we conclude that the first common

factor is closer related to the real economy (OECD industrial production, sp500), whereas the second factor

is much less correlated with these variables and seems to be a good proxy for the monetary indicators such

as cpi. The two common (real and nominal) factors are highly correlated to each other in all models and

subsamples, which is in line with economic theory arguments that aggregate output and price level should

be positively correlated (cf. Lucas and Sargent 1979).

5 Summary

In this paper, we model dynamics of 100 years long monthly time series of eight non-ferrous and precious

metals. For this purpose, we suggest state space representations with two common and a number of indi-
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vidual factors, which are compared to the single common factor models used in the current literature. The

two common factors are assigned to the groups of non-ferrous and precious metals such that they can be

interpreted as representing the real and the nominal sides of the economy, respectively. The usefulness of the

second common factor is mostly pronounced in the second part of the 20th century, which is characterized

by the increase of international trade and changes in the world currency system.
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Table 1: Descriptive statistics for metals and macro variables

min max skewness kurtosis Jarque-Bera ADF-test ARCH-test

statistic statistic statistic

tin -7.4602 7.9168 0.0279 11.6615 3823.13 -22.077 173.320
(0.00) (0.00)

zinc -6.0219 5.7222 0.0726 8.7551 1688.89 -20.441 104.085
(0.00) (0.00)

lead -4.3889 12.1879 1.2780 23.1618 21047.40 -13.882 59.647
(0.00) (0.00)

copper -5.5402 12.2390 1.1793 24.3148 23434.82 -20.502 5.158
(0.00) (0.02)

aluminum -7.8398 7.5620 0.1537 14.0035 6174.71 -21.213 20.961
(0.00) (0.00)

gold -8.4429 9.5634 0.9128 21.2767 17191.85 -23.156 99.778
(0.00) (0.00)

silver -8.1177 9.0625 0.6309 17.7647 11189.86 -18.823 158.999
(0.00) (0.00)

platinum -6.1670 7.2429 1.0063 14.1207 6508.39 -22.555 49.539
(0.00) (0.00)

ip -5.3725 4.3840 -0.3972 6.6772 721.21 -8.472 212.247
(0.00) (0.00)

oil -8.3883 11.6918 0.9747 33.5646 47798.75 -23.889 1.603
(0.00) (0.20)

sp500 -7.0450 6.2405 -0.6322 10.9625 3312.26 -23.966 82.208
(0.00) (0.00)

cpi -4.9961 7.7583 0.3570 10.6180 2983.26 -9.093 30.109
(0.00) (0.00)

int -6.9972 5.8202 0.0833 11.5701 3744.13 -12.985 26.037
(0.00) (0.00)

Note: Standardized log differences; number of lags for the ADF-test is chosen via BIC and varies between

1 and 12, all models include a constant term; p-values in parenthesis. ip: U.S. industrial production

index, oil: crude oil price, sp500: S&P 500 index, cpi: consumer price index, int: real interest rate.
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Table 2: Correlation analysis of macroeconomic fundamentals and metal price series

tin zinc lead copper aluminum gold silver platinum ip oil sp500 cpi int

tin 0.289 0.320 0.295 0.199 0.051 0.195 0.145 0.086 0.129 0.126 0.113 -0.106
(0.00) (0.00) (0.00) (0.00) (0.07) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00)

zinc 0.289 0.446 0.458 0.348 0.073 0.203 0.229 0.155 0.053 0.134 0.115 -0.116
(0.00) (0.00) (0.00) (0.00) (0.01) (0.009 (0.00) (0.00) (0.06) (0.00) (0.00) (0.00)

lead 0.320 0.446 0.532 0.282 0.141 0.230 0.176 0.102 0.098 0.096 0.109 -0.109
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00)

copper 0.295 0.458 0.532 0.323 0.193 0.263 0.215 0.126 0.095 0.119 0.101 -0.104
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00)

aluminum 0.199 0.348 0.282 0.323 0.087 0.190 0.236 0.056 0.122 0.034 0.068 -0.041
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.05) (0.00) (0.23) (0.02) (0.15)

gold 0.051 0.073 0.141 0.193 0.087 0.521 0.297 -0.007 0.130 -0.013 0.032 -0.043
(0.07) (0.01) (0.00) (0.00) (0.00) (0.00) (0.00) (0.80) (0.00) (0.64) (0.27) (0.13)

silver 0.195 0.203 0.230 0.263 0.190 0.521 0.388 0.035 0.141 0.052 0.111 -0.079
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.22) (0.00) (0.07) (0.00) (0.00)

platinum 0.145 0.229 0.176 0.215 0.236 0.297 0.388 0.059 0.051 0.058 0.095 -0.071
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.04) (0.07) (0.04) (0.00) (0.01)

ip 0.086 0.155 0.102 0.126 0.056 -0.007 0.035 0.059 -0.003 0.041 0.043 -0.096
(0.00) (0.00) (0.00) (0.00) (0.05) (0.80) (0.22) (0.04) (0.91) (0.15) (0.13) (0.00)

oil 0.129 0.053 0.098 0.095 0.122 0.130 0.141 0.051 -0.003 -0.006 0.159 -0.022
(0.00) (0.06) (0.00) (0.00) (0.00) (0.00) (0.00) (0.07) (0.91) (0.82) (0.00) (0.43)

sp500 0.126 0.134 0.096 0.119 0.034 -0.013 0.052 0.058 0.041 -0.006 0.009 -0.044
(0.00) (0.00) (0.00) (0.00) (0.23) (0.64) (0.07) (0.04) (0.15) (0.82) (0.75) (0.12)

cpi 0.113 0.115 0.109 0.101 0.068 0.032 0.111 0.095 0.043 0.159 0.009 -0.602
(0.00) (0.00) (0.00) (0.00) (0.02) (0.27) (0.00) (0.00) (0.13) (0.00) (0.75) (0.00)

int -0.106 -0.116 -0.109 -0104 -0.041 -0.043 .0.079 -0.071 -0.096 -0.022 -0.044 -0.602
(0.00) (0.00) (0.00) (0.00) (0.15) (0.13) (0.00) (0.01) (0.00) (0.43) (0.12) (0.00)

Note: Pearson’s correlation coefficients, standardized log differences, p-values in parenthesis; ip: U.S. industrial production index, oil: crude oil price,

sp500: S&P 500 index, cpi: consumer price index, int: real interest rate.
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Table 3: Common factor analysis

1 common + 8 individual 2 common + 8 individual 2 common + 6 individual 2 common + 3 individual

Block A: AR(1) factor dynamics

φ (std) φi (std) φ1 (std) φ2 (std) φi (std) φ1 (std) φ2 (std) φi (std) φ1 (std) φ2 (std) φi (std)

factor 1 0.466*** 0.423* 0.423*** 0.461***
(0.09) (0.22) (0.03) (0.03)

factor 2 0.283 0.287*** 0.288***
(0.21) (0.03) (0.03)

ρ 0.397 0.429*** 0.416***
(0.28) (0.04) (0.03)

tin 0.247 0.388 0.251
(0.19) (0.97) (0.97)

zinc 0.330 0.349 0.307 0.313
(0.52) (0.67) (0.55) (0.21)

lead 0.266 0.294 0.307***
(0.29) (0.57) (0.08)

copper 0.301* 0.270 0.400***
(0.16) (0.57) (0.12)

aluminum 0.420 0.480 0.461*** 0.302***
(0.80) (0.93) (0.05) (0.05)

gold 0.194 0.457
(0.13) (1.50)

silver 0.109 0.177
(1.66) (2.10)

platinum 0.283 0.330 0.350 0.184***
(0.43) (0.60) (0.37) (0.06)

Block B: factor loadings

h (std) hi (std) h1 (std) h2 (std) hi (std) h1 (std) h2 (std) hi (std) h1 (std) h2 (std) hi (std)

tin 0.378*** 0.598*** 0.385*** 0 0.446 0.391*** 0 0.672** 0.395*** 0
(0.04) (0.18) (0.13) (0.33) (0.05) (0.28) (0.02)

zinc 0.571*** 0.708 0.585*** 0 -0.638 0.566*** 0 -0.679 0.573*** 0 0.719**
(0.06) (0.66) (0.19) (0.76) (0.17) (0.68) (0.03) (0.32)

lead 0.607*** 0.560 0.671*** 0 0.443** 0.625*** 0 0.515*** 0.611*** 0
(0.10) (0.44) (0.10) (0.20) (0.07) (0.07) (0.04)

copper 0.613*** -0.516*** 0.671** 0 0.524* 0.662*** 0 -0.441*** 0.646*** 0
(0.09) (0.15) (0.29) (0.31) (0.12) (0.07) (0.03)

aluminum 0.419*** 0.630 0.415** 0 0.574 0.413*** 0 -0.581*** 0.417*** 0 0.814***
(0.12) (0.84) (0.19) (0.99) (0.08) (0.04) (0.02) (0.07)

gold 0.275*** 0.610** 0 0.595*** 0.249 0 0.560*** 0 0.586***
(0.02) (0.26) (0.11) (0.46) (0.03) (0.02)

silver 0.408*** 0.009 0 0.790*** 0.254 0 0.781*** 0 0.794***
(0.10) (0.27) (0.16) (0.65) (0.05) (0.03)

platinum 0.347*** 0.711 0 0.454*** 0.613 0 0.438*** 0.548* 0 0.454*** -0.833***
(0.08) (0.66) (0.09) (0.75) (0.09) (0.32) (0.03) (0.13)

Block C: residual autocorrelations

tin 0.03 0.03 0.00 0.13***
zinc 0.04 0.06** 0.05* 0.04
lead 0.04 0.06** 0.02 0.16***
copper 0.02 0.03 0.00 0.15***
aluminum 0.02 0.02 0.02 -0.01
gold 0.03 0.01 0.06** 0.06**
silver 0.17*** 0.02 0.04 0.04
platinum 0.00 0.02 0.03 0.01

Block D: Log Likelihoods etc. (diagnostics)

LogL -7762.38 -7340.90 -7346.66 -7396.56
AIC -19.15 -17.34 -18.57 -25.91
BIC -19.05 -17.19 -18.44 -25.81

Note: standard deviation (std) in parenthesis; * significance at the 0.1 level, ** significance at the 0.05 level, *** significance at the 0.01 level.
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Table 5: Correlation analysis: macroeconomic fundamentals and state variables

full sample 1910-1959 1960-2011

1 common + 2 common + 1 common + 2 common + 1 common + 2 common +

8 individual 3 individual 8 individual 3 individual 8 individual 3 individual

factor factor 1 factor 2 factor factor 1 factor 2 factor factor 1 factor 2

factor 1 1 0.508 1 0.618 1 0.560
(0.00) (0.00) (0.00)

factor 2 0.508 1 0.618 1 0.560 1
(0.00) (0.00) (0.00)

ip 0.157 0.166 0.049 0.297 0.303 0.205 0.026 0.019 0.018
(0.00) (0.00) (0.09) (0.00) (0.00) (0.00) (0.52) (0.65) (0.65)

oil 0.160 0.157 0.158 -0.064 -0.066 -0.049 0.284 0.296 0.225
(0.00) (0.00) (0.00) (0.13) (0.10) (0.23) (0.00) (0.00) (0.00)

sp500 0.141 0.143 0.059 0.218 0.220 0.154 0.057 0.070 0.038
(0.00) (0.00) (0.04) (0.00) (0.00) (0.00) (0.15) (0.08) (0.34)

cpi 0.165 0.161 0.119 0.209 0.208 0.255 0.169 0.155 0.130
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00)

int -0.152 -0.152 -0.092 -0.234 -0.235 -0.257 -0.090 -0.070 -0.076
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.03) (0.08) (0.06)

oecd 0.185 0.285 0.062
(0.00) (0.00) (0.19)

Note: Pearson’s correlation coefficients, p-values in parenthesis; ip: U.S. industrial production index, oil: crude oil price, sp500:

S&P 500 index, cpi: consumer price index, int: real interest rate, oecd: OECD industrial production index (only available from

1975 onwards).
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Figure 1: Sample autocorrelation - metal price series

(a) tin (b) zinc

(c) lead (d) copper

(e) aluminum (f) gold

(g) silver (h) platinum
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Figure 2: Common factors - model: 2 common + 3 individual

(a) Common factor 1: non-ferrous metals (b) ACF: common factor 1

(c) Common factor 2: precious metals (d) ACF: common factor 2
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A Appendix

Table A: Data sources and data description

series information sources

tin 1910-1971: New York, straits tin; 1972-1978: London

Metal Exchange, standard tin; 1979-2011: London

Metal Exchange, min 99.85 %

1910-1971: American Metal Market, 1972-1978:

Qiang (1998),Qiang and Weber (1995), 1979-2011:

Federal Institute for Geosciences and Natural

Resources

zinc 1910-1930: East St. Louis, prime western zinc;

1931-1970: East St. Louis, common metallic zinc;

1971-1978: London Metal Exchange, common

metallic zinc; 1979-2011: London Metal Exchange,

special high grade, min 99.95 %

1910-1930: American Metal Market, 1931-1978: U.S.

Geological Survey, 1979-2011: Federal Institute for

Geosciences and Natural Resources

lead 1910-1929: New York, pig lead; 1930-1960: New

York; 1961-2011: London Metal Exchange, min 99.97

%

1910-1929: American Metal Market, 1930-1960: U.S.

Geological Survey, 1961-2011: Federal Institute for

Geosciences and Natural Resources

copper 1910-1927: New York, casting copper; 1928-1959:

United States, electrolytic copper; 1960-2011:

London Metal Exchange, grade A

1910-1927: American Metal Market, 1928-1959: U.S.

Geological Survey, 1960-2011: Federal Institute for

Geosciences and Natural Resources

aluminum 1910-1959: New York, no. 1 virgin, min 98-99 %;

1960-1968: London Metal Exchange, high grade, min

99.7 %; 1969: unalloyed ingot; 1970-2011: London

Metal Exchange, high grade, min 99.7 %

1910-1978: American Metal Market, 1960-1968:

Federal Institute for Geosciences and Natural

Resources, 1969: Engineering and Mining Journal,

1970-2011: Federal Institute for Geosciences and

Natural Resources

gold 1910-1931: London; 1932-1937: London; 1938-1949:

prices fixed; 1950-1969: London; 1970-1978: US

monthly selling prices; 1979-2011: London, 99.9 %

1910-1931: Warren et al. (1932), 1932-1937:

American Metal Market, 1950-1969: Deutsche

Bundesbank, 1970-1978: U.S. Geological Survey,

1979-2011: Federal Institute for Geosciences and

Natural Resources

silver 1910-1978: New York, London; 1979-2011: London,

99.5 %

1910-1978: American Metal Market, 1979-2011:

Federal Institute for Geosciences and Natural

Resources

platinum 1910-1978: New York; 1979-2011: London, 99.95 % 1910-1978: American Metal Market, 1979-2011:

Federal Institute for Geosciences and Natural

Resources

industrial production 2007=100, total, United States (U.S.) 1910-1919: Miron and Romer (1990), 1920-2011:

Federal Reserve

crude oil price WTI, global spot, close, USD (average of daily prices) Macrobond (code: wocaes0076)

S&P 500 index index, USD, Price return, End of Period, United

States

Standard & Poor’s

consumer price index all items, total, United States, 1982-1984=100 U.S. Bureau of Labor Statistics

real interest rate 1910-1967: index of yields of high grade corporate

and municipal bonds; 1968-2011: government

benchmark, 10 year, yield, average of period

1910-1967: NBER Macrohistory Database;

1968-2011: Macrobond (code: us10ygov ma)
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