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Abstract: Since extreme observations of a stochastic volatility time series with
heavy-tailed innovations are almost independent (with coefficient of tail dependence
equal to 1/2) for all positive lags, these models do not capture the well-known clus-
tering of extreme losses which is often observed in financial returns. To overcome
this drawback, we propose an alternative class of stochastic volatility models with
heavy-tailed volatilities and examine their extreme value behavior. In particular, it
is shown that, while lagged extreme observations are typically asymptotically in-
dependent, their coefficient of tail dependence can take on any value between 1/2
(corresponding to exact independence) and 1 (related to asymptotic dependence).
Hence this class allows for a much more flexible extremal dependence between con-
secutive observations than classical SV models and can thus describe the observed
clustering of financial returns more realistically.

The extremal dependence structure of lagged observations is analyzed in the
framework of regular variation on the cone (0,∞)d. An important ingredient is a
new Breiman-type result about regular variation on this cone for products of a
random matrix and a regularly varying random vector, which is of interest of its
own.
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ation, regular variation on cones, power products, stochastic volatility time series.
Primary 60G70; secondary 60F99, 91B28, 91B84.

1. Introduction

Univariate time series of (log-)returns are usually described by multiplicative models of
the form

Xt = σtεt, t ∈ Z, (1.1)

where εt, t ∈ Z, are i.i.d. innovations and (σt)t∈Z is a stationary time series of so-called
volatilities. The two most popular classes of multiplicative models vary in the way the
volatilities are modeled. While σt is a function of past innovations εs, s < t, in GARCH-
type models, stochastic volatility models (SV models, for short) assume in contrast that
the volatilities are driven by a second time series (ηt)t∈Z of innovations. More precisely,
it is often assumed that the log-volatilities are described by a Gaussian linear time series
of the type

log(σt) =

∞∑
i=0

αiηt−i, t ∈ Z, (1.2)
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with i.i.d. normal innovations ηt, t ∈ Z, independent of (εt)t∈Z (although, sometimes,
εt and ηt+1 are assumed to be correlated to capture a leverage effect). Because returns
are usually heavy-tailed and the volatilities are lognormal, in this modeling approach the
innovations εt are often assumed to be regularly varying, i.e.

P (εt > sx)

P (|εt| > x)
→ ps−α,

P (εt < −sx)

P (|εt| > x)
→ (1− p)s−α, x→∞, (1.3)

for all s > 0, some α > 0 and p ∈ [0, 1]. By Breiman’s lemma (see Breiman (1965)) this
implies that Xt is regularly varying as well.

While the (univariate) tails of Xt behave similarly in these SV and GARCH-type
models, the extreme value dependence of consecutive returns differs significantly between
the two model classes. In the present paper, we focus on the concept of regular variation
of random vectors to describe the extremal dependence structure of a time series. An
Rd-valued random vector Z is said to be regularly varying on [0,∞)d \ {0} if there exists
a measure ν̃ 6= 0 on B([0,∞)d \ {0}) which is finite on [0,∞)d \ [0, x]d for all x > 0 such
that

P (Z ∈ xB)

P (‖Z‖ > x)
→ ν̃(B), x→∞, (1.4)

for all Borel sets B ⊂ [0,∞)d with ν̃(∂B) = 0 that are bounded away from the origin 0.
(Here ∂B denotes the topological boundary of B and ‖·‖ is an arbitrary norm on Rd.) By
this notion we follow the definition of M0-convergence of Hult and Lindskog (2006) which
can be shown to be equivalent to vague convergence on [0,∞]d \ {0}. See, for example,
Resnick (2007), Section 6.1, for details on the definition of multivariate regular variation
using vague convergence. The limit measure ν̃ is necessarily homogeneous of some order
−α̃ < 0, which is called the index of regular variation.

For GARCH time series Basrak et al. (2002) show that under general conditions
the vectors (σt1 , . . . , σtd) and (Xt1 , . . . , Xtd) are multivariate regularly varying for all
t1 < . . . < td, and the same holds true for SV models with heavy-tailed innovations
εt. However, while in the former case the limiting measure ν̃ puts mass on (0,∞)d,
it is concentrated on the axes for SV models (cf. Davis & Mikosch (2001)). This so-
called asymptotic independence of lagged returns (and volatilities) renders convergence
(1.4) rather uninformative. In particular, we can merely conclude that the probability
P (X0 > s0x,Xh > shx) of joint exceedances is of smaller order than P (X0 > x) for all
s0, sh > 0, but we neither obtain its rate of convergence to 0, nor whether the proba-
bility can be standardized in a different way than in (1.4) to obtain a non-trivial limit.
Therefore, in the case of asymptotic independence there is need for a refined analysis of
the second order extremal dependence behavior.

This can be most elegantly done in the framework of regular variation on the cone
Ed := (0,∞)d. In what follows, we use the abbreviation min(z) := min{z1, . . . , zd} for
z = (z1, . . . , zd) ∈ Rd. Now, instead of (1.4), we assume that there exists a measure ν 6= 0
on B(Ed) which is finite on (x,∞)d for all x > 0 such that

P (Z ∈ xB)

P (min(Z) > x)
→ ν(B), x→∞, (1.5)
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for all Borel sets B ⊂ Ed with ν(∂B) = 0 that are bounded away from the topological
boundary

Od := ∂(Ed) = {x ∈ [0,∞)d | min(x) = 0}

of the cone Ed. Notice that here we consider events in which all components of Z are
large, whereas in (1.4) just one coordinate needs to be extreme. Again ν is homogeneous
of some order −α < 0, which is called the index of regular variation on Ed. If both (1.4)
and (1.5) hold, then α ≥ α̃. In the case of asymptotic independence (i.e. ν̃ is concentrated
on [0,∞)d\(0,∞)d), the random vector Z is then said to exhibit hidden regular variation.
See Resnick (2002), Resnick (2007), Section 9.4, Resnick (2008) and Das et al. (2011) for
further details about hidden regular variation and regular variation on cones.

Corollary 2.5 below shows that for SV models with heavy-tailed innovations the vector
(Xt1 , . . . , Xtd) of lagged returns is regularly varying on (0,∞)d and that the limit measure
ν is the same as if the components of this vector were exactly independent. A similar
result holds for the absolute returns. In particular, P (X0 > s0x,Xh > shx) is of the same
order as (P (X0 > x))2, which means that the coefficient of tail dependence introduced in
Ledford & Tawn (1996) and Ledford and Tawn (2003) equals ηh = 1/2 for all lags h > 0.
Recall that a bivariate random vector (Y0, Y1) with equal marginal quantile function F←
has a coefficient of tail dependence η if x 7→ P (Y0 > F←(1− 1/x), Y1 > F←(1− 1/x)) is
a regularly varying function with index −1/η.

Hence, the classical SV time series as described above show a very weak extremal
dependence, which is barely influenced by the parameters of the model. However, there
is some empirical evidence (cf. Drees (2013)) that real consecutive returns exhibit a
stronger extremal dependence with a coefficient of tail dependence ηh strictly between
1/2 and 1 for small h, which means that although the dependence between exceedances
over high thresholds vanishes asymptotically, it is nevertheless significantly stronger than
modeled by classical SV time series. It is the main aim of the present paper to propose
and analyze a modified class of SV models which allows for a much more flexible and
realistic extremal dependence than the classical version.

Our following analysis of different multiplicative models heavily relies on the fact
that a product of two independent factors inherits both its tail behavior and extremal
dependence from the factor with the heavier tail. This general heuristic principle was
formalized by Breiman (1965) for univariate random variables. A similar “Breiman-type”
result on the first order dependence behavior for a product of a random matrix A and a
random vector Z was proved by Basrak et al. (2002), who analyzed regular variation on
Rd \ {0} and on [0,∞)d \ {0}. In Section 2 we establish an analogous result for regular
variation on Ed = (0,∞)d, which is somewhat more involved, because one has to keep
in mind that (1.5) only describes the asymptotic behavior of Z/x on sets B that are
bounded away from the boundary Od of Ed, and this feature is not preserved under
multiplication with a general matrix A.

According to these results, in the classical SV models the (absolute) returns inherit
both their first and their second order dependence behavior (i.e., the regular variation on
[0,∞)d\{0} and on Ed) from the i.i.d. innovations εt which are assumed to be more heavy
tailed than the volatilities. To avoid the resulting very weak dependence while keeping
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a linear model for the log-volatilities with its nice probabilistic properties, one must
therefore ensure that the volatility time series is more heavy tailed than the innovations.
In Section 3 we introduce such a class of models with Gamma-type log-volatilities and
derive their marginal tail behavior using results from Rootzén (1986). Moreover, the first
order extremal behavior is analyzed in terms of point processes of exceedances. Similar
SV models which allow for both asymptotic dependence and asymptotic independence
have been proposed in Mikosch and Rezapour (2012), but their analysis is restricted to
the first order extremal dependence of those models, while our focus is on the refined
second order behavior in the asymptotically independent case.

In our SV models the volatilities are given as (generally infinite) products of powers
of regularly varying i.i.d. random variables. Section 4 deals with the asymptotic behavior
of joint exceedance probabilities of two such products, which turns out to be intimately
related to the solution of certain linear optimization problems. While the heuristics for
this connection can easily be seen, the exact arguments are more delicate and we split
up the results into the cases of two, finitely many and infinitely many factors. In Section
5 we discuss the consequences for our SV models with Gamma-type log-volatility. In
particular, we show that for any finite number of given coefficients of tail dependence
ηh ∈ [1/2, 1] for the pairs (X0, Xh), 1 ≤ h ≤ m, one can find an SV model of the new
type with exactly these characteristics. This result underpins the high flexibility of our
approach to modeling the extremal dependence of consecutive returns. Most proofs are
postponed to Section 6.

Throughout the paper we use the following notation: Weak convergence is denoted
by w→. The expression δx stands for the Dirac measure at x. We denote the positive and
negative part of x ∈ R by x+ := max{x, 0} and x− := −min{x, 0}, respectively. For
x ∈ R the expressions dxe and bxc denote the smallest integer greater than or equal to x
and the largest integer smaller than or equal to x, respectively. The complement of a set
A is denoted by Ac. The empty product,

∏
i∈∅Xi, is by convention equal to 1. Finally,

f(x) ∼ g(x) means that limx→∞ f(x)/g(x) = 1.

2. A Breiman-type result for regular variation on (0,∞)d

As explained in the introduction, we will analyze the extremal dependence of the volatil-
ities (σt1 , . . . , σtd) and of the returns (Xt1 , . . . , Xtd) of multiplicative time series as in
(1.1) using the notion of regular variation on the cones [0,∞)d \ {0} and Ed = (0,∞)d.
Although we are mainly interested in the case d = 2, for the time being we allow for an
arbitrary d ∈ N.

Since Xt1
...

Xtd

 =

 εt1 . . . 0
...

. . .
...

0 · · · εtd


 σt1

...
σtd

 =

 σt1 . . . 0
...

. . .
...

0 · · · σtd


 εt1

...
εtd

 (2.1)

multivariate Breiman-type results are very useful to establish regular variation of
(Xt1 , . . . , Xtd). According to Basrak et al. (2002, Proposition A.1), the product AX
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of a random matrix A and a random vector X is regularly varying on [0,∞)d \ {0} if X
is regularly varying on [0,∞)d \ {0} with index −α̃ < 0 and E(‖A‖α̃+ε

op ) < ∞ for some
ε > 0. Here ‖ · ‖op denotes the operator norm for matrices, which is defined by

‖A‖op = sup
x∈Rd:‖x‖=1

‖Ax‖ = sup
x∈Rd:‖x‖=1

d(Ax, {0}),

where d(x, A) := infy∈A ‖x − y‖ denotes the usual distance function induced by the
Euclidean norm on Rd. More precisely, if X satisfies (1.4), then

P (AX ∈ xB)

P (‖X‖ > x)
→ E(ν̃(A−1(B)))

for all B ∈ B([0,∞)d) bounded away from 0 with E(ν̃(A−1(∂B))) = 0. Therefore, if
the vector (εt1 , . . . , εtd) of i.i.d. innovations is regularly varying on [0,∞)d \ {0} with
index −α̃ (which is obvious if ε0 is regularly varying) and E(σα̃+ε

0 ) < ∞, then one may
conclude the regular variation of (Xt1 , . . . , Xtd) on [0,∞)d \{0}. Likewise, one may draw
this conclusion if the vector (σt1 , . . . , σtd) is regularly varying on [0,∞)d \{0} with index
−α̃ and E(|ε0|α̃+ε) <∞ for some ε > 0.

We now want to derive a similar Breiman-type result for regular variation on Ed =
(0,∞)d. Because convergence (1.5) describes the behavior of random vectors exclusively
on Ed, we have to ensure that the preimage A−1(B) of a set B ⊂ Ed is again a subset
of Ed. Moreover, as the limit measure ν in the definition (1.5) of regular variation on Ed
may be infinite in a neighborhood of the boundary Od of Ed, for our Breiman-type result
we must control the distance between A−1(B) and Od.

To this end, let

Sd := {x ∈ Ed | min(x) = 1} = {x ∈ Ed | d(x,Fd) = 1},

where Fd := Rd \ Ed. Observe that in the definition of regular variation on Ed the set
Od takes over the role which is played by the origin 0 ∈ Rd in the definition of regular
variation on [0,∞)d \ {0}. Since d(x,Fd) = d(x,Od) for all x ∈ Ed, one may consider Sd
an analog to the unit sphere {x ∈ Rd | ‖x − 0‖ = 1} in the present setting. Cf. Das et
al. (2011) for the use of Sd in the context of regular variation on cones.

Now define τ : Rd×d → [0,∞] by

τ(A) := sup
x∈Sd

min((Ax)+) = sup
x∈Sd

d(Ax,Fd),

where (x1, . . . , xd)
+ = (x+

1 , . . . , x
+
d ). Note that, coming back to the above analog, τ bears

similarity to the operator norm for matrices used by Basrak et al. (2002, Proposition A.1).
Indeed, it will turn out that one may prove an analogous result for the regular variation
on Ed if one replaces the moment condition E(‖A‖α̃+ε

op ) < ∞ with the corresponding
condition on τ(A). In order to ensure that A−1(B) ⊂ Ed for all B ⊂ Ed a much simpler
condition on τ(A) suffices.

Lemma 2.1. For a matrix A ∈ Rd×d the following two properties are equivalent:
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(i) A−1(Ed) ⊂ Ed;
(ii) 0 < τ(A) <∞.

If A possesses these properties, then it is invertible and A−1([0,∞)d) ⊂ [0,∞)d.

Sometimes it is helpful to express τ(A) in terms of the inverse matrix A−1.

Lemma 2.2. Let A ∈ Rd×d satisfy 0 < τ(A) < ∞ and denote the inverse of A by
(A−1

ij )1≤i,j≤d. Then

τ(A) =
1

d(A−11,Fd)
= max
i=1,...,d


 d∑

j=1

A−1
ij

+−1
 ,

where 1 = (1, . . . , 1)′.

Example 2.3. The function τ is particularly simple for a d-dimensional diagonal matrix
∆ with diagonal elements δ1, . . . , δd > 0 where

τ(∆) = max{δ1, . . . , δd}

by Lemma 2.2.

We are now ready to state our Breiman-type result for vectors that show regular
variation on the cone Ed.

Theorem 2.4. Let Z ∈ Rd be regularly varying on the cone Ed with index −α for some
α > 0 and limit measure ν. Moreover, let A ∈ Rd×d be a random matrix independent of
Z which satisfies τ(A) > 0 almost surely and

E(τ(A)α+δ) <∞ (2.2)

for some δ > 0. Then

lim
x→∞

P (AZ ∈ xB)

P (min(Z) > x)
= E(ν(A−1B)) <∞ (2.3)

for all Borel sets B ⊂ Ed bounded away from Od with E(ν(∂(A−1B))) = 0. In particular,
AZ is regularly varying on Ed with index −α and limiting measure

B 7→ E(ν(A−1B))

E(ν(A−1(1,∞)d))
.

With the above theorem we are able to derive the second order extremal dependence
behavior of the (absolute) returns of a classical SV model.

Corollary 2.5. Let (Xt)t∈Z satisfy (1.1)–(1.3) with normally distributed random vari-
ables ηt. Then (Xt1 , . . . , Xtd) is regularly varying on Ed with index −dα and limit measure
νX given by

νX
(
×di=1 (si,∞)

)
=

d∏
i=1

s−αi (2.4)

for all s1, . . . , sd > 0.
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Proof. Under the above conditions, (εt1 , . . . , εtd) is regularly varying on Ed with index
−dα and limit measure νε given by

νε
(
×di=1 (si,∞)

)
= lim
x→∞

P (εti > six ∀ 1 ≤ i ≤ d)

P (εti > x ∀ 1 ≤ i ≤ d)
=

d∏
i=1

s−αi .

Denote by A the diagonal matrix with entries σt1 , . . . , σtd . As σt is lognormally dis-
tributed, Example 2.3 shows that all moments of τ(A) are finite. We may thus apply
Theorem 2.4 to the second representation of (Xt1 , . . . , Xtd) in (2.1) to see that this vector
is regularly varying on Ed with limit measure (2.4).

A similar result holds if we replace Xt and εt by |Xt| and |εt|, respectively.
By the above corollary, in classical SV models the returns inherit the coefficient of

tail dependence ηh = 1/2 of (X0, Xh) for all h > 0 from the independent innovations
εt, t ∈ Z. In contrast, if the volatility sequence is more heavy tailed than the innovations
εt, the second order extremal dependence behavior of the return time series is determined
by the volatility sequence.

Corollary 2.6. Let Xt = σtεt, t ∈ Z, where (σt)t∈Z and (εt)t∈Z are independent station-
ary time series with εt, t ∈ Z, i.i.d. and σt > 0. Assume furthermore that (σt1 , . . . , σtd)
is regularly varying on Ed with index −αd < 0 and limit measure νσd . Let in addition
0 < E((ε+0 )αd+δ) < ∞ for some δ > 0. Then (Xt1 , . . . , Xtd) is regularly varying on Ed
as well, with the same index −αd and limit measure νXd defined by

νXd

(
×di=1 (si,∞)

)
=

E

(
νσd

(
×di=1

(
si
ε+ti
,∞
)))

E

(
νσd

(
×di=1

(
1
ε+ti
,∞
))) (2.5)

for all s1, . . . , sd > 0.

Proof. Let ε∗ti , 1 ≤ i ≤ d, be i.i.d. random variables independent of (σt1 , . . . , σtd) with
distribution P ε0|ε0>0 and define X∗t1

...
X∗td

 =

 ε∗t1 . . . 0
...

. . .
...

0 · · · ε∗td


 σt1

...
σtd

 =: Aσ. (2.6)

Because of E((max1≤i≤d ε
∗
ti)
αd+δ) ≤ dE((ε+0 )αd+δ)/P (ε0 > 0) <∞ and Example 2.3, we

have E(τ(A)αd+δ) < ∞. Now apply Theorem 2.4 to conclude the regular variation of
(X∗t1 , . . . , X

∗
td

) on Ed with limit measure νXd , which is equivalent to the assertion.

Again the above result can be extended to (|Xt1 |, . . . , |Xtd |).
In view of Corollary 2.6, it is essential to analyze the extremal behavior of the volatility

time series (σt)t∈Z. This will be done in Sections 4 and 5 for the SV model introduced
in the next section.



A. Janßen and H. Drees/An SV model with flexible extremal dependence structure 8

3. SV models with Gamma-type log-volatilities

As shown in Corollary 2.5, in classical heavy-tailed SV time series the dependence between
large observations is always very weak, irrespective of the specific model parameters. We
will now introduce a new class of stochastic volatility models with a more flexible extremal
dependence structure.

To this end, we modify the assumption of a normal distribution of the log-volatilities
in a way which allows for heavy tails of the volatility process. In our construction we rely
on results from Rootzén (1986) which guarantee the existence of stationary time series
that meet our assumptions.

Definition 3.1. Let
Xt = σtεt, t ∈ Z, (3.1)

with εt, t ∈ Z, i.i.d. such that P (ε0 > 0) > 0 and E(|ε0|1+δ) < ∞ holds for some δ > 0.
Furthermore, let

log(σt) =

∞∑
i=0

αiηt−i, t ∈ Z, (3.2)

with

(a) coefficients αi ∈ [0, 1], i ∈ N0, such that maxi∈N0
αi = 1 and αi = O(i−θ) as i→∞

for some θ > 1,
(b) i.i.d. innovations ηt, t ∈ Z, which are independent of (εt)t∈Z with E(η2

0) <∞ and

P (η0 > z) ∼ Kzβe−z, z →∞, (3.3)

for a real constant β 6= −1 and a positive constant K.

We call (Xt, σt)t∈Z a stochastic volatility (SV) model with Gamma-type log-volatility.

In accordance with common SV notations, we will call the process (σt)t∈Z the volatility
process, (log(σt))t∈Z the log-volatility process and (εt)t∈Z the innovation process.

Theorem 3.2. There exists a stationary solution (Xt, σt)t∈Z to (3.1) and (3.2) as in
Definition 3.1 and the marginal distributions of |X0| and σ0 are regularly varying with
index −1. Furthermore, the distribution of X0 is tail balanced with

lim
x→∞

P (X0 > x)

P (|X0| > x)
=

E(ε+0 )

E(|ε0|)
, lim

x→∞

P (X0 < −x)

P (|X0| > x)
=

E(ε−0 )

E(|ε0|)
(3.4)

and
lim
x→∞

P (|X0| > x)

P (σ0 > x)
= E(|ε0|), lim

x→∞

P (X0 > x)

P (σ0 > x)
= E(ε+0 ). (3.5)

Remark 3.3. (i) The assumption maxi∈N0 αi = 1 ensures that the index of regular
variation equals −1. However, our model can easily be extended to an arbitrary
(negative) index of regular variation. To this end, replace (3.2) with

log(σt) = c

∞∑
i=0

αiηt−i, t ∈ Z,
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for some c > 0. Together with the above assumptions this will lead to a solution of
(3.2) which is regularly varying with index −1/c. If we assume that E(|ε0|1/c+δ) <
∞ for some δ > 0 then again by Breiman’s lemma this implies a stationary solution
to (3.1) which is regularly varying with the same index −1/c. For the sake of no-
tational simplicity, we will stick to the original definition in the following analysis.

(ii) Stochastic volatility models often have an additional parameter specifying the mean
of the log-volatilities (cf., for example, Taylor (1986)). In this case, equation (3.2)
would read as log(σt) = µ+

∑∞
i=0 αiηt−i for a µ ∈ R. Such an assumption is usually

combined with the standardization of some moment of ε0, for example by setting
Var(ε0) = 1. Otherwise, setting ε̂i := eµεi, i ∈ Z, has the same effect as adding µ in
the definition of log(σt). Since we make no assumptions about the particular form
of (existing) moments of ε0, we set µ = 0 without loss of generality.

Example 3.4. An interesting special case is given by αi := αi, i ∈ N0, for some α ∈
(0, 1). This case corresponds to an AR(1) model for the log-volatilities, i.e.

log(σt) = α log(σt−1) + ηt, t ∈ Z. (3.6)

A similar model, with a modified assumption about the distribution of ηt, t ∈ Z, (namely,
that the distribution of exp(ηt) is regularly varying and that a stationary solution to (3.6)
exists) has been analyzed with respect to its first order extremal behavior in Mikosch and
Rezapour (2012).

Moreover, the conditional extreme value behavior of consecutive observations given that
X0 is large has been analyzed by Kulik and Soulier (2013) in the case that the innovations
ηt of the log-volatility series are double exponentially distributed. See Section 5 for a more
detailed comparison with their results.

The regular variation established in Theorem 3.2 implies that the distributions of both
σ0 and X0 belong to the max-domain of attraction of the unit Fréchet distribution. More
precisely, for normalizing constants an := K̂n(log n)β̂ , n ∈ N, (see (6.9) and (6.10) for
the definition of β̂ and K̂) and z > 0 one has that

P (σ0 ≤ anz)n → exp(−1/z), P (|X0| ≤ anz)n → exp(−E(|ε0|)/z),
P (X0 ≤ anz)n → exp(−E(ε+0 )/z)

(3.7)

as n→∞, which follows from (3.5) in combination with Theorem 7.3 in Rootzén (1986).
Next we are interested in the extremal behavior of the processes (Xt)t∈Z and (σt)t∈Z,

particularly in their extremal dependence structure. Some information on their first order
extremal dependence behavior may readily be derived from the point process results in
Rootzén (1986) for the process of the log-volatilities. In the following, let Mp(E) denote
the set of Radon point measures on a topological space E. For an introduction to point
processes in the context of extreme values see Resnick (2007), Chapters 5 and 7.

Theorem 3.5. Let (Xt, σt)t∈Z be an SV model with Gamma-type log-volatility sequence.
In the case that β < −1 assume additionally that k := |{n ∈ N0 : αn = 1}| = 1. Let
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Nσ
n , n ∈ N, and NX

n , n ∈ N, denote the point processes defined by

Nσ
n (·) :=

n∑
i=1

δ(i/n,σi/an)(·), NX
n (·) :=

n∑
i=1

δ(i/n,Xi/an)(·).

(i) Then, as n→∞, Nσ
n

w→ Nσ in Mp([0, 1]× (0,∞]), where Nσ is a Poisson process
with intensity measure dt× z−2dz.

(ii) Let (t(i), z(i))i∈N denote the points of the Poisson process Nσ and (ε(i))i∈N an i.i.d.
sequence with P ε(1) = P ε0 , independent of (t(i), z(i))i∈N.
Then NX

n (· ∩ D)
w→ NX(· ∩ D) in Mp(D), as n → ∞, where D := [0, 1] ×

[−∞,∞] \ {0} and NX is a point process consisting of the points (t(i), z(i)ε(i))i∈N.
The restriction of NX to D is a Poisson point process with intensity measure
dt× z−2

[
1{z<0}E(ε−0 ) + 1{z>0}E(ε+0 )

]
dz.

From part (i) of Theorem 3.5 we may conclude that

P (max{σ1, . . . , σn} ≤ anz) = P
(
Nσ
n ([0, 1]× (z,∞)) = 0

)
→ exp(−1/z)

for all z > 0. A comparison with (3.7) thus yields that the extremal index of the stationary
sequence (σt)t∈Z exists and equals 1. The same holds true for the processes (|Xt|)t∈Z and
(Xt)t∈Z by part (ii) of the theorem. Hence, the extremes in these processes do not cluster
in the sense that the expected length of an extremal cluster is equal to 1; cf. Leadbetter
(1983). This is also obvious from the fact that the projections of the limiting point
processes obtained in Theorem 3.5 on the time coordinate are simple (i.e., they do not
have multiple points). More formally speaking, the form of the limiting point process
implies asymptotic independence, i.e.

P (σh > x | σ0 > x)→ 0 and P (Xh > x | X0 > x)→ 0

as x→∞ for all h ∈ Z \ {0}.
Hence, in this respect, the SV model with Gamma-type log-volatility shows the same

first order extremal dependence behavior as classical SV time series. In Section 5, though,
we will see that the second order extremal behavior of these classes of processes is quite
different. In what follows, we focus on the asymptotics for the probabilities P (σ0 >
s0x, σh > shx) and P (X0 > s0x,Xh > shx) as x → ∞ for different values of h ∈ N and
s0, sh > 0. For simplicity, we will restrict ourselves to the analysis of the upper tails of
the process (Xt)t∈Z. However, the necessary changes to analyze both upper and lower
tails become obvious by writing P (X0 > s0x,Xh < −shx) = P (σ0ε

+
0 > s0x, σhε

−
h > shx)

for s0, sh, x > 0.

4. Joint extremal behavior of power products

In this section we analyze the joint extremal behavior of products of the form
∏∞
i=1X

αi
i

and
∏∞
i=1X

βi
i for i.i.d. non-negative and regularly varying random variables Xi, i ∈ N.
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The connection to SV models with Gamma-type log-volatilities becomes clear by writing

σt = exp

( ∞∑
i=0

αiηt−i

)
=

∞∏
i=0

(exp(ηt−i))
αi , t ∈ Z.

We will show that the joint tail behavior of those products is closely related to the
following infinite dimensional linear optimization problem:

∞∑
i=1

κi → min!

under the constraints
∞∑
i=1

αiκi ≥ 1,

∞∑
i=1

βiκi ≥ 1, κi ≥ 0, ∀ i ∈ N,

This relation can be explained by the following heuristic argument. Suppose that
(κi)i∈N is a sequence that fulfills the constraints. Then the event {Xi > xκi , i ∈ N}
implies both

∞∏
i=1

Xαi
i >

∞∏
i=1

xαiκi ≥ x

and
∞∏
i=1

Xβi
i >

∞∏
i=1

xβiκi ≥ x

for x ≥ 1. Now, x 7→ P (Xi > xκi , i ∈ N) is regularly varying with index −
∑∞
i=1 κi. Hence,

if
∑∞
i=1 κi is minimized, the above event is, heuristically, the “most likely” combination

of extremal events which leads to {
∏∞
i=1X

αi
i > x,

∏∞
i=1X

βi
i > x}.

We will make frequent use of the so-called Potter bounds (Bingham et al. (1987),
Theorem 1.5.6) for functions f : [0,∞)→ (0,∞) which are regularly varying with index
−α: for all ε > 0 there exists a constant M = M(ε) such that

(1− ε)f(x)s−α min{s−ε, sε} ≤ f(sx) ≤ (1 + ε)f(x)s−α max{s−ε, sε} (4.1)

for all x, s such that min{x, sx} > M . For brevity, introduce

ε(s) =

{
ε, s ≥ 1

−ε, 0 < s < 1
,

such that (4.1) reads as

(1− ε)f(x)s−α−ε(s) ≤ f(sx) ≤ (1 + ε)f(x)s−α+ε(s). (4.2)

Before we deal with the general case, we first analyze products of two factors in the
case that a unique solution to the above optimization problem exists.
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Proposition 4.1. Let X1, X2 ≥ 0 be two independent random variables which are both
regularly varying with index −1. For constants α1, α2, β1, β2 ≥ 0, we assume that the
linear optimization problem

κ1 + κ2 → min!

under the constraints κ1α1 + κ2α2 ≥ 1, κ1β1 + κ2β2 ≥ 1, κ1, κ2 ≥ 0
(4.3)

has a unique solution satisfying κ1, κ2 > 0. Let

C :=
|α1β2 − α2β1|

(α1 − α2)(β2 − β1)
.

Then, to each ε > 0, there exists a constant M = M(ε) > 0 such that

(1− ε)Cs(β1−β2)/(α1β2−α2β1)−ε(s0)
0 s

(α2−α1)/(α1β2−α2β1)−ε(s1)
1

≤ P (Xα1
1 Xα2

2 > s0x,X
β1

1 Xβ2

2 > s1x)

P (X1 > xκ1)P (X2 > xκ2)

≤ (1 + ε)Cs
(β1−β2)/(α1β2−α2β1)+ε(s0)
0 s

(α2−α1)/(α1β2−α2β1)+ε(s1)
1

for all s0, s1 > 0 such that min{xκ1 , z−1
1 xκ1 , xκ2 , z−1

2 xκ2} > M where

z1 := s
α2/(α1β2−α2β1)
1 s

−β2/(α1β2−α2β1)
0 , z2 := s

β1/(α1β2−α2β1)
0 s

−α1/(α1β2−α2β1)
1 (4.4)

(i.e., s0 = z−α1
1 z−α2

2 , s1 = z−β1

1 z−β2

2 ).

We are now ready to deal with products of finitely many random factors, where again
the joint extremal behavior of these products is closely linked to the solution of a linear
program.

Theorem 4.2. Let X1, . . . , Xn be independent non-negative random variables which are
all regularly varying with index −1. Set Y0 =

∏n
i=1X

αi
i , Y1 =

∏n
i=1X

βi
i with α1, . . . , αn,

β1, . . . , βn ≥ 0 such that max1≤i≤n αi > 0 and max1≤i≤n βi > 0. Then the optimization
problem

n∑
i=1

κi → min! (4.5)

under the constraints
n∑
i=1

αiκi ≥ 1,

n∑
i=1

βiκi ≥ 1, κi ≥ 0 ∀ 1 ≤ i ≤ n, (4.6)

has a solution (κ1, . . . , κn). If the solution is unique, then at most two of the κi are
strictly positive and min{Y0, Y1} is regularly varying with index −

∑n
i=1 κi. Moreover,

(i) if the solution is unique and κi, κj > 0 for some i 6= j, then for all s0, s1 > 0

lim
x→∞

P (Y0 > s0x, Y1 > s1x)

P (Xi > xκi)P (Xj > xκj )
= Ds

(βi−βj)/(αiβj−αjβi)
0 s

(αj−αi)/(αiβj−αjβi)
1 (4.7)
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with

D :=
|αiβj − αjβi|

(αi − αj)(βj − βi)
E

 ∏
m∈{1,...,n}\{i,j}

X(αm(βj−βi)+βm(αi−αj))/(αiβj−αjβi)
m

 ;

(ii) if the solution is unique, κi > 0 for exactly one i ∈ {1, . . . , n} and κj = 0 else, then

lim
x→∞

P (Y0 > s0x, Y1 > s1x)

P (Xi > xκi)

=


E

(
min

(
s−1

0

∏
j∈Ji X

αj
j , s−1

1

∏
j∈Ji X

βj
j

)1/βi
)
, αi = βi

E
(∏

j∈Ji X
βj/βi
j 1{X

αj
j >0}

)
s
−1/βi
1 , αi > βi

E

(∏
j∈Ji X

αj/αi
j 1

{X
βj
j >0}

)
s
−1/αi
0 , αi < βi

(4.8)

with Ji := {1, . . . , n} \ {i};
(iii) in any case, for all ε > 0,

P (Y0 > x, Y1 > x) = o
(
xε−

∑n
i=1 κi

)
(4.9)

x−ε−
∑n
i=1 κi = o(P (Y0 > x, Y1 > x)) (4.10)

as x→∞.

Remark 4.3. (i) The linear program (4.5), (4.6) has multiple solutions if, e.g., the
exponents βi of at least two factors Xβi

i equal β∗ := max1≤j≤n βj and the corre-
sponding exponents αi are greater than or equal to β∗. (A simple example is n = 2
with αi = βi = 1 for i = 1, 2.) In this case, there exists in general no simple re-
lationship between the joint distribution (or indeed both marginal distributions) of
(Y0, Y1) and the distributions of the Xi; see Denisov and Zwart (2007) and Em-
brechts and Goldie (1980) for discussions of the distribution of the product of two
factors with the same index of regular variation.

(ii) If the solution to the linear program is not unique, it is sometimes possible that
a slight redefinition of the factors Xi leads to a lower-dimensional linear pro-
gram with a unique solution. Think, for example, of n = 3, αi = βi = 1, i =
2, 3,max{α1, β1} < 1. If we define X̂1 = X1, X̂2 = X2X3, then X̂2 is regularly
varying with index −1 by the Corollary to Theorem 3 in Embrechts and Goldie
(1980), the resulting linear program has a unique solution κ1 = 0, κ2 = 1 and
P (Y0 > s0x, Y1 > s1x) ∼ E(min{s−1

0 Xα1
1 , s−1

1 Xβ1

1 })P (X2X3 > x). However, the
probability on the right hand side cannot be easily expressed in terms of tail proba-
bilities of X2 and X3.

(iii) In the situation of part (ii) of Theorem 4.2 with αi = βi and in case (i), the random
vector (Y0, Y1) is regularly varying on the cone (0,∞)2 with limiting measure ν given
by

ν
(
(s0,∞)× (s1,∞)

)
= s

(βi−βj)/(αiβj−αjβi)
0 s

(αj−αi)/(αiβj−αjβi)
1
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in the situation of (i), and by

ν
(
(s0,∞)× (s1,∞)

)
=

E

(
min

(
s−1

0

∏
j∈Ji X

αj
j , s−1

1

∏
j∈Ji X

βj
j

)1/βi
)

E

(
min

(∏
j∈Ji X

αj
j ,
∏
j∈Ji X

βj
j

)1/βi
)

in (ii), for s0, s1 > 0.
If (ii) holds with αi 6= βi, then the measure ν that is defined analogously by (1.5)
would be concentrated on ({∞} × (0,∞)) ∪ ((0,∞) × {∞}), which is not allowed
in our definition of regular variation on (0,∞)2. Note that this case cannot occur
if Y0 and Y1 have the same distribution, as it will be the case in the applications
considered in the next section.

Under some additional assumptions, we can extend Theorem 4.2 to an infinite number
of factors.

Theorem 4.4. Let Xi, i ∈ N, be i.i.d. non-negative random variables which are regu-
larly varying with index −1. Assume that αi, βi ≥ 0, i ∈ N, are such that supi∈N αi >

0, supi∈N βi > 0,
∑∞
i=1 αi < ∞ and

∑∞
i=1 βi < ∞. Then

∏n
i=1X

αi
i and

∏n
i=1X

βi
i con-

verge almost surely for n → ∞. We assume that the limiting random variables Y0 and
Y1, respectively, are strictly positive almost surely.

Then the optimization problem

∞∑
i=1

κi → min! (4.11)

under the constraints
∞∑
i=1

αiκi ≥ 1,

∞∑
i=1

βiκi ≥ 1, κi ≥ 0 ∀ i ∈ N, (4.12)

has a solution (κi)i∈N. If the solution is unique, then at most two of the κi are strictly
positive and min{Y0, Y1} is regularly varying with index −

∑∞
i=1 κi. Moreover,

(i) if the solution is unique with κi, κj > 0 for some i 6= j, then for all s0, s1 > 0

lim
x→∞

P (Y0 > s0x, Y1 > s1x)

P (Xi > xκi)P (Xj > xκj )
= Ds

(βi−βj)/(αiβj−αjβi)
0 s

(αj−αi)/(αiβj−αjβi)
1

(4.13)
with

D :=
|αiβj − αjβi|

(αi − αj)(βj − βi)
E

 ∏
m∈N\{i,j}

X(αm(βj−βi)+βm(αi−αj))/(αiβj−αjβi)
m

 ;
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(ii) if the solution is unique, κi > 0 for exactly one i ∈ N and κj = 0 else, then for all
s0, s1 > 0

lim
x→∞

P (Y0 > s0x, Y1 > s1x)

P (Xi > xκi)

=


E

(
min

(
s−1

0

∏
j∈N\{i}X

αj
j , s−1

1

∏
j∈N\{i}X

βj
j

)1/βi
)
, αi = βi

E
(∏

j∈N\{i}X
βj/βi
j

)
s
−1/βi
1 , αi > βi

E
(∏

j∈N\{i}X
αj/αi
j

)
s
−1/αi
0 , αi < βi;

(4.14)

(iii) in any case, for all ε > 0,

P (Y0 > x, Y1 > x) = o
(
xε−

∑∞
i=1 κi

)
x−ε−

∑∞
i=1 κi = o(P (Y0 > x, Y1 > x))

as x→∞.

Remark 4.5. (i) If E(logX1) > −∞, then Y0 and Y1 are almost surely strictly posi-
tive, because then E(

∑k
i=1(αi+βi) logXi) converges in R as k →∞. In particular,

it suffices to assume that P (X1 ≤ x) = o(| log x|−(1+ε)) as x ↓ 0 for some ε > 0.
(ii) Theorem 4.4 can be easily extended to independent, not necessarily identically dis-

tributed random variables Xi. To ensure the convergence of the products and a
moment bound of similar type as (6.37) and (6.38), it suffices to assume that
supi∈NE(Xε

i ) < ∞ for some ε > 0. The limiting random variables Y0 and Y1 are
strictly positive almost surely if, in addition, one assumes that supi∈NE(logXi)

− <
∞.

(iii) Remarks 4.3 (ii) and (iii) to Theorem 4.2 apply to Theorem 4.4 analogously.

5. Second order behavior of SV models with Gamma-type log-volatility

The results from the two previous sections allow us to analyze the joint extremal behavior
of two lagged observations from an SV model with Gamma-type log-volatility.

Theorem 5.1. Let (Xt, σt)t∈Z be an SV model with Gamma-type log-volatility as in
Definition 3.1. Assume that for h ∈ N there exists a unique solution to the optimization
problem

∞∑
i=0

κi → min! (5.1)

under the constraints
∞∑
i=h

αi−hκi ≥ 1,

∞∑
i=0

αiκi ≥ 1, κi ≥ 0 ∀ i ∈ N0. (5.2)

In addition, suppose that E((ε+0 )
∑∞
i=0 κi+δ) <∞ for some δ > 0.
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(i) If κi, κj > 0 for some i 6= j, then for all s0, sh > 0

lim
x→∞

P (σ0 > s0x, σh > shx)

P (min{σ0, σh} > x)
= lim
x→∞

P (X0 > s0x,Xh > shx)

P (min{X0, Xh} > x)

= s
(αi−αj)/(αjαi−h−αiαj−h)
0 s

(αj−h−αi−h)/(αjαi−h−αiαj−h)
h ,

where αk := 0 for k < 0.
(ii) If κi > 0 for exactly one i ∈ N0 and κj = 0 else, then i ≥ h, αi = αi−h and for all

s0, sh > 0

lim
x→∞

P (σ0 > s0x, σh > shx)

P (min{σ0, σh} > x)

=

E

min

(
s−1

0

∏
j≥h,j 6=i

eηh−jαj−h , s−1
h

∏
j∈N0\{i}

eηh−jαj

)1/αi


E

min

( ∏
j≥h,j 6=i

eηh−jαj−h ,
∏

j∈N0\{i}
eηh−jαj

)1/αi
 ,

and

lim
x→∞

P (X0 > s0x,Xh > shx)

P (min{X0, Xh} > x)

=

E

min

(
s−1

0 ε+0
∏

j≥h,j 6=i
eηh−jαj−h , s−1

h ε+h
∏

j∈N0\{i}
eηh−jαj

)1/αi


E

min

(
ε+0

∏
j≥h,j 6=i

eηh−jαj−h , ε+h
∏

j∈N0\{i}
eηh−jαj

)1/αi
 .

In both cases, (σ0, σh) and (X0, Xh) are regularly varying on E2 = (0,∞)2 with index
−
∑∞
i=0 κi.

Remark 5.2. (i) According to Definition 3.1 (a) one has αk = 1 for some k ∈ N0.
Because κk = κk+h = 1 and κi = 0 for all other i ∈ N0 defines a feasible solution
of (5.2), the optimal solution satisfies

∑∞
i=0 κi ≤ 2. Hence the moment condition

on ε+0 is always fulfilled if E((ε+0 )2+δ) <∞ for some δ > 0.
(ii) It is hardly possible to derive any specific properties of the (set of) solutions to the

optimization problem (5.1), (5.2) for arbitrary sequences of coefficients αi, i ∈ N0.
However, some simple rules may help to find an optimal solution (κi)i∈N0

more
easily. For example, if κi > 0, then necessarily αi + αi−h ≥ 1, because otherwise
κ̃k := κk + αiκi, κ̃k+h := κk+h + αi−hκi, κ̃i := 0 and κ̃j := κj for all j ∈ N0 \
{k, k + h, i} with αk = 1 defines a feasible solution with a smaller total sum.

(iii) Again, a similar result holds for (|X0|, |Xh|) instead of (X0, Xh) with ε+i replaced
by |εi|.
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Although in general the optimal solution of the linear program (5.1), (5.2) must be
computed numerically, the solution is easily determined if the coefficients are strictly
decreasing.

Corollary 5.3. Let (Xt, σt)t∈Z be an SV model with Gamma-type log-volatility as in
Definition 3.1 with αi, i ∈ N0, strictly decreasing (which implies α0 = 1). Then the unique
solution to (5.1), (5.2) is given by κ0 = 1− αh, κh = 1 and κi = 0 else. Furthermore, if
E((ε+0 )2−αh+δ) <∞ for some δ > 0, then

lim
x→∞

P (σ0 > s0x, σh > shx)

P (min{σ0, σh} > x)
= lim
x→∞

P (X0 > s0x,Xh > shx)

P (min{X0, Xh} > x)
= sαh−1

0 s−1
h

for all s0, sh > 0.

Theorem 5.1 shows that under the stated assumptions the coefficient of tail dependence
is the same for the vectors (σ0, σh) and (X0, Xh) and equal to ηh = 1/

∑∞
i=0 κi ∈ [1/2, 1].

In the situation of Corollary 5.3, one has ηh = 1/(2 − αh). In particular, for the AR(1)
model considered in Example 3.4 with αh = αh, h ∈ N0 for some α ∈ (0, 1), the coefficient
of tail dependence of the lagged vectors is given by 1/(2− αh).

If the sequence of coefficients αh is decreasing, the coefficient of tail dependence is de-
creasing in h as well and converges to 1/2 as h→∞. Thus the extremal dependence gets
weaker over time and its speed of convergence depends solely on the values of αh, h ∈ N,
(respectively on α ∈ (0, 1) in the AR(1) model). The strictly monotonic decay of the co-
efficients of tail dependence seems a very reasonable assumption for asymptotically inde-
pendent time series. Corollary 5.3 shows that SV models with Gamma-type log-volatility
allow for all possible strictly monotonically decreasing functions h 7→ ηh ∈ [1/2, 1], pro-
vided

∑∞
h=1(2 − 1/ηh) < ∞. Moreover, it is also possible to reproduce arbitrary finite

sequences of (not necessarily decreasing) coefficients of tail dependence ηh as long as they
reflect a non-negative dependence (i.e., stay in the interval [1/2, 1]):

Theorem 5.4. To each vector (η1, . . . , ηm) ∈ [1/2, 1]m (m ∈ N) there exists an SV model
with Gamma-type log-volatility (Xt, σt)t∈Z such that the coefficient of tail dependence of
(σ0, σh) and (X0, Xh) equals ηh for all 1 ≤ h ≤ m.

Remark 5.5. The preceding theorem shows that SV models with Gamma-type log-volatility
are also able to reflect ηh = 1 for h > 0. Remember that asymptotic dependence of the vec-
tor (X0, Xh) implies ηh = 1 but not the other way round. In fact, it depends on the value
of β in (3.3) whether our model allows for asymptotic dependence of lagged observations.

(i) If β > −1, then all vectors (σ0, σh) and (X0, Xh) show asymptotic independence by
Theorem 3.5 and the following conclusions.

(ii) If β < −1 and ηh = 1 for some h > 0, then the vectors (σ0, σh) and (X0, Xh) show
asymptotic dependence. See Section 6 for details.

We conclude this section with a comparison of our work and the results by Kulik and
Soulier (2013), Sections 3 and 4, who consider a similar class of SV models. They analyze
the limit distributions

lim
x→∞

P (σ0 ≤ s0x, σ1 ≤ s1x
ρ1 , . . . , σh ≤ shxρh | σ0 > x) (5.3)
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for a suitable choice of so-called “conditional scaling exponents” ρj , j ∈ N, which lead to
a non-degenerate limit. So while we examine the joint extremal behavior of consecutive
volatilities or returns using regular variation on the cones Ed, Kulik and Soulier (2013)
work in the framework of conditional extreme value models, which are discussed, e.g.,
in Das and Resnick (2011). In the case of asymptotic dependence with ρi = 1 for all
i ∈ N the resulting limit process is known as the tail process (cf. Basrak and Segers
(2009)). Kulik and Soulier (2013) consider an AR(1) model for the log-volatilities where
the innovations ηt, t ∈ Z, have a double exponential distribution, i.e. they are symmetric
with P (ηt > x) = exp(−αx)/2 for x > 0. This assumption fits into our model (we restrict
our analysis to the case α = 1 by standardization, cf. Remark 3.3 (i)). Furthermore,
they deal with linear models of the form (1.2) with double exponentially distributed
innovations under the additional assumptions that

∑∞
i=1 α

2
i < ∞ (i.e., they allow for

long memory) and that α0 = 1, αi < 1 for all i ≥ 1.
Kulik and Soulier show that for those models a nondegenerate limit in (5.3) exists if

and only if the conditional scaling exponents ρj are chosen equal to αj for all j ∈ N. As
αj < 1 for all j ∈ N, this implies asymptotic independence of consecutive volatilities and
of consecutive returns. Like Theorem 5.1, convergence (5.3) conveys refined information
on their extremal dependence structure, but the focus of the approach by Kulik and
Soulier is quite different from ours, and their mathematical techniques are in a sense
considerably simpler than the ones employed in the present paper. Indeed, convergence
(5.3) can be heuristically explained by the classical “Breiman’s principle”, according to
which the tail behavior of a product is largely determined by the most heavy tailed factor.
Under the condition αj < α0 for all j ∈ N, a large value of σ0 =

∏∞
j=0 eαjη−j is most

likely caused by a large value of η0. This in turn implies that, given the extreme event at
time 0, the lagged volatility σh =

∏∞
j=0 eαjηh−j will be roughly of the order eαhη0 , which

yields ρh = αh for all h ∈ N.
In contrast, we consider events of the type that both σ0 and σh exceed the same large

threshold. The simple heuristic of above fails in this setting since our results show that
a single extreme event at time 0 is not the most probable cause for the joint exceedance.
Instead one has to find combinations of two factors eηj which are both sufficiently large
(though potentially smaller than the single factor considered in the conditional extreme
value approach) such that both products

∏∞
j=0 eαjη−j and

∏∞
j=0 eαjηh−j are large, which

leads to the linear optimization problems investigated in the Sections 4 and 5. This
clearly shows that in general one should neither expect a simple relationship between the
coefficients of tail dependence obtained in this paper on the one hand and the conditional
scaling exponents considered in Kulik and Soulier (2013) on the other hand, nor between
the respective limiting measures arising in both approaches. This fact somewhat qualifies
the heuristic reasoning given in Section 1.5 of Kulik and Soulier (2013).
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6. Proofs

6.1. Proofs to Section 2

The following inequality will be useful:

d(Ax,Fd) = min((Ax)+) = min(x) min

((
Ax

min(x)

)+
)

≤ min(x)τ(A) = d(x,Fd)τ(A) (6.1)

for all x ∈ Ed and A ∈ Rd×d.

Proof of Lemma 2.1. By definition τ(A) = 0 if and only if ASd and Ed are disjoint,
which in turn is equivalent to A−1(Ed) ∩ Ed = ∅.

Now suppose that τ(A) = ∞. Then there exists x ∈ Sd such that min(Ax) >
−min(−A1) where 1 = (1, . . . , 1)′. Thus y := x − 1 ∈ Od ⊂ (Ed)c and min(Ay) ≥
min(Ax) + min(−A1) > 0, which implies Ay ∈ Ed and hence A−1(Ed) 6⊂ Ed. Since this
contradicts (i), we have shown that (i) implies (ii).

For the converse implication “(ii)⇒ (i)”, first note that A must be invertible if τ(A) ∈
(0,∞). To see this, suppose A were not invertible and choose some y 6= 0 satisfying
Ay = 0. Because τ(A) > 0, there exists a vector x ∈ Ed such that Ax ∈ Ed. Moreover,
for some λ0 ∈ R one has x + λ0y ∈ Od and x + λy ∈ Ed for all λ between 0 and λ0. As
(x + λy)/min(x + λy) ∈ Sd for such values of λ, one may conclude

τ(A) ≥ min
(
A

x + λy

min(x + λy)

)
=

min(Ax)

min(x + λy)
→∞

as λ→ λ0. Since this contradicts the assumption τ(A) ∈ (0,∞), the matrix A must be
invertible.

Next, recall that with τ(A) > 0 there exists at least one x ∈ Ed such that A−1x ∈ Ed
and thus d(A−1x,Fd) > 0. Now, for all x ∈ Ed with d(A−1x,Fd) > 0

1 =
d((A ·A−1)x,Fd)

d(x,Fd)
=
d(A(A−1x),Fd)
d(A−1x,Fd)

d(A−1x,Fd)
d(x,Fd)

,

where, according to (6.1), the first factor is bounded by τ(A). Therefore,

d(A−1x,Fd) = 0 or d(A−1x,Fd) ≥ τ(A)−1d(x,Fd) (6.2)

for all x ∈ Ed. Now let δ > 0. Since d(A−1x,Fd) > 0 for some x ∈ Ed, there also
exists an x with d(x,Fd) > δ and d(A−1x,Fd) > 0 by linearity of x 7→ A−1x. Since
x 7→ d(A−1x,Fd) is a continuous function and τ(A)−1d(x,Fd) is bounded away from 0
on the set Cδ :=

{
x ∈ Ed | d(x,Fd) > δ

}
, it follows from (6.2) that the inequality in

(6.2), which holds for some x ∈ Cδ, must be satisfied for all x ∈ Cδ. Let δ tend to 0 to
see that

d(A−1x,Fd) ≥ d(x,Fd)
τ(A)

(6.3)
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for all x ∈ Ed.
As the right hand side of this inequality is by assumption strictly positive for all

x ∈ Ed we have A−1(Ed) ⊂ Ed. Continuity of the linear mapping x 7→ A−1x then gives
A−1([0,∞)d) ⊂ [0,∞)d as well, which concludes the proof.

Proof of Lemma 2.2. Since 0 < τ(A) < ∞ and d(tx,Fd) = td(x,Fd) for all x ∈ Ed
and t > 0, it follows from the definition of τ(A) that

inf
x∈[0,∞)d:d(Ax,Fd)=τ(A)

d(x,Fd) = 1. (6.4)

Recall that Od = {x ∈ [0,∞)d : min(x) = 0} denotes the boundary of Ed and note that

{x ∈ Ed : d(x,Fd) = y} = y · 1 +Od = {y · 1 + x : x ∈ Od}

for all 0 < y <∞. Now, for x ∈ [0,∞)d,

d(Ax,Fd) = τ(A) ⇔ Ax ∈ τ(A) · 1 +Od ⇔ x ∈ τ(A) ·A−11 + A−1Od.

Recall that 0 < τ(A) <∞ implies min(A−1x) ≥ 0 for all x ∈ Od by the last statement
of Lemma 2.1. Therefore, for points of the form τ(A) ·A−11 + A−1z with z ∈ Od the
minimum distance to Fd is attained for z = 0. Thus, Equation (6.4) implies that

1 = inf
x∈[0,∞)d:d(Ax,Fd)=τ(A)

d(x,Fd) = d
(
τ(A) ·A−11,Fd

)
= τ(A)d

(
A−11,Fd

)
,

which proves the first equation. The second equation follows from d(x,Fd) = min(x+).

Proof of Theorem 2.4. Clearly,

P (AZ ∈ xB) = P (AZ ∈ xB, τ(A) > M) + P (AZ ∈ xB, τ(A) ≤M) (6.5)

for all M > 0. For all Borel sets B ⊂ Ed bounded away from Od there exists a constant
δB > 0 such that d(x,Fd) = min(x) > δB for all x ∈ B. Hence, for all x > 0,

P (AZ ∈ xB, τ(A) > M) ≤ P (d(AZ,Fd) > xδB , τ(A) > M)

≤ P (τ(A) min(Z) > xδB , τ(A) > M)

= P (1{τ(A)>M}τ(A) min(Z) > xδB),

where the second inequality follows from (6.1). Since min(Z) is regularly varying with in-
dex −α and A and Z are assumed to be independent, the univariate version of Breiman’s
lemma in combination with (2.2) yields

lim sup
x→∞

P (AZ ∈ xB, τ(A) > M)

P (min(Z) > x)
≤ δ−αB E

(
τ(A)α1{τ(A)>M}

)
. (6.6)
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As d(B,Fd) > δB > 0, the image of B under A−1 is again a.s. bounded away from Od,
since by (6.3) d(A−1x,Fd) ≥ τ(A)−1δB for all x ∈ B. Hence, for the second summand
in (6.5) we obtain

lim
x→∞

P (AZ ∈ xB, τ(A) ≤M)

P (min(Z) > x)

= lim
x→∞

∫
{τ(a)≤M}

P (Z ∈ xa−1B)

P (min(Z) > x)
dPA(a) (6.7)

=

∫
{τ(a)≤M}

ν(a−1B) dPA(a)

= E(ν(A−1B)1{τ(A)≤M}). (6.8)

For the second equation, we have used that E(ν(∂A−1B)) = 0 (i.e. ν(∂A−1B) = 0 a.s.)
and Pratt’s lemma (cf. Pratt (1960)), since the integrand in (6.7) is bounded by

P (aZ ∈ xB)

P (min(Z) > x)
≤ P (τ(a) min(Z) > xδB)

P (min(Z) > x)
≤ P (M min(Z) > xδB)

P (min(Z) > x)
→Mαδ−αB .

Let M → ∞ in (6.6) and (6.8) to obtain (2.3) by monotone convergence. Note that
E(ν(A−1B)) is finite since, by the definition of τ ,

E(ν(A−1B)) ≤ E(ν(A−1[δB ,∞)d)) ≤ E(ν([δB/τ(A),∞)d))

= ν([δB ,∞)d)E(τ(A)α) <∞.

6.2. Proofs to Section 3

Proof of Theorem 3.2. Let Λ := {n ∈ N0 : αn = 1}, k := |Λ| (our assumptions
guarantee that k <∞),

β̂ :=

{
kβ + k − 1, β > −1

β, β < −1
(6.9)

and

K̂ :=

{
Kk Γ(β+1)k

Γ(k(β+1))E
(
exp

(∑
n/∈Λ αnηn

))
, β > −1

kKE(exp(η0))k−1E
(
exp

(∑
n/∈Λ αnηn

))
, β < −1

(6.10)

(cf. equations (7.8) and (7.9) in Rootzén (1986)). It follows from Lemma 7.2 in Rootzén
(1986) that

P (log(σt) > z) = P

( ∞∑
i=0

αiηt−i > z

)
∼ K̂zβ̂e−z, z →∞, t ∈ Z. (6.11)
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Since the εt, t ∈ Z, are assumed to be independent of the ηt, t ∈ Z, the stationary
solution to (3.2) implies the existence of a stationary solution (Xt, σt)t∈Z. For s > 0, one
can conclude from (6.11) that

lim
x→∞

P (σ0 > sx)

P (σ0 > x)
= lim
x→∞

(
log(sx)

)β̂
(sx)−1(

log x
)β̂
x−1

= s−1,

which shows regular variation with index −1 of the marginal distributions of (σt)t∈Z.
The regular variation of the marginal distributions of |X0| = σ0|ε0| and X+

0 = σ0ε
+
0

follows by Breiman’s lemma, which (under our moment assumptions on ε0) gives

P (σ0|ε0| > x) ∼ E(|ε0|)P (σ0 > x) and P (σ0ε
+
0 > x) ∼ E(ε+0 )P (σ0 > x).

Now the tail balance assertion (3.4) and relation (3.5) between the tails of X0 and σ0 are
obvious.

Proof of Theorem 3.5.
Proof of (i) It follows from Theorem 7.4 in Rootzén (1986) that the point processes

N log(σ)
n (·) :=

n∑
i=1

δ(i/n,log(σi)−logn−β̂ log(logn))−log(K̂))(·), n ∈ N,

converge weakly to a Poisson process N log(σ) on [0, 1]× (−∞,∞] with intensity measure
dt × e−xdx. Now, exp(·) is a continuous function such that the preimage of a set B is
bounded away from −∞ if B is bounded away from 0. We may thus apply Proposition
5.5 in Resnick (2007) to derive that Nσ

n converges in Mp([0, 1] × (0,∞]) to a Poisson
process with intensity dt× z−2dz on [0, 1]× (0,∞] which we denote by Nσ.
Proof of (ii) To derive the second assertion, for n ∈ N, introduce the point processN (σ,ε)

n

which consists of the points (i/n, σi/an, εi), i = 1, 2, . . . , n. The first assertion implies that
N

(σ,ε)
n converges weakly to the Poisson process N (σ,ε) with points (t(i), z(i), ε(i))i∈N which

has the intensity dt × z−2dz × dP ε0 . One may now proceed similarly as in the proof of
Proposition 7.5 in Resnick (2007) to show that the point processes NX

n , n ∈ N, which
consist of the points (i/n, a−1

n σi · εi), i = 1, 2, . . . , n, converge to a Poisson point process
NX with points (t(i), z(i) · ε(i))i∈N: Note that the additional first component t(i) of the
points, the dependence between the σi, i = 1, 2, . . . , and the possibly negative sign of
the εi do not cause substantial changes in the course of the proof. The derivation of the
stated intensity dt× z−2

[
1{z<0}E(ε−0 ) + 1{z>0}E(ε+0 )

]
dz of the process NX follows by

an application of Proposition 5.2 in Resnick (2007) to the continuous mapping

T : [0, 1]× (0,∞]× ((−∞,∞) \ {0})→ D, (t, x, y) 7→ (t, x · y)

in combination with a truncation argument like in step 4 of the proof of Proposition 7.5
in Resnick (2007).
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6.3. Proofs to Section 4

We start with a technical result on the tail behavior of a product of two factors.

Lemma 6.1. Let X,Y ≥ 0 be two independent random variables, such that both X and
Y are regularly varying with index −1. Then, for α, β such that 0 ≤ β < min{1, α},

lim
x→∞

P (X > x, Y αXβ > x)

P (X > x)P (Y α > x1−β)
=

α

α− β
. (6.12)

Furthermore, for each ε > 0 there exists an M = M(ε) > 0 such that

(1− ε) α

α− β
s−

1
α−ε(s) ≤ P (X > x, Y αXβ > sx)

P (X > x)P (Y α > x1−β)
≤ (1 + ε)

α

α− β
s−

1
α+ε(s) (6.13)

for all s, x > 0 such that min{x1−β , sx1−β} > M .

Proof. If β = 0 then the first statement follows directly from the independence of X
and Y . The second statement follows by applying the Potter bounds to the function
x 7→ P (Y α > x) which is regularly varying with index −1/α.

In what follows, assume β > 0. We only have to show (6.13), since then we conclude
(6.12) by choosing s = 1 and ε↘ 0. To this end, check that

P (X > x, Y αXβ > sx)

P (X > x)P (Y α > x1−β)

=

∫∞
0
P
(
Xβ > max{sx/y, xβ}

)
PY

α

(dy)

P (X > x)P (Y α > x1−β)

=

∫ sx1−β

0

P
(
Xβ > sx/y

)
P (X > x)P (Y α > x1−β)

PY
α

(dy)

+

∫ ∞
sx1−β

P
(
Xβ > xβ

)
P (X > x)P (Y α > x1−β)

PY
α

(dy). (6.14)

The second summand equals

P (Y α > sx1−β)

P (Y α > x1−β)
∈
[
(1− ε)s−1/α−ε(s), (1 + ε)s−1/α+ε(s)

]
(6.15)

for ε > 0 if min{sx1−β , x1−β} > N for some N = N(ε) by the Potter bounds. Again by
the Potter bounds, to each ε > 0 there exists N ′ = N ′(ε) such that for all x > N ′∫ sx1−β

0

P
(
X > (sx/y)1/β

)
P (X > x)

PY
α

(dy)

≤ (1 + ε)

sx1−β∫
0

(
(sx/y)1/β

x

)−1+ε

PY
α

(dy)
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= (1 + ε)(sx1−β)−(1−ε)/β
∫ sx1−β

0

y(1−ε)/β PY
α

(dy), (6.16)

because (sx/y)1/β > x. Since the distribution of Y α is regularly varying with index
−1/α and (1− ε)/β > 1/α for sufficiently small ε > 0 by assumption, a generalization of
Karamata’s theorem (Bingham et al. (1987), Theorem 1.6.4) yields

lim
t→∞

∫ t
0
y(1−ε)/β PY

α

(dy)

t(1−ε)/βP (Y α > t)
=

1/α

(1− ε)/β − 1/α
=

β

α(1− ε)− β
.

Thus, for a suitable N ′′ = N ′′(ε) and x > N ′′, the integral in (6.16) is bounded from
above by

(1 + ε)
β

α(1− ε)− β
(sx1−β)(1−ε)/βP

(
Y α > sx1−β) .

Hence, by (6.15), the first summand in (6.14) is bounded by

(1 + ε)3 β

α(1− ε)− β
s−1/α+ε(s) (6.17)

for x large enough. It follows from (6.15) and (6.17) that for given ε > 0 one may
find a suitable δ > 0 and a corresponding constant M(δ) such that (with δ(s) defined
analogously to ε(s))

P (X > x, Y αXβ > sx)

P (X > x)P (Y α > x1−β)

≤ (1 + δ)s−1/α+δ(s) + (1 + δ)3 β

α(1− δ)− β
s−1/α+δ(s)

≤ (1 + ε)
α

α− β
s−1/α+ε(s),

for min{sx1−β , x1−β} > M(δ) which gives the upper bound in (6.13).
Using the lower Potter bound instead of the upper one and proceeding analogously,

we arrive at

(1− ε)3s−1/α−ε(s) β

α(1 + ε)− β
and (1− ε)s−1/α−ε(s)

as lower bounds for the first and second summand in (6.14), respectively, which leads to
the lower bound in (6.13).

Remark 6.2. (i) Note that equation (6.12) of Lemma 6.1 follows immediately if we
assume that X has a unit Pareto distribution, since then

lim
x→∞

P (X > x, Y αXβ > x)

P (X > x)P (Y α > x1−β)
= lim

x→∞

P
(
Y α
(
X
x

)β
> x1−β |X > x

)
P (Y α > x1−β)
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= lim
x→∞

P
(
Y αXβ > x1−β)
P (Y α > x1−β)

= E(Xβ/α) =
α

α− β
by Breiman’s lemma.

(ii) The inequalities (6.13) can be interpreted as a special case of Potter type bounds for
the function (x, y) 7→ P (X > x, Y αXβ > y) which is bivariate regularly varying on
(0,∞)2 (cf. Resnick (1987), Equation (5.32)). We will use these bounds to extend
our analysis to products of more than two random variables.

Proof of Proposition 4.1. By our assumptions the solution (κ1, κ2) to the linear
program (4.3) is unique with κ1 > 0 as well as κ2 > 0. Therefore, it is impossible that
(α1 ≥ β1, α2 ≥ β2) or (α1 ≤ β1, α2 ≤ β2), since this would imply a redundant restriction
in (4.3) and thus multiple solutions or min{κ1, κ2} = 0. Hence, one of the points (αi, βi),
i ∈ {1, 2}, must lie above or on the main diagonal and one point below or on the main
diagonal. W.l.o.g., we may assume that (α1, β1) lies below or on the main diagonal, i.e.
α1 ≥ β1. (Otherwise, interchange (α1, β1, X1, κ1) and (α2, β2, X2, κ2), which leaves the
assertion unchanged.)

Next note that (α1 ≥ α2, β1 ≥ β2) or (α1 ≤ α2, β1 ≤ β2) would imply that a solution
with either κ1 = 0 or κ2 = 0 exists. Furthermore, α1 = α2 or β1 = β2 will always lead
to multiple solutions or min{κ1, κ2} = 0. Hence, we may conclude that min{α1, β2} ≥
max{α2, β1} and that α1 > α2 and β2 > β1.

Obviously, the equations

κ1α1 + κ2α2 = 1, κ1β1 + κ2β2 = 1 (6.18)

must hold, so that κ1 and κ2 are determined by

κ1 =
β2 − α2

α1β2 − α2β1
, κ2 =

α1 − β1

α1β2 − α2β1
.

Now, write

P (Xα1
1 Xα2

2 > s0x,X
β1

1 Xβ2

2 > s1x)

P (X1 > xκ1)P (X2 > xκ2)
=

P (z1X1 > xκ1)P (z2X2 > xκ2)

P (X1 > xκ1)P (X2 > xκ2)

×P ((z1X1)α1(z2X2)α2 > x, (z1X1)β1(z2X2)β2 > x)

P (z1X1 > xκ1)P (z2X2 > xκ2)
, (6.19)

with z1, z2 as in (4.4). Note that, by the Potter bounds, the first factor on the right hand
side belongs to [

(1− ε)z1−ε(z1)
1 z

1−ε(z2)
2 , (1 + ε)z

1+ε(z1)
1 z

1+ε(z2)
2

]
(6.20)

for all ε > 0 provided min{xκ1 , z−1
1 xκ1 , xκ2 , z−1

2 xκ2} > N(ε) for sufficiently large N(ε).
The second factor in (6.19) is split up into four terms:

P ((z1X1)α1(z2X2)α2 > x, (z1X1)β1(z2X2)β2 > x, z1X1 ≤ xκ1 , z2X2 ≤ xκ2)

P (z1X1 > xκ1)P (z2X2 > xκ2)
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− P ((z1X1)α1(z2X2)α2 > x, (z1X1)β1(z2X2)β2 > x, z1X1 > xκ1 , z2X2 > xκ2)

P (z1X1 > xκ1)P (z2X2 > xκ2)

+
P ((z1X1)α1(z2X2)α2 > x, (z1X1)β1(z2X2)β2 > x, z1X1 > xκ1)

P (z1X1 > xκ1)P (z2X2 > xκ2)

+
P ((z1X1)α1(z2X2)α2 > x, (z1X1)β1(z2X2)β2 > x, z2X2 > xκ2)

P (z1X1 > xκ1)P (z2X2 > xκ2)
. (6.21)

For x ≥ 1 the first and second summand equal zero and −1, respectively, because of
(6.18).

Next, note that, again by (6.18),

P ((z1X1)α1(z2X2)α2 > x, (z1X1)β1(z2X2)β2 > x, z1X1 > xκ1)

= P

((
z1X1

xκ1

)α1

(z2X2)α2 > x1−α1κ1 ,

(
z1X1

xκ1

)β1

(z2X2)β2 > x1−β1κ1 , z1X1 > xκ1

)

= P

((
z1X1

xκ1

)α1

(z2X2)α2 > xα2κ2 ,

(
z1X1

xκ1

)β1

(z2X2)β2 > xβ2κ2 , z1X1 > xκ1

)

= P

((
z1X1

xκ1

)α1/α2

z2X2 > xκ2 ,

(
z1X1

xκ1

)β1/β2

z2X2 > xκ2 , z1X1 > xκ1

)
,

where (z1X1/x
κ1)

α1/α2 := ∞ if α2 = 0. According to the above discussion we have
β1/β2 < 1 < α1/α2. Therefore, the last probability equals

P

((
z1X1

xκ1

)β1/β2

z2X2 > xκ2 , z1X1 > xκ1

)
= P

(
(z1X1)β1/β2z2X2 > xκ2+κ1β1/β2 , z1X1 > xκ1

)
= P

(
(z1X1)β1κ1(z2X2)β2κ1 > xκ1 , z1X1 > xκ1

)
.

Now, we substitute u for xκ1/z1, use (6.18) and apply Lemma 6.1 and the Potter bounds
to x 7→ P (Xβ2κ1

2 > x):

P
(
z1X1 > xκ1 , (z1X1)β1κ1(z2X2)β2κ1 > xκ1

)
P (z1X1 > xκ1)P (z2X2 > xκ2)

=
P
(
X1 > u,Xβ1κ1

1 Xβ2κ1

2 > zβ2κ2

1 z−β2κ1

2 u
)

P (X1 > u)P (Xβ2κ1

2 > u1−β1κ1)

P (Xβ2κ1

2 > u1−β1κ1)

P (Xβ2κ1

2 > zβ2κ2

1 z−β2κ1

2 u1−β1κ1)

∈

(1− η)2 β2

β2 − β1
min


(
zβ2κ2

1

zβ2κ1

2

)2η

,

(
zβ2κ2

1

zβ2κ1

2

)−2η
 ,

(1 + η)2 β2

β2 − β1
max


(
zβ2κ2

1

zβ2κ1

2

)2η

,

(
zβ2κ2

1

zβ2κ1

2

)−2η
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if both u1−β1κ1 = (xκ1/z1)β2κ2 and zβ2κ2

1 z−β2κ1

2 u1−β1κ1 = (xκ2/z2)β2κ1 are larger than
some N(η), which is the case if both xκ1/z1 > M(η) and xκ2/z2 > M(η) for a suitably
chosen constant M(η). Adapting the value of η to each ε > 0, we may hence find an
M ′(ε) such that

P
(
z1X1 > xκ1 , (z1X1)β1κ1(z2X2)β2κ1 > xκ1

)
P (z1X1 > xκ1)P (z2X2 > xκ2)

∈
[
(1− ε) β2

β2 − β1
z
−ε(z1)
1 z

−ε(z2)
2 , (1 + ε)

β2

β2 − β1
z
ε(z1)
1 z

ε(z2)
2

]
(6.22)

if both xκ1/z1 > M ′(ε) and xκ2/z2 > M ′(ε).
Analogously, the fourth summand in equation (6.21) equals

P
((

z2X2

xκ2

)α2/α1
z1X1 > xκ1 , z2X2 > xκ2

)
P (z2X2 > xκ2)P (z1X1 > xκ1)

=
P (z2X2 > xκ2 , (z2X2)α2κ2(z1X1)α1κ2 > xκ2)

P (z2X2 > xκ2)P ((z1X1)α1κ2 > xα1κ1κ2)
.

Again, a substitution (set u = xκ2/z2) and Lemma (6.1) lead to

P (z2X2 > xκ2 , (z2X2)α2κ2(z1X1)α1κ2 > xκ2)

P (z2X2 > xκ2)P ((z1X1)α1κ2 > xα1κ1κ2)

=
P
(
X2 > u,Xα2κ2

2 Xα1κ2
1 > zα1κ1

2 z−α1κ2
1 u

)
P (X2 > u)P (Xα1κ2

1 > u1−α2κ2)

P (Xα1κ2
1 > u1−α2κ2)

P (Xα1κ2
1 > zα1κ1

2 z−α1κ2
1 u1−α2κ2)

∈
[
(1− ε) α1

α1 − α2
z
−ε(z1)
1 z

−ε(z2)
2 , (1 + ε)

α1

α1 − α2
z
ε(z1)
1 z

ε(z2)
2

]
(6.23)

if both xκ1/z1 > M ′′(ε) and xκ2/z2 > M ′′(ε) for a suitably chosen M ′′(ε).
Finally, for ε > 0, combining (6.19)-(6.23) we arrive at

P (Xα1
1 Xα2

2 > s0x,X
β1

1 Xβ2

2 > s1x)

P (X1 > xκ1)P (X2 > xκ2)

∈
[
(1− ε′)Cz1z2z

−ε′(z1)
1 z

−ε′(z2)
2 , (1 + ε′)Cz1z2z

+ε′(z1)
1 z

+ε′(z2)
2

]
⊂

[
(1− ε)Cs(β1−β2)/(α1β2−α2β1)−ε(s0)

0 s
(α2−α1)/(α1β2−α2β1)−ε(s1)
1 ,

(1 + ε)Cs
(β1−β2)/(α1β2−α2β1)+ε(s0)
0 s

(α2−α1)/(α1β2−α2β1)+ε(s1)
1

]
for a suitable choice of ε′ and a constant N = N(ε) such that min{xκ1 , z−1

1 xκ1 ,
xκ2 , z−1

2 xκ2} > N .
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Proof of Theorem 4.2.
Proof of (iii)We prove the assertion by formalizing the heuristic arguments used to mo-
tivate the linear optimization problem. Let (κ1, . . . , κn) be a solution to the optimization
problem. The lower bound (4.10) follows from

P (Y0 > x, Y1 > x) ≥ P (Xi > xκi for all 1 ≤ i ≤ n) ≥
n∏
i=1

x−κi−ε/n

for sufficiently large x because of the regular variation of the independent random vari-
ables Xi.

To establish (4.9), let c := (2n)/ε and, for x > 1, Zi,x := max
{
dc logXi/ log xe, 0

}
.

Then logXi ∈ (Zi,x− 1, Zi,x] log x/c if Zi,x > 0. Since (κ1, . . . , κn) is an optimal solution
of the linear program (4.5) and (4.6), it follows

P (Y0 > x, Y1 > x)

≤ P
( n∑
i=1

αiZi,x/c ≥ 1,

n∑
i=1

βiZi,x/c ≥ 1
)

≤ P
( n∑
i=1

Zi,x/c ≥
n∑
i=1

κi

)
≤

n∑
i=1

P
(
Zi,x > c

n∑
j=1

κj

)
+

∑
(j1,...,jn)

P (Zi,x = ji for all 1 ≤ i ≤ n)

where the second sum runs over all j1, . . . , jn ∈ {0, . . . , bc
∑n
i=1 κic} such that

∑n
i=1 ji ≥

c
∑n
i=1 κi. As these are only finitely many and both

P (Zi,x = ji for all 1 ≤ i ≤ n) ≤
n∏
i=1

(P (Xi > x(ji−1)/c1{ji>0} + 1{ji=0})

= o(x−
∑n
i=1 ji/c+ε)

= o(x−
∑n
i=1 κi+ε),

and

P
(
Zi,x > c

n∑
j=1

κj

)
≤ P

(
Xi > x

∑n
j=1 κj−1/c

)
= o(x−

∑n
j=1 κj+ε),

we obtain the upper bound (4.9) which concludes the proof of (iii).
Since we have assumed a unique solution to (4.5) and (4.6), it must be a basic feasible

solution (Sierksma (1996), Theorems 1.2 and 1.5), i.e., κl = 0 for all but at most two
indices l ∈ {1, . . . , n}.

Proof of (ii)
W.l.o.g. assume that κ1 > 0 and κj = 0 for all j ∈ {2, . . . , n} and that α1 ≥ β1, thus
κ1 = 1/β1. In this case,

P (Y0 > s0x, Y1 > s1x)
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= P

(
Xα1

1

n∏
i=2

Xαi
i > s0x,X

β1

1

n∏
i=2

Xβi
i > s1x

)

= P

Xβ1

1

(
s−1

0

n∏
i=2

Xαi
i

)β1/α1

x1−β1/α1 > x,Xβ1

1 s−1
1

n∏
i=2

Xβi
i > x


= P

Xβ1

1 min


(
s−1

0

n∏
i=2

Xαi
i

)β1/α1

x1−β1/α1 , s−1
1

n∏
i=2

Xβi
i

 > x

 . (6.24)

(Remember that in the case n = 1 the empty product is by our convention equal to
1.) Now, if α1 = β1, then the second factor in the product in (6.24) equals Z :=

min
{
s−1

0

∏n
i=2X

αi
i , s−1

1

∏n
i=2X

βi
i

}
. If n = 1 then (4.8) follows directly from (6.24).

Note that for n ≥ 2

n∑
i=2

κ′i > κ1 =
1

β1
for all κ′2, . . . , κ

′
n ≥ 0 such that

n∑
i=2

αiκ
′
i ≥ 1,

n∑
i=2

βiκ
′
i ≥ 1

since we have assumed a unique solution to (4.5), (4.6). Part (iii) of the statement (applied
to Ỹ0 :=

∏n
i=2X

αi
i and Ỹ1 :=

∏n
i=2X

βi
i ) thus yields that P (Z > x) = o(x−1/β1−ε) for

some ε > 0, which by Breiman’s lemma in turn implies (4.8).
If α1 > β1, then βi < β1 for all i = 2, . . . , n, since otherwise κ1 = 1/β1, κi = 0, i =

2, . . . , n, would not be a unique solution to (4.5) and (4.6). (If βi ≥ β1, then κ′1 = (1 −
ε)/β1, κ′i = ε/βi, for sufficiently small ε, and κ′j = 0 for all j ∈ {2, . . . , n}\{i} would satisfy
(4.6) with κ′1+κ′i ≤ κ1.) For all C > 0, the second factor in the product in (6.24) is eventu-
ally (for sufficiently large x) bounded from below by min

{
C
∏n
i=2X

αiβ1/α1

i , s−1
1

∏n
i=2X

βi
i

}
.

Thus,

P

(
Xβ1

1 min

{
C

n∏
i=2

X
αiβ1/α1

i , s−1
1

n∏
i=2

Xβi
i

}
> x

)

≤ P (Y0 > s0x, Y1 > s1x) ≤ P

(
Xβ1

1 1{
∏n
i=2X

αiβ1/α1
i >0}s

−1
1

n∏
i=2

Xβi
i > x

)

for x large enough. For both the left hand side and the right hand side of this inequality,
the random variable Xβ1

1 is multiplied with an independent random variable bounded
above by s−1

1

∏n
i=2X

βi
i and we may thus again apply Breiman’s lemma to get

E

(min

{
C

n∏
i=2

X
αiβ1/α1

i , s−1
1

n∏
i=2

Xβi
i

})1/β1


≤ lim inf
x→∞

P (Y1 > s0x, Y1 > s1x)

P (Xβ1

1 > x)
≤ lim sup

x→∞

P (Y1 > s0x, Y1 > s1x)

P (Xβ1

1 > x)
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≤ E

(1{∏n
i=2X

αiβ1/α1
i >0}s

−1
1

n∏
i=2

Xβi
i

)1/β1
 <∞,

since βi < β1 for all i ∈ {2, . . . , n}. For C →∞, the lower bound converges to the upper
bound, which concludes the proof for part (ii) of the statement.

Proof of (i) for s0 = s1 = 1
W.l.o.g. let us assume that i = 1, j = 2, thus κ1 > 0, κ2 > 0 and κl = 0, l ∈ {3, . . . , n}.

Moreover, w.l.o.g. we may assume α1 > α2, β2 > β1 and min{α1, β2} ≥ max{α2, β1} (cf.
the proof of Proposition 4.1).

As in the proof of Proposition 4.1, Equation (6.18) holds and it follows that

κ1 =
β2 − α2

α1β2 − α2β1
, κ2 =

α1 − β1

α1β2 − α2β1
.

There exists a so-called dual problem to (4.5) and (4.6) (see Sierksma (1996), Chapter
2) that is given by

κ̂1 + κ̂2 → max! (6.25)

under the constraints

αlκ̂1 + βlκ̂2 ≤ 1 for all l = 1, . . . , n. (6.26)

Since we have assumed an optimal solution to the primal problem, there also exists an op-
timal solution to the dual problem (Sierksma (1996), Theorem 2.2), denoted by (κ̂1, κ̂2).
Because of κ1, κ2 > 0, it follows by the complementary slackness theorem (Sierksma
(1996), Theorem 2.4) that

α1κ̂1 + β1κ̂2 = 1 and α2κ̂1 + β2κ̂2 = 1. (6.27)

Therefore
κ̂1 =

β2 − β1

α1β2 − α2β1
> 0, κ̂2 =

α1 − α2

α1β2 − α2β1
> 0. (6.28)

If equality held in (6.26) for some l ≥ 3, then direct calculations show that

κ̃1 =
βl − αl

α1βl − αlβ1
, κ̃l =

α1 − β1

α1βl − αlβ1
, κ̃i = 0 ∀ i ∈ {2, . . . , n} \ {l}

would be another optimal solution to the primal problem in contradiction to our assump-
tions. Therefore, there exists an ε > 0 such that

αlκ̂1 + βlκ̂2 < 1− ε for all l ∈ {3, . . . , n}. (6.29)

Let

Z1(x3, . . . , xn) :=

(
n∏
i=3

xβii

)−α2/(α1β2−α2β1)( n∏
i=3

xαii

)β2/(α1β2−α2β1)
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=

n∏
i=3

x
(αiβ2−βiα2)/(α1β2−α2β1)
i

and

Z2(x3, . . . , xn) :=

n∏
i=3

x
(βiα1−αiβ1)/(α1β2−α2β1)
i

if xi > 0 for all i ∈ {3, . . . , n} with max{αi, βi} > 0 and set Z1(x3, . . . , xn) = Z2(x3, . . . , xn)
=∞ else. These two quantities will play the role of z1 and z2 in the statement and proof
of Proposition 4.1. For δ > 0, define M = M(δ) as in Proposition 4.1,

M = M(x,M) :=
{
x ∈ [0,∞)n−2 : MZ1(x) < xκ1 ,MZ2(x) < xκ2

}
and Xn

3 := (X3, . . . , Xn).
Then,

P
(∏n

i=1X
αi
i > x,

∏n
i=1X

βi
i > x

)
P (X1 > xκ1)P (X2 > xκ2)

=

∫ P
(
Xα1

1 Xα2
2 >

∏n
i=3 x

−αi
i x,Xβ1

1 Xβ2

2 >
∏n
i=3 x

−βi
i x

)
P (X1 > xκ1)P (X2 > xκ2)

1M(xn3 )PXn
3 (dxn3 )

+
P
(∏n

i=1X
αi
i > x,

∏n
i=1X

βi
i > x,Xn

3 ∈Mc
)

P (X1 > xκ1)P (X2 > xκ2)
. (6.30)

Let s0(x) :=
∏n
i=3 x

−αi
i and s1(x) :=

∏n
i=3 x

−βi
i . According to Proposition 4.1 and

(6.28), the integrand of the first summand on the right hand side of (6.30) is bounded
from above by

(1 + δ)Cs0(x)(β1−β2)/(α1β2−α2β1)+δ(s0(x))s1(x)(α2−α1)/(α1β2−α2β1)+δ(s1(x))

= (1 + δ)C

n∏
i=3

x
αiκ̂1+βiκ̂2−αiδ(s0(x))−βiδ(s1(x))
i

for x > M with C as in Proposition 4.1. In view of (6.29), δ may be chosen so small such
that all the exponents in the last expression are strictly less than 1, and hence the upper
bound is integrable w.r.t. PXn

3 . Therefore, by dominated convergence, we see that

lim
x→∞

∫ P
(
Xα1

1 Xα2
2 >

∏n
i=3 x

−αi
i x,Xβ1

1 Xβ2

2 >
∏n
i=3 x

−βi
i x

)
P (X1 > xκ1)P (X2 > xκ2)

1M(xn3 )PXn
3 (dxn3 )

=

∫
lim
x→∞

P
(
Xα1

1 Xα2
2 >

∏n
i=3 x

−αi
i x,Xβ1

1 Xβ2

2 >
∏n
i=3 x

−βi
i x

)
P (X1 > xκ1)P (X2 > xκ2)

1M(xn3 )PXn
3 (dxn3 )

=

∫ n∏
i=3

Cxαiκ̂1+βiκ̂2

i 1{max{Z1(x),Z2(x)}<∞} P
Xn

3 (dxn3 )
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= CE

(
n∏
i=3

Xαiκ̂1+βiκ̂2

i

)
= D ∈ (0,∞), (6.31)

where in the last step we have used that κ̂1, κ̂2 > 0 and thus the product vanishes if
Z1(x) or Z2(x) is infinite.

It remains to be shown that

P
(∏n

i=1X
αi
i > x,

∏n
i=1X

βi
i > x,Xn

3 ∈Mc
)

P (X1 > xκ1)P (X2 > xκ2)

≤
P
(∏n

i=1X
αi
i > x,

∏n
i=1X

βi
i > x,MZ1(X3, . . . , Xn) ≥ xκ1

)
P (X1 > xκ1)P (X2 > xκ2)

+
P
(∏n

i=1X
αi
i > x,

∏n
i=1X

βi
i > x,MZ2(X3, . . . , Xn) ≥ xκ2

)
P (X1 > xκ1)P (X2 > xκ2)

(6.32)

tends to 0. We will only examine the first term on the right hand side, as the second
term can be treated analogously.

The numerator of the first term can be bounded by

P

(
n∏
i=1

Xβi
i > x,Mα1β2−α2β1

n∏
i=3

Xαiβ2−βiα2

i ≥ xβ2−α2

)

≤ P

(
n∏
i=1

Xβi
i > x,Mα1β2−α2β1

n∏
i=1

Xβiα2

i

n∏
i=3

Xαiβ2−βiα2

i ≥ xβ2

)
(6.33)

≤ P

(
n∏
i=1

Xβi
i > min{1,Mα2β1−α1β2}x,Xα2β1/β2

1

n∏
i=2

Xαi
i ≥ min{1,Mα2β1−α1β2}x

)
.

By part (iii) of the assertion the asymptotic behavior of the above probability is related
to the linear program

n∑
i=1

κ̃i → min! (6.34)

under the constraints

(α2β1/β2)κ̃1 +

n∑
i=2

αiκ̃i ≥ 1,

n∑
i=1

βiκ̃i ≥ 1, κ̃i ≥ 0 ∀ 1 ≤ i ≤ n. (6.35)

Since α2β1/β2 < α1, all optimal solutions (κ̃i)1≤i≤n to (6.34), (6.35) also fulfill (4.6),
but they cannot be optimal solutions to (4.5), (4.6), because the unique optimal solution
(κi)1≤i≤n does not fulfill (6.35). Hence

∑n
i=1 κ̃i > κ1 +κ2 +2δ for sufficiently small δ > 0

and, by assertion (iii), the right hand side of (6.33) is of smaller order than x−(κ1+κ2+δ),
while by the potter bounds the denominator of the first term of the right hand side of
(6.32) is of larger order than x−(κ1+κ2+δ). Thus the first summand in (6.32) tends to 0.



A. Janßen and H. Drees/An SV model with flexible extremal dependence structure 33

The second summand can be treated analogously, which concludes the proof in the case
s0 = s1 = 1.

Finally, we prove the assertion (i) for general s0, s1 > 0. Note that the above value of
D does not depend on the distribution of X1 or X2. Therefore, we may replace X1 and
X2 with z1X1 and z2X2 respectively, where z1 and z2 are as in (4.4), i.e. zα1

1 zα2
2 = s−1

0

and zβ1

1 zβ2

2 = s−1
1 . As this substitution does not alter the solution to the linear program

(4.5), (4.6),

P (Y0 > s0x, Y1 > s1x)

P (X1 > xκ1)P (X2 > xκ2)

=
P
(

(z1X1)α1(z2X2)α2
∏n
i=3X

αi
i > x, (z1X1)β1(z2X2)β2

∏n
i=3X

βi
i > x

)
P (z1X1 > xκ1)P (z2X2 > xκ2)

×P (z1X1 > xκ1)P (z2X2 > xκ2)

P (X1 > xκ1)P (X2 > xκ2)

converges to
Dz1z2 = Ds

(β1−β2)/(α1β2−α2β1)
0 s

(α2−α1)/(α1β2−α2β1)
1

as x→∞ by the first part of the proof.

Proof of Theorem 4.4. We first show that the infinite dimensional optimization
problem (4.11), (4.12) is equivalent to a finite dimensional one of type (4.5), (4.6) for
sufficiently large n. To this end, choose i∗, j∗ ∈ N0 such that αi∗ = supi∈N αi and βj∗ =
supj∈N βj . There exists a natural number n such that max{αi, βi} ≤ 1/(2/αi∗ + 2/βj∗)
for all i > n. Let (κi)i∈N be any feasible solution which satisfies the constraints (4.12) and
suppose that κi > 0 for some i > n. Then κ̃i∗ := κi∗ + κiαi/αi∗ , κ̃j∗ := κj∗ + κiβi/βj∗

(resp. κ̃i∗ := κi∗ + κi max{αi/αi∗ , βi/βj∗} if i∗ = j∗), κ̃i := 0 and κ̃j := κj for all j ∈
N\{i∗, j∗, i} defines a feasible solution to the constraints (4.12) with

∑∞
i=1 κ̃i <

∑∞
i=1 κi.

Hence, all optimal solutions (κi)i∈N to (4.11), (4.12) satisfy κi = 0 for all i > n. They can
thus be identified with optimal solutions to the finite dimensional problem (4.5), (4.6),
and vice versa. In particular, κi > 0 for at most two indices i, j ∈ {1, . . . , n} (cf. Theorem
4.2); w.l.o.g., we may assume that κ1 > 0 and κi = 0 for all i ≥ 3.

The almost sure convergence of
∏k
i=1X

αi
i (in R) as k →∞ is equivalent to the almost

sure convergence of
∑k
i=1 αi(logXi)

+ and the latter follows because the series is non-
decreasing and E(

∑∞
i=1 αi(logXi)

+) =
∑∞
i=1 αiE(logX1)+ < ∞ by our assumptions.

The almost sure convergence of
∏k
i=1X

βi
i follows in the same way.

Now, (
Y0

Y1

)
=

(∏∞
i=n+1X

αi
i 0

0
∏∞
i=n+1X

βi
i

)(∏n
i=1X

αi
i∏n

i=1X
βi
i

)
(6.36)

where the vector and the matrix on the right hand side are independent. We will use the
Breiman type Theorem 2.4 to establish the assertion in the cases (ii) with αi = βi and
(i).
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It follows from Theorem 4.2 that in these cases the vector on the right hand side is
regularly varying on (0,∞)2 with index −(κ1 + κ2) and limiting measure ν defined in
Remark 4.3 (iii).

According to Example 2.3 we have

E

(
τ

((∏∞
i=n+1X

αi
i 0

0
∏∞
i=n+1X

βi
i

))3(κ1+κ2)/2
)

= E

(max

{ ∞∏
i=n+1

Xαi
i ,

∞∏
i=n+1

Xβi
i

})3(κ1+κ2)/2


≤ E

( ∞∏
i=n+1

Xαi
i

)3(κ1+κ2)/2
+ E

( ∞∏
i=n+1

Xβi
i

)3(κ1+κ2)/2
 .

Since 2αi(κ1 + κ2) ≤ 2αi(1/αi∗ + 1/βj∗) ≤ 1 for i > n, Fatou’s lemma and Jensen’s
inequality yield

E

( ∞∏
i=n+1

Xαi
i

)3(κ1+κ2)/2
 ≤ lim inf

m→∞

m∏
i=n+1

E
(
X

3αi(κ1+κ2)/2
1

)

≤ lim inf
m→∞

m∏
i=n+1

(
EX

3/4
1

)2αi(κ1+κ2)

=
(
EX

3/4
1

)2(κ1+κ2)
∑∞
i=n+1 αi

< ∞. (6.37)

Together with analogous calculations for E((
∏∞
i=n+1X

βi
i )3(κ1+κ2)/2), we have verified

condition (2.2) for the diagonal matrix of (6.36), α = κ1 + κ2 and ε = (κ1 + κ2)/2. By
Theorem 2.4

lim
x→∞

P (Y0 > s0x, Y1 > s1x)

P
(

min
(∏n

i=1X
αi
i ,
∏n
i=1X

βi
i

)
> x

)
= E

(
ν

((
s0

∞∏
i=n+1

X−αii ,∞

)
×

(
s1

∞∏
i=n+1

X−βii ,∞

)))
.

Using Theorem 4.2 and Remark 4.3 (iii), we conclude in the case (i) that

lim
x→∞

P (Y0 > s0x, Y1 > s1x)

P (X1 > xκ1)P (X2 > xκ2)

= E

(s0

∞∏
i=n+1

X−αii

)(β1−β2)/(α1β2−α2β1)(
s1

∞∏
i=n+1

X−βii

)(α2−α1)/(α1β2−α2β1)
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× |α1β2 − α2β1|
(α1 − α2)(β2 − β1)

E

(
n∏

m=3

X(αm(β2−β1)+βm(α1−α2))/(α1β2−α2β1)
m

)
= s

(β1−β2)/(α1β2−α2β1)
0 s

(α2−α1)/(α1β2−α2β1)
1

× |α1β2 − α2β1|
(α1 − α2)(β2 − β1)

E

( ∞∏
m=3

X(αm(β2−β1)+βm(α1−α2))/(α1β2−α2β1)
m

)
.

In the case (ii) with α1 = β1, the assertion can be derived by the same arguments.
In the situation (ii) with α1 > β1, the assertion follows by similar arguments as in the

proof of Theorem 4.2. Since Y0 > 0 almost surely, for all C > 0, one has for sufficiently
large x

P

(
Xβ1

1 min

{
C

∞∏
i=2

X
αiβ1/α1

i , s−1
1

∞∏
i=2

Xβi
i

}
> x

)

≤ P (Y0 > s0x, Y1 > s1x) ≤ P

(
Xβ1

1 s−1
1

∞∏
i=2

Xβi
i > x

)
.

Recall from the proof of Theorem 4.2 that in the present case % :=
(
β1/ supi≥2 βi

)1/2
> 1.

Therefore we have again by Fatou’s lemma and Jensen’s inequality that

E

( ∞∏
i=2

Xβi
i

)%/β1
 ≤ lim inf

m→∞

m∏
i=2

E
(
X
%βi/β1

1

)

≤ lim inf
m→∞

m∏
i=2

E
(
X

1/%
1

)%2βi/β1

= E
(
X

1/%
1

)%2 ∑∞
i=2 βi/β1

<∞.

Thus we may apply Breiman’s lemma to the lower and upper bound to obtain

E

(min

{
C

∞∏
i=2

X
αiβ1/α1

i , s−1
1

∞∏
i=2

Xβi
i

})1/β1


≤ lim inf
x→∞

P (Y1 > s0x, Y1 > s1x)

P (Xβ1

1 > x)
≤ lim sup

x→∞

P (Y1 > s0x, Y1 > s1x)

P (Xβ1

1 > x)

≤ E

(s−1
1

∞∏
i=2

Xβi
i

)1/β1
 <∞. (6.38)

Let C tend to ∞ to conclude the proof in this case. The case α1 < β1 can be treated
similarly.
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Finally, we prove assertion (iii). The lower bound on P (Y0 > x, Y1 > x) is an immediate
consequence of the lower bound for P (

∏n
i=1X

αi
i > x/δ,

∏n
i=1X

βi
i > x/δ) from Theorem

4.2 (iii) and of the fact that P (
∏∞
i=n+1X

αi
i > δ,

∏∞
i=n+1X

βi
i > δ) > 0 for some δ > 0,

because Y0, Y1 > 0 almost surely.
Moreover, with Z := max{

∏∞
i=n+1X

αi
i ,
∏∞
i=n+1X

βi
i } and 0 < ε ≤ κ1 + κ2

P (Y0 > x, Y1 > x)x
∑∞
i=1 κi−ε

≤
∫
P
( n∏
i=1

Xαi
i >

x

z
,

n∏
i=1

Xβi
i >

x

z

)(x
z

)κ1+κ2−ε
zκ1+κ2−ε PZ(dz).

By Theorem 4.2 (iii), the integrand tends to 0 as x → ∞ for all z > 0 and, in view
of (6.37), Mzκ1+κ2−ε is an integrable majorant to the integrand for sufficiently large
M > 0. Hence P (Y0 > x, Y1 > x) = o(xε−

∑∞
i=1 κi) follows by dominated convergence.

6.4. Proofs to Section 5

Proof of Theorem 5.1. Note that if a feasible solution (κi)i∈N0
of (5.2) satisfies κi > 0

for exactly one index i ∈ N0 and αi > αi−h, then κ̃i := 1/αi, κ̃i+h := (αi−αi−h)/α2
i and

κ̃j := 0 for all other j ∈ N0 defines a feasible solution, too, with κ̃i+ κ̃i+h < 1/αi−h ≤ κi.
Hence the first feasible solution cannot be optimal, which (together with an analogous
argument in the case αi < αi−h) proves that for an optimal solution necessarily αi = αi−h
(and thus i ≥ h), if i ∈ N0 is the only index with κi > 0.

Define coefficients α̂i := αi−h and β̂i := αi (with the convention αk = 0 for k < 0) and
let X̂i := eηh−i , i ∈ N0, so that (σ0, σh) = (

∏∞
i=0 X̂

α̂i
i ,
∏∞
i=0 X̂

β̂i
i ). The random variables

X̂i are regularly varying with index 1, and the coefficients α̂i and β̂i satisfy the conditions
of Theorem 4.4 (where we start from the index i = 0 instead of i = 1). Moreover, by
Remark 4.5 (i) and the assumption that E(η2

0) < ∞, it follows that σ0, σh > 0 almost
surely. The statement about (σ0, σh) thus follows by an application of Theorem 4.4, cases
(i) and (ii), in combination with Remark 4.5 (iii).

In particular, (σ0, σh) is regularly varying on E2 with index −
∑∞
i=1 κi. Hence, ε0

fulfills the moment condition of Corollary 2.6, which yields the assertion on (X0, Xh).

Proof of Corollary 5.3. The stated unique form of the solution is immediate from
the assumed strict monotonicity of the coefficients. The form of the limit measure then
follows from Theorem 5.1 (i) with i = 0, j = h and α0 = 1.

Proof of Theorem 5.4. Let α2m(i−1) = 1 and α2m(i−1)+i = 2 − η−1
i ∈ [0, 1] for

1 ≤ i ≤ m and αj = 0 else in Definition 3.1. This choice guarantees that for each
1 ≤ h ≤ m with ηh > 1/2 there exists exactly one k(h) ∈ N0 such that both αk(h) and
αk(h)+h are positive; furthermore, for this k(h) one has αk(h) = 1 and αk(h)+h = 2−η−1

h .
Fix 1 ≤ h ≤ m. If ηh = 1/2, then there exists no i such that both αi and αi+h

are positive and thus σ0 and σh are independent and (σ0, σh) has a coefficient of tail
dependence equal to 1/2.
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If ηh = 1, then αk = αk+h = 1 for exactly one k = k(h) ∈ N0 and thus κk(h)+h =
1, κj = 0, j 6= k(h) + h, is the unique solution to the optimization problem (5.1), (5.2).
By Theorem 5.1 (ii) the coefficient of tail dependence of (σ0, σh) thus equals 1.

Finally, if ηh ∈ (1/2, 1), write

σ0 =
∏

i∈Z:αi>0

eαiη−i , σh = Zh ·
∏

i∈Z:αi+h∈(0,1)

eαi+hη−i (6.39)

with αj := 0 for j < 0, and Zh :=
∏
i∈Z:αi+h=1 eη−i , which is independent of all other

factors on the right hand sides of (6.39), as αi+h = 1 implies αi = 0. Moreover, according
to Corollary to Theorem 3 of Embrechts and Goldie (1980), Zh is regularly varying with
index −1. Now, the joint behavior of σ0 and σh can be derived by applying Theorem 4.2 to
the representation (6.39). Observe that the unique optimal solution to the corresponding
optimization problem to minimize κ̃+

∑
i∈Z κi under the constraints

∑
i∈Z κiαi ≥ 1, κ̃+∑

i∈Z:αi+h∈(0,1) κiαi+h ≥ 1 and κ̃ ≥ 0, κi ≥ 0, i ∈ Z, is given by κk(h) = 1, κ̃ = 1 −
αk(h)+h = η−1

h − 1 and κj = 0 for all other j ∈ Z, because κk(h) is the only value which
contributes to both sums of the constraints and, at the same time, it is multiplied with
the largest coefficient in the first sum. Therefore, according to Theorem 4.2,

P (σ0 > x, σh > x) ∼ cP (eη−k(h) > x)P (Zh > xη
−1
h −1)

for some constant c > 0, and the coefficient of tail dependence of (σ0, σh) equals 1/(κk(h)+
κ̃) = ηh.

By Corollary 2.6 and the following note, the same holds true for (X0, Xh) (and
(|X0|, |Xh|)) for all ηh ∈ [1/2, 1] if E(|ε0|2+δ) <∞ for some δ > 0.

Details for Remark 5.5 (ii) If ηh = 1 for some h > 0, then any optimal solution to
(5.1), (5.2) has to satisfy

∑∞
i=0 κi = 1. (This even holds in the case that the solution is

not unique since otherwise Theorem 4.4 (iii) leads to a contradiction to ηh = 1.) But
then κi > 0 can only hold if αi−h = αi = 1. Write

σ0 = Z
∏

i≥h:min{αi,αi−h}<1

eαi−hηh−i , σh = Z
∏

i∈N0:min{αi,αi−h}<1

eαiηh−i

with Z :=
∏
i∈N0:αi=αi−h=1 eηh−i . Again, Z is regularly varying with index −1 by Em-

brechts and Goldie (1980). Then the corresponding linear program

κ̃+
∑

i∈N0:min{αi,αi−h}<1

κi → min!

under the constraints

κ̃+
∑

i≥h:min{αi,αi−h}<1

αi−hκi ≥ 1, κ̃+
∑

i∈N0:min{αi,αi−h}<1

αiκi ≥ 1,

κ̃ ≥ 0, κi ≥ 0 ∀ i ∈ N0,
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has the unique solution κ̃ = 1, κi = 0 for all i ∈ N0, and thus P (σ0 > x, σh > x) ∼
cP (Z > x) for some constant c > 0 by Theorem 4.4. By Lemma 7.2 of Rootzén (1986)

P (Z > x) = P

 ∑
i∈N0:αi=αi+h=1

η−i > log(x)

 ∼ K̂ log(x)βx−1,

for a constant K̂ > 0, where we have used equation (7.8) in Rootzén (1986) and the fact
that β < −1. On the other hand,

P (σ0 > x) = P

( ∞∑
i=0

αiη−i > log(x)

)
∼ K̂ ′ log(x)βx−1,

for some constant K̂ ′ > 0 by the same arguments as above. Combining the above asymp-
totics, we arrive at

lim
x→∞

P (σh > x | σ0 > x) = lim
x→∞

P (σ0 > x, σh > x)

P (σ0 > x)
> 0

and thus asymptotic dependence of (σ0, σh). The same holds true for (X0, Xh).
In contrast, if β > −1, then one may conclude from Lemma 7.2 of Rootzén (1986)

that P (σh > x | σ0 > x) = O(log(x)−l(β+1)) → 0 as x → ∞ with l :=
∑∞
i=0 1{αi=1} −∑∞

i=0 1{αi=αi+h=1} > 0, which confirms the asymptotic independence of σ0 and σh in
this case.
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