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Abstract

The standard processing of the Global Navigation Satellite System (GNSS) based refractometric data performed by means of a space-borne GPS-receiver was based on the approximate derivation of the local vertical profiles of the atmospheric refractivity by means of the Abel transform. Being sufficient at the stage of a proof-of-concept experiment, this approach results in significant errors of the reconstruction of the tropospheric refractivity both due to its complicated spatial structure at heights below 10 km and due to the impossibility of separation of the effects of dry air and water vapor without use of additional information. As has been recognized, the most promising way of utilizing GNSS radio occultation data is their variational assimilation (3D/4DVar) into a Numerical Weather Prediction Model. Nevertheless practical implementation of variational assimilation of the radio occultation data has proved to be impossible without a careful theoretical investigation of the problem. The main difficulty arises due to the atmospheric refraction representing a complicated nonlinear integral functional of the global atmospheric fields. In this report, we describe the principles of the variational assimilation of GNSS data. The investigation of the problem is based on a model of radio occultation experiments that includes the physical model of the measurements, the model of the atmospheric refractivity, and the model of wave propagation in the atmosphere. The latter was designed in two variants: i) a model based on the scalar diffraction theory which allows for accurate simulation of the diffraction and multipath effects especially important in the lower troposphere; ii) a geometric optical model that allows for fast computations. Using the standard approach, we elaborate the linear tangent and linear adjoint model for the GNSS observations, creating thus all the necessary instrumentary for the implementation of variational data assimilation systems. This is complemented with a program for primary processing of the real measurements and preparation of the input data for their assimilation into a Numerical Weather Prediction Model. The algorithms are completed in the form of a working program code.
1 Introduction

1.1 GPS/MET measurements, their processing and utilization

The radio occultation measurements have been playing a very important role in the exploration of the atmospheres of the planets in the solar system (Kliore et al., 1965; Fjeldbo and Eshleman, 1968; Lindal et al., 1990; Lindal, 1992). This measurements have always been stimulating theoretical investigations of the possibility of the application of this technique to the Earth’s atmosphere as well (Phinney and Anderson, 1968; Tatarskii, 1968; Lusignan et al., 1969; Sokolovskiy, 1990; Gorbunov, 1990). But, unlike the atmospheres of the other planets, where almost any new information is of importance, for the Earth’s atmosphere, the abundance of data and new applications, such as the numerical weather prediction, raised significantly the accuracy requirements. The first radio occultation soundings of the Earth’s atmosphere (Rangaswamy, 1976; Yakovlev et al., 1995) were not yet able to satisfy these requirements.

The situation changed significantly with the advent of the GPS system. The use of the GPS system for the radio occultation measurements was suggested by Gurvich and Krasil’nikova (In Russian 1987, In English 1990) and Melbourne et al. (1988). The GPS system containing 24 operational satellites implemented with high-precision radio transmitters is capable of providing both a high accuracy of the measurements of the atmospheric refraction, and a good coverage of the Earth’s surface. This makes the GPS measurements able to concurrent with other data sources for the operational meteorology. Further advantages of the radio occultation technique are its weather independence and its capability of performing observations over the oceans, which is especially valuable for the numerical weather prediction, whose quality suffered due to the lack of data above such a big area.

The results of the first proof-of-concept experiment with the satellite Microlab-1 implemented with a GPS-receiver (launched on April 3, 1995) indicated big capabilities of the radio occultation method in its application to the investigation of the Earth’s atmosphere (Ware et al., 1996). This experiment also gave an insight into the difficulties arising in processing and utilization of the radio refractometric data.

The basic method of processing of the radio refractometric data till recently has been the Abel inversion (Phinney and Anderson, 1968; Fjeldbo and Eshleman, 1968) in the approximation of the local spherical symmetry, i.e. neglecting the horizontal gradients of the atmospheric refractivity in the vicinity of the ray perigees (Ware et al., 1996; Kursinski et al., 1996; Gorbunov et al., 1996b; Hocke, 1997; Anthes et al., 1997; Kuo et al., 1997; Rocken et al., 1997). Although just the horizontal structure of the atmospheric parameters, such as the temperature or relative humidity, represents the weather variations, and is thus of the main interest, the accuracy of this approximation was sufficient at the stage of a proof-of-concept experiment. Theoretical investigations of the potential accuracy and horizontal resolution of the Abelian inversion (Gorbunov and Sokolovskiy, 1993; Gorbunov et al., 1996a) indicated that its errors become significant in the lower troposphere due to the complicated structure of the humidity field.
Numerical simulations of the tomographic reconstruction of the global atmospheric fields from the refractometric measurements performed by a multi-LEO satellite system (Gorbunov and Sokolovskiy, 1993; Gorbunov et al., 1996a) indicated that the number of the LEO satellites necessary for accurate reconstruction of the horizontal structure in the lower troposphere at a resolution of a Global Atmospheric Circulation Model is estimated at hundreds. Such a big amount of LEO satellites is, however, extremely unlikely to become available in the near future.

As became clear, the the most promising way of utilizing refractometric data is their variational assimilation (3D/4DVar) into a Global Atmospheric Circulation Model (Eyre, 1994; Zou et al., 1995). This approach has very strong advantages as compared to the tomographic reconstruction of the global atmospheric fields. It is capable of assimilating any amount of data without resulting in high-frequency artifacts due to insufficient resolution, usual in the standard tomography. This advantage makes the variational approach especially valuable in the situation when only one LEO satellite is available, and it is impossible to arrange a tomographic high-resolution scanning of the atmosphere. This method is also capable of assimilating any kind of measured data in an unique way. The problem of separation of the humidity and temperature influence on the refractivity (Gorbunov and Sokolovskiy, 1993; Gorbunov et al., 1996a) is also solved in this method automatically (Zou et al., 1995).

But practical implementation of 3d/4DVar of the GPS/MET data was compelled to wait for a series of theoretical problems to be resolved. The main problem consisted in the fact that the refractometric measurements represent some complicated nonlinear integral functionals of the global atmospheric fields. Thus assimilation of each data must result in correction of the atmospheric state along all the ray rather than near its perigee only.

Being based on solving for the most probable atmospheric state defined both by the model dynamical equations and by the error bars of the observations, 3D/4DVar requires the Global Atmospheric Circulation Model to be complemented with the observation operator. This operator transforms the gridded fields of the model variables representing an atmospheric state, into the observables, and the derivatives of the observation operator with respect to the model variables. For the refractometric measurements, the construction of the observation operator is rather straightforward and based on the ray-tracing algorithms (Gorbunov et al., 1996a,b; Syndergaard and Høeg, 1996), but its differentiation with respect to the model variables is a much more complicated problem.

This problem was solved by differentiating the geometric optical observational operator on the code level (Zou et al., 2000). Assimilation of GPS/MET using this technique was described in (Liu et al., 2001), and it was found that the impact of GPS/MET observation is small. Further improvements of this scheme were described in (Liu and Zou, 2003). In those works, very large mismatches between observed and simulated impact parameters were revealed. The mismatches can reach 600 m. This suggests that there are some mistakes in the parameterization of the occultation geometry, which must impair the quality of results. Another source of errors is the definition of the refraction angle as the angle between ray directions at the transmitter and receiver.
In this report, we describe a refractometric algorithm usable for 3D/4DVar assimilation of GPS/MET data. The algorithms include: i) a module of the primary processing of the GPS/MET radio occultation data for the derivation of the atmospheric refraction; ii) the observation operator deriving the model refraction from the gridded fields of the model variables; iii) the linear tangent model of the atmospheric refraction that allows for the calculation of the first-order perturbations of the observables from variations of the model variables; iv) the linear adjoint model of the atmospheric refraction that allows for the calculation of the derivatives of the observation operator with respect to the model variables.

The differences between our algorithm and that described in (Liu et al., 2001; Liu and Zou, 2003) are the following: 1) We use the definition of the refraction angle through the Doppler frequency shift, which matches the definition of the refraction angle derived from radio occultation data. The difference between these two definition can be significant in the lower troposphere. 2) We use more accurate parameterization of the geometry, which results in accurate match of modeled and observed impact parameters. 3) We use the differentiation of the model on the analytical level.

An important, but missing part is the model of the measurement errors. As was shown in (Gorbunov et al., 1996a), the basic error of the measurements of the refraction angle in the height range 10 – 90 km is the residual error of the removal of the ionospheric effect. The statistical characteristics of this noise can be derived from refraction angle profiles at heights above 60 km, where it constitutes the dominant part of measurements. At heights below 30 km, its influence on the reconstruction of the atmospheric refractivity is, however, very weak. Investigation of the refraction angle profiles by means of the methods of the diffraction theory (Gorbunov et al., 1996b) indicates that in the lower troposphere (below 10 km), the refraction angle profiles undergo very strong scintillations due to the complicated structure of the atmospheric humidity, which is the signature of the atmospheric turbulence. The turbulent structure is not reproduced by Global Atmospheric Circulation Models and must be looked at as a source of the measurement noise which will be dominant in the lower troposphere. Creation of a model of this noise is an important problem for a future investigation.

2 Observation operator, linear tangent and linear adjoint models for the refractometric measurements

2.1 Variational assimilation of the refractometric measurements

The general principle of the variational data assimilation consists in solving for the most probable atmospheric state defined both by the measurements and dynamical equations. The \textit{a posteriori} probability density of the atmospheric state $X$ can be represented as the normed product of its \textit{a priori} probability density computed on the basis of its background estimation (forecast) $X_b$ and the probability density of the vector of the observables $Y$:

$$P(X|Y) = \frac{1}{N}P(X|X_b)P(Y|X)$$

(2.1.1)
where \( N \) is the norming constant.

Assuming that both background estimation errors and measurement errors have the Gaussian statistics and are independent on each other, we can write the explicit expression of the probability density:

\[
P(X|Y) = \frac{1}{N} \exp \left( -\frac{1}{2} (Y - H(X)(O + F)^{-1}Y - H(X))^T - \frac{1}{2}(X - X_b)B^{-1}(X - X_b)^T \right) \tag{2.1.2}
\]

where \( Y \) is the vector of the real measurements, \( H \) is the observation operator, \( O \) is the covariance matrix of the measurement errors, \( F \) is the covariance matrix of the errors in the observation operator, \( B \) is the covariance matrix of the background estimation errors. This results in the necessity of minimization of the following quadratic form (Eyre, 1994):

\[
J(X) = \frac{1}{2}(Y - H(X))(O + F)^{-1}(Y - H(X))^T + \frac{1}{2}(X - X_b)B^{-1}(X - X_b)^T \tag{2.1.3}
\]

which requires knowledge of its gradient:

\[
\nabla_X J(X) = -H'(X)(O + F)^{-1}(Y - H(X))^T + B^{-1}(X - X_b)^T \tag{2.1.4}
\]

where \( H'(X) \) is the Fréchet derivative of the observation operator.

Equations (2.1.3, 2.1.4) are the basis for variational data assimilation.

Assuming now that we have a series of measurements \( Y \) at moments of time \( t_0...t_R \) and background estimation \( X_b \) is a function of time and initial condition \( X_0 \) at moment \( t_0 \), we can find the most probable initial condition, whose conditional probability density can be written as follows:

\[
P(X_0|Y(t_0),...,Y(t_N)) = \frac{1}{N} \prod_{r=0}^{R} P(Y(t_r)|X_b(t_r,X_0)) \tag{2.1.5}
\]

Assuming again the Gaussian statistics of the errors, we arrive at the necessity of the minimization of the following form (which is similar to that used in (Zou et al., 1995)):

\[
J(X_0) = \sum_{r=0}^{R} (H(X_b(t_r,X_0)) - Y(t_r))(O + F)^{-1}(H(X_b(t_r,X_0)) - Y(t_r))^T \tag{2.1.6}
\]

which requires knowledge of its gradient

\[
\nabla_{X_0} J(X_0) = \sum_{r=0}^{R} H'(X_b(t_r,X_0))\frac{\partial X_b(t_r,X_0)}{\partial X_0}(O + F)^{-1}(H(X_b(t_r,X_0)) - Y(t_r))^T \tag{2.1.7}
\]

Equations (2.1.6, 2.1.7) are the basis of the 4D variational assimilation.
From the general viewpoint, the principles of assimilation of the atmospheric refraction are the same as those of any other kind- of measurements. The following three model components are required as are: i) the observation operator; ii) its linearization (tangent linear); iii) the linear adjoint model that allows the derivatives of the observation operator with respect to the model variables to be calculated.

The observation operator corresponding to the refractometric measurements must describe the propagation of radio waves in the atmosphere and derive the values observed in radio occultation experiments. The basic approximation at this step is the geometrical optics. Although the accuracy of the geometrical optics is satisfactory for the wave length and geometry of the GPS/MET measurements, sometimes it is useful to have a complete model based on the diffraction theory. Such a model is especially important for the generation of artificial data for the investigation of the capabilities of a GPS-receiver.

Given the satellite positions and velocities, we can find a geometric optical ray between them for a given state of the atmosphere and the corresponding Doppler frequency shift. For a spherically layered atmosphere, complementing the Doppler frequency shift with Snell’s law we can find refraction angle $\epsilon$ and ray impact parameter $p$ (Vorob’ev and Krasil’nikova, 1994; Gorbunov et al., 1996a).

Although the real atmosphere is not spherically layered, we will calculate $\epsilon(p)$ using the assumption of the spherical symmetry. That does not imply any contradiction with the fact that the purpose of 4DVar is just to eliminate this assumption used in the standard inversion technique. In order to see that, we can accept the view at $\epsilon(p)$ as a known functional of the model variables and the observation geometry, that can be reproduced in the observation operator.

Another possibility could be assimilation of the Doppler frequency shift as the function of the satellite positions (corrected for the ionospheric refraction angle (Gorbunov et al., 1996a)). This would allow some approximations connected with the observation geometry to be avoided and would even be preferable, but not for the multipath propagation which makes this dependence non-unique in the lower troposphere.

Derivation of both linear tangent and linear adjoint models can be based on the general principles (Hoffman et al., 1992). For a given ray, we can now introduce 6D state vector $z(\tau)$ compounded of two 3D vectors $x(\tau)$ and $\mathbf{u}(\tau) = \dot{x}(\tau)$ representing the ray trajectory and its direction, $\tau$ being the trajectory parameter. Our observation operator is based on the numerical integration of the ray trajectory equation. Given a discrete integration scheme (say the Runge - Kutta method), the trajectory can be represented as a discrete set of points $z_n$, $n = 0..N$, the transfer to $z_{n-1}$ to $z_n$ being performed by a non-linear operator $F_n$ that depends on the refractivity gradients $\alpha^\mu_{n-1}$ at some points $x^\mu_{n-1}$ involved into the calculation of $z_n$ (for the Runge - Kutta scheme of the fifth order, $\mu = 1..4$). Thus our model can be assumed to have a set of parameters $\alpha^\mu_n = a_n$.

The linear tangent model can then be written as follows:

$$
\delta z_n = \hat{B}_n \delta z_{n-1} + \hat{C}_n \delta a_{n-1}
$$

(2.1.8)
where $\hat{B}_n$ and $\hat{C}_n$ are corresponding Fréchet operator derivatives (from the computational point of view, simply matrices). The linear adjoint model can now be derived in the standard way. The refraction angle and impact parameter depend on $z_0$ and $z_N$, and using the linear tangent and linear adjoint models, we can calculate the variations and derivatives of function $\epsilon(p)$ with respect to parameters $a_n$.

All the previous consideration did not depend on which Global Atmospheric Circulation Model we use. This dependence appears at the next step, when we have to calculate the variations and derivatives of the refractivity gradients $\alpha_{\mu}^n$ at points $x_{\mu}^{n-1}$ with respect to the atmospheric state parameters such as temperature $T_{ijk}$, humidity $q_{ijk}$ and surface pressure $P_{s,jk}$. This calculation can be performed on the basis of the relationship between the atmospheric parameters and refractivity, and the interpolation scheme of the atmospheric refractivity for its usage in the ray tracing (Gorbunov et al., 1996a,b). It must be also taken into account, that the geometrical heights of the model grid points depend on the model variables (DKRZ, 1994). This done, the derivative of the refraction angle with respect to the model parameters can be expressed as follows:

$$\frac{\partial \epsilon(p)}{\partial (T_{ijk}, q_{ijk}, P_{s,jk})} = \frac{\partial \epsilon(p)}{\partial a_n} \frac{\partial a_n}{\partial (T_{ijk}, q_{ijk}, P_{s,jk})}$$ (2.1.9)

(Here and further we follow the standard rule of the calculus of tensors implying Einsteins summation convention). Such a subdivision allows for the maximum flexibility of the algorithms and simplifies their modification for different atmospheric models.

The first example of a numerical computation of the derivatives of the refraction angle with respect to the model variables was given by (Eyre, 1994). The calculation was only designed as a demonstration and was based on the finite difference method, which cannot be used in operational applications due to its extremely high requirements of computational time.

### 2.2 The physical model of radio occultation experiments

The physical model of radio occultation experiments is based on the concept of electromagnetic waves propagating in an inhomogeneous medium. The wave lengths used in the GPS/MET measurement (19 and 24 cm) are very small as compared to the characteristic scale of atmospheric inhomogeneities, and thus the effects of back scattering and depolarization are negligible, which allows for the usage of the scalar diffraction theory (Tatarskii, 1961). The scalar Helmholtz equation with the harmonic time dependence removed can be written as follows:

$$\Delta U(x) + k^2 n^2(x) U(x) = 0$$ (2.2.1)

where $U$ is the complex amplitude of electromagnetic field depending on the spatial coordinate vector $x$, $n$ is the refractive index of the medium, $k = \frac{2\pi}{\lambda}$ is the free-space wave number, $\lambda$ is the wave length.
Calculation of the electromagnetic field in the atmosphere can be performed using the split-step method (Martin, 1992). Although being time-consuming, which at present makes impossible its usage in operational applications, such a model is necessary as a reference point for further approximations.

A fast computational model of refractometric experiments can be based on the geometrical optics, or WKB approximation (Kravtsov and Orlov, 1990; Weng Cho Chew, 1994). For its derivation, we use representation \( U = A \exp(ik\Phi) \) of complex field \( U \) through its amplitude \( A \) and phase \( \Phi \) which we assume to change very slowly within the scale of the wave length. Substituting it into (2.2.1) and collecting the most significant terms proportional to \( k^2 \), we arrive at the eikonal equation (Kravtsov and Orlov, 1990):

\[
(\nabla \Phi)^2 = n^2
\]

This is a differential equation of the 1st order, whose characteristic equation has the following form:

\[
\frac{dx_i}{2u_i} = \frac{du_i}{2n\frac{dn}{dx_i}} = \frac{d\Phi}{2u^2} = \frac{d\tau}{2}
\]

where \( u = \nabla \Phi \), and thus \( u^2 = n^2 \). This results in the equation of geometric optical rays:

\[
\frac{dx}{d\tau} = u \quad \frac{du}{d\tau} = n\nabla n
\]

The relation between trajectory parameter \( \tau \) and ray arc length \( s \) can be derived from the first equation: \( d\tau^2 = dx^2/u^2 = ds^2/n^2 \), and thus \( d\tau = ds/n \).

The geometrical optics provides a very convenient basis for the description of radio occultation experiments. Thus we are able to introduce the refraction (bending) angle and ray impact parameter (Figure 1). Refraction angle \( \epsilon \) is defined as the angle between ray direction before and after passing the atmosphere. Ray impact parameter \( p \) is very convenient for the description of refraction in spherically layered media, and it is defined as the distance between the symmetry center and the straight line continuation of the ray in vacuum (ray leveling distance from the Earth’s center). More generally, it can be defined as the ray invariant:

\[
p = rn(r) \sin \psi
\]

where \( r \) is the distance from the symmetry center, and \( \psi \) is the angle between the ray direction and the radius vector of the current point of the ray. This equation is known as Snell’s law for spherically layered media (Kravtsov and Orlov, 1990). Dependence \( \epsilon(p) \) can be transformed to \( n(r) \) by means of the Abel transform (Phinney and Anderson, 1968).
Although the real atmosphere is not spherically symmetrical, and Snell’s law is broken, the same inversion technique can be applied also in this case, providing an approximate solution of the inverse problem (Ware et al., 1996; Kursinski et al., 1996; Gorbunov et al., 1996a,b; Hocke, 1997).

The criterion of the applicability of the geometrical optics is based on the concept of the Fresnel zone that is defined as the area exerting the most significant influence on the forming of the wave field at a given observation point. For a given ray, the Fresnel zone size in the transversal direction is estimated as $\sqrt{L\lambda}$, where $L$ is the distance to the observation point. Thus a geometric optical ray may be thought to be surrounded by a volume representing a physical ray. The geometrical optics can only be applied when the characteristic scale of the atmospheric inhomogeneities in the direction transversal to the ray is smaller than or comparable with the Fresnel zone size. Although constituting the natural limit of the spatial resolution when solving the inverse problem in the geometric optical approximation, the Fresnel zone size is by no means its principal limit.

For the GPS/MET observations, the distance between the observer and the ray perigee point is about 3000 km, which results in a Fresnel zone size of about 1 km, but in the lower troposphere, due to the strong regular refraction, its vertical dimension dwindles by a factor of

$$\left(1 - L\frac{dc}{dp}\right)^{1/2}$$

(Melbourne et al., 1994), which reaches a value of about 10 on the Earth’s surface. This estimation indicates that the vertical discretization step of an atmospheric model with 19 vertical levels does not exceed the Fresnel zone size, and the observation operator of the refractometric measurements can be based on the geometrical optics.

In a radio occultation experiment, direct measurements of the refraction angle are conjugated
with big technical difficulties. Instead, the Doppler frequency shift is measured, and using its relation to the ray geometry, one can calculate the refraction angle and impact parameter.

The derivation of the expression for the Doppler shift is based on the fact that angular frequency $\omega$ and wave vector $k$ of an electromagnetic wave are the time and space components of a 4-vector with its 4-length $\omega^2 - c^2k^2 = 0$, $c$ being the light velocity in vacuum. When transferring to another coordinate frame moving with velocity $V$ with respect to the reference one, the 4-vector is subject to the Lorenz transform, and thus we derive the transformation law for the frequency:

$$\omega' = \frac{\omega -Vk}{\sqrt{1-V^2/c^2}} = \omega - \frac{c-Vu}{\sqrt{c^2-V^2}}$$

(2.2.6)

where $\omega$ and $k$ are the frequency and wave vector in the reference frame, respectively, $u = k/k = ck/\omega$ is the wave direction vector in the reference frame, $\omega'$ is the frequency in the moving frame.

In a radio occultation experiment, the radio signal is emitted by a GPS satellite moving with velocity $V_{GPS}$ and received by a LEO, whose velocity is $V_{LEO}$, where the velocities are given in the Earth reference coordinate frame. Introducing ray directions $u_{GPS}$ and $u_{LEO}$ at GPS and LEO in the reference coordinate frame, we can then write the relationship between emitted and received frequencies $\omega_{GPS}$ and $\omega_{LEO}$ in the moving GPS and LEO coordinate frames:

$$\omega = \omega_{GPS} \frac{\sqrt{c^2-V_{GPS}^2}}{c-V_{GPS}u_{GPS}} = \omega_{LEO} \frac{\sqrt{c^2-V_{LEO}^2}}{c-V_{LEO}u_{LEO}}$$

(2.2.7)

And thus

$$\omega_{LEO} = \omega_{GPS} \frac{c-V_{LEO}u_{LEO}}{c-V_{GPS}u_{GPS}} \sqrt{\frac{c^2-V_{GPS}^2}{c^2-V_{LEO}^2}}$$

(2.2.8)

The frequency of the signal is transformed to the optical path excess. Introducing straight line GPS-LEO direction $u^{(0)}$ and corresponding “atmospheric-free” Doppler frequency $\omega_{LEO}^{(0)}$:

$$\omega_{LEO}^{(0)} = \omega_{GPS} \frac{c-V_{LEO}u^{(0)}}{c-V_{GPS}u^{(0)}} \sqrt{\frac{c^2-V_{GPS}^2}{c^2-V_{LEO}^2}}$$

(2.2.9)

we can express the optical path excess $\Delta s$ as the difference between the accumulated phase that would be observed in vacuum with the same observation geometry, and the observed one:

$$\Delta s(t) = \frac{\lambda}{2\pi} \int_{t_0}^{t} \left( \omega_{LEO}(t') - \omega_{LEO}^{(0)}(t') \right) dt'$$

(2.2.10)
The optical path excess characterizes the summary effect of the neutral atmosphere and the ionosphere. Using the relative Doppler frequency shift that can be calculated from the optical path excess data as follows:

\[
\frac{d}{\omega_{\text{GPS}}} = \frac{\omega^{(0)}_{\text{LEO}} - \frac{2\pi d\Delta s}{\lambda}}{\omega_{\text{GPS}}} - 1 \quad (2.2.11)
\]

and complementing it with Snell’s law in the vector form, we can write the equations determining ray directions \( \mathbf{u}_{\text{GPS}} \) and \( \mathbf{u}_{\text{LEO}} \):

\[
\begin{align*}
\frac{c - V_{\text{LEO}}u_{\text{LEO}}}{c - V_{\text{GPS}}u_{\text{GPS}}} \sqrt{\frac{c^2 - V_{\text{GPS}}^2}{c^2 - V_{\text{LEO}}^2}} - 1 &= d \\
[\mathbf{x}_{\text{GPS}}, \mathbf{u}_{\text{GPS}}] &= [\mathbf{x}_{\text{LEO}}, \mathbf{u}_{\text{LEO}}] & (2.2.12)
\end{align*}
\]

This system solved, the refraction angle can be calculated as angle \( \epsilon \) between \( \mathbf{u}_{\text{GPS}} \) and \( \mathbf{u}_{\text{LEO}} \). Impact parameter \( p \) equals \( |[\mathbf{x}_{\text{GPS}}, \mathbf{u}_{\text{GPS}}]| \). Interpretation of the measurements in a multipath zone, where several rays interfere at the receiver, is more complicated and requires application of the diffraction theory, as will be described below.

### 2.3 Model of the 3D refractivity field and its derivatives

In order to design a computational model of radio occultation experiments, a continuous model of 3D refractivity field and its derivatives is required. Particularly, the solution of the diffractive problem needs the field \( n(\mathbf{x}) \), the numerical integration of the geometric optical ray equation needs both \( n(\mathbf{x}) \) and its gradient \( \nabla n(\mathbf{x}) \), and the linear tangent model based on the perturbation theory requires in addition the Hessian matrix \( \nabla \otimes \nabla n(\mathbf{x}) \). This can be done on the basis of interpolation of a gridded field of the refractivity computed from gridded fields of the temperature, humidity, and surface pressure.

In the ECHAM3 model (DKRZ, 1994), temperature \( T_{ijk} \), relative humidity \( q_{\nu,ijk} \), and surface pressure \( P_{s,ijk} \) are given for the Gaussian grid of latitudes \( \varphi_j \) and the homogeneous grid of longitudes \( \lambda_k \), at full geopotential levels \( \phi_{ijk} \) defined from the hydrostatic equation. For T106 resolution, the indexes have the following ranges: \( i=1..19 \) for full-level quantities and \( i=0..19 \) for half-level quantities, \( j = 1..160, k = 1..320 \). The formulas for the calculation of the half and full geopotential levels and corresponding pressure are as follows (DKRZ, 1994):
\[ P_{i+1/2,jk} = A_{i+1/2} + B_{i+1/2}P_{s,jk} \]
\[ P_{ijk} = \frac{1}{2}(P_{i+1/2,jk} + P_{i-1/2,jk}) \]
\[ \phi_{i+1/2,jk} = -R_d T_{\nu,ijk} \ln \left( \frac{P_{i+1/2,jk}}{P_{i-1/2,jk}} \right) \]
\[ T_{\nu,ijk} = T_{ijk} \left( 1 + \left( \frac{R_{\nu}}{R_d} - 1 \right) q_{\nu,ijk} \right) \]
\[ \phi_{max+1/2,jk} = \phi_{s,jk} \]
\[ \phi_{ijk} = \phi_{i+1/2,jk} + \alpha_{ijk} R_d T_{\nu,ijk} \]
\[ \alpha_{ijk} = \begin{cases} 
  \ln 2, & i = 1 \\
  1 - \frac{P_{i-1/2,jk}}{P_{i+1/2,jk} - P_{i-1/2,jk}} \ln \left( \frac{P_{i+1/2,jk}}{P_{i-1/2,jk}} \right), & i > 1
\end{cases} \quad (2.3.1) \]

where \( A_{i+1/2} \) and \( B_{i+1/2} \) are the vertical coordinate parameters, \( R_d \) and \( R_{\nu} \) are the gas constant for dry air and water vapor respectively, \( T_{\nu,ijk} \) is virtual temperature, \( \phi_{s,jk} \) is surface geopotential (orography).

Given the temperature, pressure, and humidity at a grid point, the refractivity is calculated as follows (Bean and Datton, 1968):

\[ n_{ijk} = c_1 \frac{P_{ijk}}{T_{ijk}} + c_2 \frac{P_{w,ijk}}{T_{ijk}^2} \]
\[ P_{w,ijk} = \frac{q_{\nu,ijk} P_{w,ijk}}{R_d \left( \frac{R_{\nu}}{R_d} - 1 \right) q_{\nu,ijk}} \]

(2.3.2)

where \( P_{w,ijk} \) is water vapor pressure, and the constants \( c_1 = 7.76 \times 10^{-5} \) K/mbar, \( c_2 = 0.37 \) K^2/mbar.

For the calculation of the spatial location of a grid point, we used the reference ellipsoid model with the semi-axes being equal to 6378.1363 and 6356.7516 km, and corresponding gravity field \( g(z, \varphi) \) (Lambeck, 1988), where \( z \) is the height above the Earth’s surface. Model latitudes were treated as geodetic latitudes on the reference ellipsoid. Calculation of geometrical heights \( z_{ijk} \) was based on the following approximate formula (NOAA, 1976; List, 1968):

\[ z_{ijk} = \frac{r_0 \phi_{ijk}}{g(0, \varphi_j) r_0 / g_{0} - \phi_{ijk}} \]
\[ r_0 = \frac{2 \times 10^{-3} g(0, \varphi_j)}{3.085462 \times 10^{-6} + 2.27 \times 10^{-6} \cos(2 \varphi_{GC,j}) - 2 \times 10^{-12} \cos(4 \varphi_{GC,j})} \]

(2.3.3)

where \( g_{0} \) is the standard gravity acceleration, \( r_0 \) is the effective Earth radius, \( \varphi_{GC,j} \) is the geocentric latitude of a grid point, the geopotential units are gpkm, \( r_0 \) and \( z_{ijk} \) are measured in km.
We shall now describe the procedure of interpolation of the gridded field of refractivity \( n_{ijk} = n(z, \varphi, \lambda) \).

First the initialization was performed, which consisted in spline interpolation of \( \ln N_{ijk} = \ln(n_{ijk} - 1) \) for each vertical profile. The interpolation coefficients were then stored.

For a given point \( x \) in the Cartesian coordinates, its geodetic coordinates \((z, \varphi, \lambda)\) were calculated. Then the horizontal grid mesh \((\varphi_J, \ldots, \varphi_{J+1}, \lambda_K, \ldots, \lambda_{K+1})\) containing point \((\varphi, \lambda)\) was located. Vertically interpolated values \( \ln N_{jk}(z) \), \( \ln' N_{jk}(z) \), \( \ln'' N_{jk}(z) \) for the four pairs of indexes \( j = J, J+1 \) and \( k = K, K+1 \) were calculated. The linear interpolation of these values with respect to \( \varphi, \lambda \)-coordinates was then performed to produce \( \ln N(x) \) and its derivatives \( \ln' N(x) \) and \( \ln'' N(x) \) in the vertical direction.

Introducing the local vertical vector \( v(x) = (\cos \varphi \cos \lambda, \cos \varphi \sin \lambda, \sin \varphi) \) in the Cartesian coordinates, we can approximately calculate the gradient and the Hessian matrix:

\[
\nabla n(x) = v(x) N(x) \ln_z' N(x) \\
\n\nabla \otimes \nabla n(x) = v(x) \otimes v(x) N(x) \left[ \ln''_z N(x) + (\ln'_z N(x))^2 \right] \tag{2.3.4}
\]

The gridded refractivity thus calculated is given in the ECHAM3 height range, i.e. at heights up to about 30 km. But accurate calculation of refraction requires knowledge of the refractivity up to a height of 120 km. At heights 30 – 120 km, we used refractivity \( n_{CIRA}(x) \) calculated from the CIRA climatological model (COSPAR, 1986) basing on an interpolation scheme similar to that described above. For a smooth transfer from exponentially extrapolated refractivity \( n_{ECHAM3} \) to \( n_{CIRA} \), we used the following formula:

\[
n(z, \varphi, \lambda) = (n_{ECHAM3}(z, \varphi, \lambda) - n_{CIRA}(z, \varphi)) \exp \left( -\frac{(z - z_{max}(\varphi, \lambda))^2}{\Delta z^2} \right) + n_{CIRA}(z, \varphi), \quad z > z_{max} \tag{2.3.5}
\]

where \( z_{max}(\varphi, \lambda) \) is the highest model level for the given latitude and longitude, \( \Delta z = 5 \) km.

### 2.4 Diffractive model

As was shown above, the geometrical optics provides a reliable basis for the observation operator of the refractometric measurements. Nevertheless it is desirable to have a more complete model of wave propagation in the atmosphere. Such a model is especially important in investigations of the lower troposphere. The complicated structure of the refraction index in the lower troposphere results in multipath propagation of radio waves, i.e. interference of several rays at the receiver. The geometrical optics is incapable of providing a good description of the wave field in a multi-path zone. In this section, we describe the diffractive model of the refractometric observations. The algorithms of processing of the signal in multi-path zones in order to extract the geometric optical refraction angle from the wave field will be described later.
The diffractive model of the radio occultation experiments is based on the split-step method (Martin, 1992), which was initially designed for the solution of the parabolic equation, and which we modified for solving the Helmholtz equation.

The split-step method consists in subdividing an inhomogeneous media into a series of thin slabs transversal to the wave propagation direction and in the description of wave propagation in each slab in the thin screen approximation, i.e. squeezing each slab into a phase screen. Thus the calculation of wave propagation in each slab is split into two sub-steps: i) instant change of the phase of the incident wave at a phase screen; ii) propagation of the wave through vacuum to the next phase screen.

As was noticed above, the Fresnel zone size for the GPS/MET observations does not exceed a value of 1 km. This is comparable with the vertical scale of the atmospheric inhomogeneities, but significantly smaller than their horizontal scale. That allows us to solve the 2D diffractive problem in the vertical occultation plane, since the diffractive effects of the horizontal structure of the atmosphere are negligible. This only applies to the case, when we neglect the investigation of the diffraction on the atmospheric turbulence, which can be important, but requires the solution of the 3D problem.

Wave propagation in vacuum is described in terms of the wave angular spectra (Zverev, 1975). Let us consider the plane of wave propagation where we introduce Cartesian coordinates $x$ and $z$, axis $x$ pointing in the propagation direction of the incident wave, the phase screens being transversal to it. Given boundary condition $U(x = x_0, z)$ at a phase screen, we can find the corresponding representation of field $U(x, z)$ in free space as a superposition of harmonic waves $\exp(ik_x(x - x_0) + ik_zz)$. Due to the Helmholtz equation in vacuum, for each harmonic $k_x^2 + k_z^2 = k^2$, and thus $U(x, z)$ can be represented through its 1D angular spectrum $\tilde{U}(k_z)$:

$$U(x, z) = \int \tilde{U}(k_z) \exp \left( i\sqrt{k^2 - k_z^2}(x - x_0) + ik_zz \right) dk_z$$  \hspace{1cm} (2.4.1)

Using the boundary condition, we have the following equation:

$$\int \tilde{U}(k_z) \exp(ik_zz)dk_z = U(x_0, z)$$  \hspace{1cm} (2.4.2)

which tells us that angular spectrum $\tilde{U}(k_z)$ is simply the Fourier image of boundary condition $U(x_0, z)$. Assuming that the distance between the phase screens is $\delta x$, and thus the equivalent optical thickness of each screen is $\int_{x}^{x+\delta x} (n(x, z) - 1) dx$, we can write each step transforming $U(x, z)$ to $U(x + \delta x, z)$ as the composition of the action of the phase screen and wave propagation in vacuum described in terms of the angular spectrum:

$$\tilde{U}(x, k_z) = \hat{F}_z \left[ \exp \left( ik \int_{x}^{x+\delta x} (n(x, z) - 1) dx \right) U(x, z) \right]$$

$$\tilde{U}(x + \delta x, k_z) = \exp \left( i\sqrt{k^2 - k_z^2}\delta x \right) \tilde{U}(x, k_z)$$

$$U(x + \delta x, z) = \hat{F}_z^{-1} \left[ \tilde{U}(x + \delta x, k_z) \right]$$  \hspace{1cm} (2.4.3)
where $\hat{F}_z$ is the Fourier transform with respect to $z$-coordinate. The split-step algorithm can thus be implemented on the basis of FFT.

A principle limitation of the split-step method consists in its incapability of taking into account the backscattering, but it is not of any importance for GPS/MET measurements where the wave length is very small as compared to the characteristic scale of the atmospheric inhomogeneities.

Another restriction of the method consists in the fact that all the phase screens must be parallel (otherwise FFT cannot be used). This does not allow the phase screens to be turned or bent in order to compensate for the bending of the wave fronts due to the strong regular refraction in the lower troposphere. Thus a very small discretization step in phase screen planes may be required. The step can be estimated as $\lambda/(4\epsilon)$. For a characteristic tropospheric refraction angle of 0.02 and the GPS/MET wave length 20 cm, we have an estimation of the discretization step of 2.5 m.

2.5 Geometric optical model

The geometric optical model is based on the numerical integration of ray trajectory equation (2.2.4). Introducing augmented vector $z = (X_u)$ and denoting the right part of system (2.2.4) $F = \left( \begin{array}{c} u \\ n\nabla n(x) \end{array} \right)$, we can rewrite the ray trajectory equation as follows:

$$\dot{z} = F(z) \quad (2.5.1)$$

We integrate this equation by means of the Runge-Kutta method of fifth order. This integration method, however, is not free of the difficulties connected with the accumulation of errors. As we shall see now, the accumulated errors can grow exponentially.

According to the definition of vector $u$, its length must be equal to $n(x)$, and thus $u^2/n^2 = 1$ must remain invariant during the integration of a ray. The initial condition must satisfy this restriction too. On the other hand, we can consider any solutions of this system with any initial conditions. We can derive the following dynamical equation:

$$\frac{d}{d\tau} \left( \frac{u^2}{n^2} \right) = 2\frac{\langle u, \nabla n \rangle}{n} \left( 1 - \frac{u^2}{n^2} \right) \quad (2.5.2)$$

which indicates that $u^2/n^2$ is only invariant when it is equal to 1. Should it deviate from 1, $u^2/n^2 - 1$ decreases or increases approximately exponentially when $\langle u\nabla n \rangle$ is positive or negative respectively. For the raising part of the ray, where $\langle u\nabla n \rangle < 0$, the discretization errors of the numerical integration scheme will thus rapidly increase.

In order to correct this, at each step of the standard Runge-Kutta method, we renorm vector $u$. The numerical integration scheme is written as follows:
\[ K_{n-1}^1 = F(z_{n-1}) \]
\[ K_{n-1}^2 = F(z_{n-1} + \frac{\Delta \tau}{2} K_{n-1}^1) \]
\[ K_{n-1}^3 = F(z_{n-1} + \frac{\Delta \tau}{2} K_{n-1}^2) \]
\[ K_{n-1}^4 = F(z_{n-1} + \Delta \tau K_{n-1}^3) \]
\[ z'_{n} = \frac{\Delta \tau}{6} (K_{n-1}^1 + 2K_{n-1}^2 + 2K_{n-1}^3 + K_{n-1}^4) + z_{n-1} \]
\[ z_{n} = \left( \frac{x'_{n}}{n(x'_{n})u'_{n}/|u'_{n}|} \right) \quad (2.5.3) \]

Now we can describe the calculation of atmospheric refraction \( \epsilon(p) \). For given GPS and LEO satellite positions and corresponding measurements of \( \epsilon \) and \( p \), we trace the ray starting at GPS with initial direction \( u_0 \) approximately found from the impact parameter, the ray final point \( z_N \) being defined as that nearest to the LEO position. For the ray, we calculate the Doppler frequency shift:

\[ d = \frac{c - V_{LEO}u_N}{c - V_{GPS}u_0} \sqrt{\frac{c^2 - V_{GPS}^2}{c^2 - V_{LEO}^2} - 1} \quad (2.5.4) \]

which is used to find the refraction angle and impact parameter.

As was shown by Syndergaard (1997), a significant improvement of the accuracy of the Abel inversion is achieved, when the refraction angle and impact parameter are calculated in the coordinate frame of the center of the local curvature of the Earth surface, which allows for correction for ellipticity of the Earth’s atmosphere. Although, at the first glance, it must not play an important role in 4DVar, in fact, it is useful also in this case, because it makes the calculated refraction angles and impact parameters more independent of the occultation geometry.

We shall now calculate the position of the local curvature center. Given an occultation point on the Earth’s surface, the curvature of its normal cross-section with the occultation plane is calculated by means of Euler’s theorem (Bronstein and Semendjajew, 1983):

\[ k_N = k_m \cos^2 \theta + k_p \sin^2 \theta \quad (2.5.5) \]

where \( k_m \) and \( k_p \) are the main curvatures of the surface, in our case, meridional and parallel curvature respectively, and \( \theta \) is the azimuth angle of the occultation plane direction, counted from the North. The main curvatures are calculated as follows:

\[
k_m = \frac{a_p a_e^4}{(a_e^4 + (a_p^2 - a_e^2)(x_1^2 + x_2^2))^{3/2}} \\
k_p = \frac{\cos \varphi}{\sqrt{x_1^2 + x_2^2}}
\]

(2.5.6)
where we use both Cartesian coordinates $x = (x_i)$ in the standard Earth frame and geodetic latitude $\varphi$ of the point, $a_e$ and $a_p$ are the equatorial and polar semi-axes of the reference ellipsoid. The calculation of $k_p$ was based on Meusnier’s theorem (Bronstein and Semendjajew, 1983). The position of the local curvature center is then found as follows:

$$x_{LC} = x - \frac{v(x)}{k_N}$$

(2.5.7)

Calculation of the model refraction angle and impact parameter is then based on the solution of modified system (2.2.12) with respect to unknown unit vectors $\hat{u}_0$ and $\hat{u}_N$:

$$\frac{c - V_{LEO}\hat{u}_N}{c - V_{GPS}\hat{u}_0} \sqrt{\frac{c^2 - V_{GPS}^2}{c^2 - V_{LEO}^2}} - 1 = d$$

$$[(x_0 - x_{LC}), \hat{u}_0] = [(x_N - x_{LC}), \hat{u}_N]$$

(2.5.8)

The system solved, the model refraction angle is defined as the angle between $\hat{u}_0$ and $\hat{u}_N$, the model impact parameter being equal to $\left| [(x_0 - x_{LC}), \hat{u}_0] \right|$.

### 2.6 Linear tangent and linear adjoint models

We shall now describe the linear tangent model of the refraction, based on the geometric optical observation operator. We subdivide the linear tangent model into 3 parts: i) variations of the refractivity due to variations of the model parameters; ii) variations of the ray geometry due to variations of the refractivity; iii) variations of the refraction angles due to variations of the ray geometry. Such a subdivision allows for creation of a flexible code which can be easily modified for another Global Atmospheric Circulation Model, or for another ray-tracing technique, or for a different observation geometry.

#### 2.6.1 Variations of refractivity

The first part of the linear tangent, which is also used in the linear adjoint model, describes the variations of the refractivity due to variations of the model parameters. Since the ray trajectory equations only include the combination $n \nabla n$, which in our model is assumed to be equal to $v \langle v, n \nabla n \rangle$, we only calculate the dependence of $\langle v, n \nabla n \rangle$ on the model variables, i.e. derivatives:

$$\frac{\partial \langle v(x), n \nabla n(x) \rangle}{\partial (T_{ijk}, q_{ijk}, P_{s,jk})}$$

(2.6.1)

The corresponding variations are then calculated as follows:

$$\delta \langle v(x), n \nabla n(x) \rangle = \frac{\partial \langle v(x), n \nabla n(x) \rangle}{\partial (T_{ijk}, q_{ijk}, P_{s,jk})} \delta (T_{ijk}, q_{ijk}, P_{s,jk})$$

(2.6.2)
Figure 2: Vertical profiles of the sensitivity of $\langle v, n \nabla n \rangle$ to variations of the temperature at model levels at 10N 20E.

Figure 3: Vertical profiles of the sensitivity of $\langle v, n \nabla n \rangle$ to variations of the humidity at model levels at 10N 20E.
Figure 4: A vertical profile of the sensitivity of $\langle \mathbf{v}, n \nabla n \rangle$ to variations of the surface pressure at 10N 20E.

Figure 5: The sensitivity of $\langle \mathbf{v}, n \nabla n \rangle$ at a fixed height (5 km) to variations of the temperature at model levels $i$ at 10N 20E.

We neglect the dependence of $n$ that appears in the normalizing procedure defined in (2.5.3), on the variations of the model variables.
Figure 6: The sensitivity of $\langle \mathbf{v}, n \nabla n \rangle$ at a fixed height (5 km) to variations of the humidity at model levels $i$ at 10N 20E.

The calculation of the derivatives is performed in the following steps:

1) Initialization. A pair of varied refractivity profiles for each positively and negatively varied model variable $(T_{ijk}, q_{ijk}, P_{sjk})$ was calculated basing on formulas (2.3.1, 2.3.2). This calculation takes into account both variations of the gridded values of refractivity and variations of grid $z_{ijk}$ defined by (2.3.3). The initialization was performed during the ray-tracing for the profiles influencing the ray only.

2) For a given spatial point $x$ located at height $z$ above the Earth’s surface and projecting into horizontal grid mesh $(\varphi_{J..\varphi_{J+1}}, \lambda_{K..\lambda_{K+1}})$, derivatives

$$
\frac{\partial N_{jk}(z)}{\partial (T_{ijk}, q_{ijk}, P_{sjk})}, \frac{\partial N'_{jk}(z)}{\partial (T_{ijk}, q_{ijk}, P_{sjk})}, \ j = J..J + 1, \ k = K..K + 1
$$

are calculated using finite differences. Using the following interpolation formulas for $N(x) = n(x) - 1$ and $\langle \mathbf{v}(x), \nabla N(x) \rangle = N'_z(x)$:

$$
N(x) = \exp \left( \sum_{j=J}^{J+1} \sum_{k=K}^{K+1} \beta_{jk} \ln N_{jk}(z) \right)
$$

$$
N'_z(x) = N(x) \sum_{j=J}^{J+1} \sum_{k=K}^{K+1} \beta_{jk} \frac{N'_{jk}(z)}{N_{jk}(z)}
$$

(2.6.4)
where \( \beta_{jk} \) are the coefficients of the linear interpolation with respect to latitude and longitude, we can find the derivatives of \( \langle v(x), n \nabla n(x) \rangle \):

\[
\frac{\partial \langle v(x), n \nabla n(x) \rangle}{\partial (T_{ijk}, q_{ijk}, P_{s,jk})} = \sum_{j=J}^{J+1} \sum_{k=K}^{K+1} \beta_{jk} \left\{ \frac{N(x)N'_z(x)}{N_{jk}(z)} \frac{\partial N_{jk}(z)}{\partial (T_{ijk}, q_{ijk}, P_{s,jk})} + (1 + N(x)) \frac{N'_z(x)}{N_{jk}(z)} \frac{\partial N_{jk}(z)}{\partial (T_{ijk}, q_{ijk}, P_{s,jk})} \right\} \frac{\partial N_{jk}(z)}{\partial (T_{ijk}, q_{ijk}, P_{s,jk})} \right\} \approx \left( \begin{array}{c} 0 \\ \hat{I} \end{array} \right) \right) \approx \left( \begin{array}{c} 0 \\ \hat{I} \end{array} \right)
\]

\[
(2.6.5)
\]

Figures 2, 3, and 4 give a few examples of the calculation of derivatives \( \frac{\partial \langle v(x), n \nabla n(x) \rangle}{\partial (T_{ijk}, q_{ijk}, P_{s,jk})} \) as functions of height \( z \) of point \( x \) for different numbers \( i \) of the model level for fixed latitude and longitude indexes \( j, k \). The derivatives are normed to the refractivity.

Figures 5 and 6 show derivatives \( \frac{\partial \langle v(x), n \nabla n(x) \rangle}{\partial (T_{ijk}, q_{ijk})} \) at a fixed height of 5 km as functions of model level heights \( z_i \) for the four corners of the horizontal grid mesh containing the projection of \( x \).

### 2.6.2 Variations of ray geometry

We shall now consider variations of the ray geometry due to variations of \( \langle v, n \nabla n \rangle \).

At the \( n \)-th step of the numerical integration of the ray trajectory equation, the calculation of \( z_n \) depends on the values of right part \( F \) in points \( z_{\mu,n-1} \), \( \mu = 1..4 \):

\[
\begin{align*}
z_{1,n-1} &= z_{n-1} \\
z_{2,n-1} &= z_{n-1} + \frac{\Delta \tau}{2} K_{n-1,1} \\
z_{3,n-1} &= z_{n-1} + \frac{\Delta \tau}{2} K_{n-1,2} \\
z_{4,n-1} &= z_{n-1} + \Delta \tau K_{n-1,3}
\end{align*}
\]

(2.6.6)

where \( K_{n-1,\mu} \) are defined in (2.5.3). Remembering definition (2.2.4), (2.5.1) of \( F(z) \), we can express its operator derivatives as follows:

\[
\hat{B}_{\mu,n-1} = \frac{\partial F(z)}{\partial z} \bigg|_{z = z_{\mu,n-1}} = \left( \begin{array}{c} \hat{0} \\ \nabla \otimes \nabla n^2(x_{n-1}^\mu) / 2 \\ \hat{I} \end{array} \right) \approx \left( \begin{array}{c} \hat{0} \\ \nabla \otimes \nabla n(x_{n-1}^\mu) \\ \hat{I} \end{array} \right)
\]

(2.6.7)

where \( \hat{0} \) and \( \hat{I} \) are the zero and unit matrices of dimension \( 3 \times 3 \).

Introducing variations \( \delta F_{n-1}^\mu \) of the form of the right part due to variations of the model refractivity, we can derive the following expression for variations of \( z_{\mu,n}^\mu \):
\[ \delta z'_n = \left[ \hat{1} + \left( \frac{\Delta \tau}{6} \right) \left( \hat{B}^1_n + 2\hat{B}^2_n + 2\hat{B}^3_n + \hat{B}^4_n \right) \right. \\
+ \left. \frac{\Delta \tau^2}{6} \left( \hat{B}^2_n \hat{B}^1_n + \hat{B}^3_n \hat{B}^2_n + \hat{B}^4_n \hat{B}^3_n \right) \right. \\
+ \left. \frac{\Delta \tau^3}{12} \left( \hat{B}^3_n \hat{B}^2_n \hat{B}^1_n + \hat{B}^4_n \hat{B}^3_n \hat{B}^2_n \right) \right. \\
+ \left. \frac{\Delta \tau^4}{24} \hat{B}^4_n \hat{B}^3_n \hat{B}^2_n \hat{B}^1_n \right] \delta z_{n-1} + \\
\left( \frac{\Delta \tau}{6} + \frac{\Delta \tau^2}{6} \hat{B}^3_n + \frac{\Delta \tau^3}{12} \hat{B}^3_n \hat{B}^2_n + \frac{\Delta \tau^4}{24} \hat{B}^3_n \hat{B}^2_n \hat{B}^1_n \right) \delta F^1_{n-1} + \\
\left( \frac{\Delta \tau}{3} + \frac{\Delta \tau^2}{6} \hat{B}^3_n + \frac{\Delta \tau^3}{12} \hat{B}^3_n \hat{B}^2_n \right) \delta F^2_{n-1} + \\
\left( \frac{\Delta \tau}{3} + \frac{\Delta \tau^2}{6} \hat{B}^3_n \right) \delta F^3_{n-1} + \\
\left. + \frac{\Delta \tau}{6} \delta F^4_{n-1} \equiv \hat{B}^4_n \delta z_{n-1} + \sum_{\mu} \hat{C}^\mu_n \delta F^\mu_{n-1} \right) \tag{2.6.8} \]

where the last line is the definition of matrices \( \hat{B}^\mu_n \) and \( \hat{C}^\mu_n \), and \( \hat{I} \) is the unit matrix of dimension \( 6 \times 6 \).

Introducing notation \( \alpha'_{n-1} = \langle \nu(x^\mu_{n-1}), n \nabla n(x^\mu_{n-1}) \rangle \) for the parameters influencing the ray geometry, and uniting parameters \( \alpha'^{\mu}_{n-1} \) into vector \( a_{n-1} \), we can write the expression for the variations of the form of the right part:

\[ \delta F^\mu_{n-1} = \hat{A}^\mu_n \delta a_{n-1} \tag{2.6.9} \]

where the matrices \( \hat{A}^\mu \) are defined as follows:

\[
\begin{align*}
\hat{A}^1_n &= \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ v(x^1_{n-1}) & 0 & 0 & 0 \\ 0 & v(x^1_{n-1}) & 0 & 0 \\ \end{pmatrix}, \\
\hat{A}^2_n &= \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & v(x^2_{n-1}) & 0 & 0 \\ 0 & 0 & v(x^2_{n-1}) & 0 \\
\end{pmatrix}, \\
\hat{A}^3_n &= \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & v(x^3_{n-1}) & 0 \\ 0 & 0 & 0 & v(x^3_{n-1}) \\
\end{pmatrix}, \\
\hat{A}^4_n &= \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & v(x^4_{n-1}) \\
\end{pmatrix} 
\end{align*} \tag{2.6.10} \]

where \( \Theta \) is the zero (column) vector.

The last remaining operation to be considered is the normalization of vector \( u'_n \):

\[ u_n = \frac{u'_n n(x'_n)}{|u'_n|} \tag{2.6.11} \]

For infinitesimal variation \( \delta u_n \), we have the following expression:

\[ \delta u_n = \langle \nabla n(x'_n), \delta x'_n \rangle \frac{u'_n}{|u'_n|} + n(x'_n) \left[ \frac{\delta u'_n}{|u'_n|} - \frac{u'_n (u'_n, \delta u'_n)}{u'_n^2} \right] \tag{2.6.12} \]
Returning to the variation of the augmented vector $z$, we can rewrite this in matrix form as follows:

$$\delta z_n = \hat{R}_n \delta z'_n$$

(2.6.13)

with the following definition of matrix $\hat{R}_n$:

$$\hat{R}_n = \begin{pmatrix} \hat{I} & n(x'_n) \left( \frac{\hat{0}}{|u'_n|} - \frac{u'_n \otimes u'_n}{|u'_n|^2} \right) \end{pmatrix}$$

(2.6.14)

where $\hat{I}$ and $\hat{0}$ are the unit and zero matrices of dimension $3 \times 3$, respectively.

Collecting all the transformations described above, we arrive at the equation for variations of the augmented vector $z$:

$$\delta z_n = \hat{R}_n \hat{B}'_n \delta z_{n-1} + \hat{R}_n \sum_{\mu} \hat{C}'_{n\mu} \hat{A}'_{n\mu} \delta a_{n-1} \equiv \hat{B}_n \delta z_{n-1} + \hat{C}_n \delta a_{n-1}$$

(2.6.15)

### 2.6.3 Variations of refraction angle

The refraction angle and impact parameter are functions of the initial and final conditions of a ray trajectory, as defined by equations (2.5.4), (2.5.8):

$$\epsilon = \epsilon(z_0, z_N)$$

$$p = p(z_0, z_N)$$

(2.6.16)

The final condition $z_N$ is a function of the initial condition and the parameters:

$$z_N = z_N(z_0, a)$$

(2.6.17)

where $a$ is the complete vector of parameters $\alpha^n_\mu$. The full variations of the refraction angle and impact parameter can be written in the following form:

$$\delta \epsilon = \frac{\partial \epsilon}{\partial z_0} \delta z_0 + \frac{\partial \epsilon}{\partial z_N} \delta z_N + \frac{\partial \epsilon}{\partial a} \delta a$$

$$\delta p = \frac{\partial p}{\partial z_0} \delta z_0 + \frac{\partial p}{\partial z_N} \delta z_N + \frac{\partial p}{\partial a} \delta a$$

(2.6.18)

We need the variation of the refraction angle with a given impact parameter, so we choose the variation of the initial condition so that $\delta p$ should be equal to 0. In order to arrive at
a completely defined system of conditions for $\delta z_0$, we assume that it is sufficient to vary ray direction $u_0$ only, and that its variation is coplanar with vectors $x_0$ and $x_N$. Complementing this with the requirement for varied $u_0$ to remain a unit vector, we can uniquely define $\delta z_0$ from the following system:

$$
\left(\frac{\partial p}{\partial z_0} + \frac{\partial p}{\partial z_N} \frac{\partial z_N}{\partial z_0}\right) \delta z_0 = - \frac{\partial p}{\partial z_N} \frac{\partial z_N}{\partial a} \delta a
$$

$$
\delta x_0 = 0
$$

$$
(\delta u_0, [x_0, x_N]) = 0
$$

$$
(u_0, \delta u_0) = 0
$$

(2.6.19)

We shall use the following notation for the solution of this system:

$$
\delta z_0 = - \frac{dz_0}{dp} \frac{\partial p}{\partial z_N} \frac{\partial z_N}{\partial a} \delta a
$$

(2.6.20)

For the variation of the refraction angle, we can write the following expression:

$$
\delta \epsilon = \left[ \frac{\partial \epsilon}{\partial z_N} - \left( \frac{\partial \epsilon}{\partial z_0} + \frac{\partial \epsilon}{\partial z_N} \frac{\partial z_N}{\partial z_0} \right) \frac{dz_0}{dp} \frac{\partial p}{\partial z_N} \frac{\partial z_N}{\partial a} \right] \frac{\partial z_N}{\partial a} \delta a \\
= \frac{dz_0}{dp} \frac{\partial p}{\partial z_N} \frac{\partial z_N}{\partial a} \delta a
$$

(2.6.21)

The full derivative $\frac{d\epsilon}{dz_N}$ introduced here, describes the sensitivity of the refraction angle with respect to the ray geometry.

2.6.4 Linear adjoint model

Now we have everything to be able to find the derivative of the refraction angle with respect to the model variables:

$$
\frac{\partial \epsilon(p)}{\partial (T_{ijk}, q_{ijk}, P_{j,k})} = \frac{d\epsilon}{dz_N} \frac{\partial z_N}{\partial a} \frac{\partial a}{\partial (T_{ijk}, q_{ijk}, P_{j,k})}
$$

(2.6.22)

The derivatives $\frac{d\epsilon}{dz_N}$ and $\frac{\partial a}{\partial (T_{ijk}, q_{ijk}, P_{j,k})}$ have already been found, and we need now $\frac{\partial z_N}{\partial a}$ and $\frac{\partial z_N}{\partial z_0}$ (the latter is included into the definition of $\frac{d\epsilon}{dz_N}$). Using (2.6.15), it is easy to derive the following expressions:

$$
\frac{\partial z_N}{\partial z_0} = \hat{B}_N \hat{B}_{N-1} \ldots \hat{B}_1
$$

$$
\frac{\partial z_N}{\partial a_{n-1}} = \hat{B}_N \hat{B}_{N-1} \ldots \hat{B}_{n+1} \hat{C}_n
$$

(2.6.23)

Figure 7 shows an example of the refraction angle profile observed in a radio occultation and the results of the application of our observation operator to the global fields from an
**Figure 7:** A comparison of the observed refraction angle with its computation for the global field from an ECMWF analysis: an occultation at 16N 16W.

**Figure 8:** The variations of the refraction angle due to random variations of the model variables: a simulated occultation at 16N 16W with the same geometry as in Figure 7.
ECMWF analysis, i.e. the computation of the refraction angle for a simulated sounding with the same geometry. Figure 8 shows the variations of the profile of the refraction angle with random variations of the model variable. The result of application of the tangent linear model is compared with the reference computation based on the finite difference method. The comparison indicates a very good agreement of both computations.

3 Conclusion

In this report, we have considered the principles of 3D/4DVar of the refractometric data. The basic requirements of the 3D/4DVar for any kind of the data to be assimilated into a Numerical Weather Prediction Model are as follows. It is necessary to have i) the observation operator, i.e. an algorithm that maps the model variables representing the atmospheric state to the observables; ii) the linear tangent model, i.e. the Fréchet derivative of the observation operator, describing the first order variations of the observables with respect to variations of the model variables; iii) the tangent linear model that is capable of calculating the derivatives of the observables with respect to the model variables.

Although the necessity of 3D/4DVar of the refractometric data has been recognized long ago, it has proved to be difficult to implement this assimilation scheme for the refractometric measurements. The basic difficulty consisted in the refractometric measurements representing some complicated nonlinear functionals of the atmospheric state. But now it is possible to affirm that this difficulty has been overcome. In this report we describe a package of the algorithms that enables 3D/4DVar of GNSS radio occultation data.

Based on the physical model of the occultation experiment, we have designed its numerical model, i.e. the observation operator. This additionally requires a model of a smooth 3D distribution of the atmospheric refractivity. The model of the atmospheric refractivity is based on some interpolation of its gridded field, calculated from the fields of the model variables. Although the model ECHAM3 operates with the concept of the spherical Earth, for assimilation of the real data, its variables must be related to the reference ellipsoid which is also included into the refractivity model.

The mathematical analysis of the observation operator allows for derivation of both linear tangent and linear adjoint models. The models were subdivided into three blocks: i) refractivity; ii) ray geometry; iii) refraction measurements. Such a subdivision allows for creation of a flexible code that can easily be modified for another atmospheric model, or another ray-tracing technique, or another observation geometry.

All these numerical models are complemented with a program for the primary processing of the radio occultation data. The following algorithms are included: i) the canonical transform processing that allows for handling of the tropospheric data where the multipath propagation effects are significant; ii) data filtering (standard Fourier filtering is used); iii) derivation of the refraction angle from the Doppler shift (an improved numerical algorithm was designed); iv) ionospheric correction of the refraction angle (we use the standard method of the linear combination of the refraction angles).
All the algorithms exist in the form of a working program code. Being implemented with an interface for their interaction with the standard 4DVar algorithms, they can be used in a system of operational data assimilation.
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